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Abstract

We here present the new GLODAP version 2 (GLODARuapped climatology, which is
based on data from all ocean basins up to anddimg2013. In contrast to its predecessor,
GLODAPvV1.1, this climatology also covers the Ardgficean and Mediterranean Sea. The
quality controlled and internally consistent dataduct files of GLODAPv2 (Olsen et al.,
2015; Key et al., 2015) were used to create glibel® mapped climatologies of total
dissolved inorganic carbon, total alkalinity, artd psing the Data-Interpolating Variational
Analysis (DIVA) mapping method. Climatologies wereated for 33 standard pressure
surfaces. To minimize the risk of translating temgb@ariability in the input data to spatial
variations in the mapped climatologies, layers pitbssures of 1000 dbar, or less, were
mapped for two different time periods: 1986-1996 2000-2013, roughly corresponding to
the “WOCE" and “CLIVAR” eras of global ocean sungell data from the 1972-2013
period were used in the mapping of pressures hitjaer 1000 dbar. In addition to the marine
CO, chemistry parameters listed above, nitrate, phatspisilicate, oxygen, salinity and theta
were also mapped using DIVA. For these parametedsia from the full 1972-2013 period
were used on all 33 surfaces. The GLODAPv2 glokelmapped climatologies, including
error fields and ancillary information have beerdmavailable at the GLODAPv2 web page
at the Carbon Dioxide Information Analysis CenteD(AC,
http://cdiac.ornl.gov/oceans/GLODAPY2/

1 Introduction

Accurate estimates of recent changes in the ocadon cycle, including how these
changes will influence climate, requires high atyadiata. The fully quality controlled and
internally consistent Global Ocean Data Analysigjéut (GLODAPV1.1, Key et al., 2004)
has for the past decade been the only global artedean carbon data product available.
GLODAPvV1.1 has been and continues to be of immeake to the ocean scientific
community, which is reflected in the almost 50@estific studies that have used and cited
GLODAPvV1.1 so far. GLODAPv1.1 has been used masnprently for calculation of the
global ocean inventory for anthropogenic 9 e.g. Sabine et al. (2004) and for validation
of global biogeochemical or earth system models.¢pyBopp et al. (2013).

The GLODAPvV1.1 data product is dominated by daienfthe World Ocean

Circulation Experiment (WOCE) survey of the 1998t contains data from the entire period
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1972-1999, though very few data north of 60°N i Atlantic and no data in the Arctic
Ocean or Mediterranean Sea. Many more seawateic&nistry data have been collected at
research cruises after 1999, particularly withia ftamework of the global repeat
hydrography program CLIVAR/GO-SHIP (Feely et ab12; Talley et al. 2016) so that

significantly more interior ocean carbon data exietlay than was available in 2004.

In response to the shortcomings of GLODAPv1.1taridclude more recent data, the
updated and expanded version GLODAPV2 (Key eR@ll5; Olsen et al., 2015), has been
developed. This new data product combines GLODAPwith data from the two recent
regional synthesis products: Carbon in Atlantic @cé€CARINA, Key et al., 2010); and
Pacific Ocean Interior Carbon (PACIFICA, Suzukaét 2013). In addition, data from 168
cruises not previously included in any of thesegabducts—both new and historical—have
been included. Notably, 116 cruises in GLODAPv2erdhe Arctic Mediterranean Seas,,
the Arctic Ocean and the Nordic Seas (>65°N). GR®IR data are available in three forms:
as original, unadjusted data from each cruise inGE@xchange format files; as a merged
and calibrated data product, where adjustments bege applied to minimize measurement
biases and several calculated data have been smidethplete the data coverage; and as a
mapped climatology. This paper presents the methsed for creating the mapped

climatology and its main features, while the asdgrobthe data and construction of the

product, including the broad features and outpuhefsecondary quality control are described

by Olsen et al. (2015).

As opposed to a gridded data product, wieighthe Surface Ocean G@itlas (Pfeil
et al., 2013; Bakker et al., 2014) provides (Sakeinal., 2013), we have created mapped
climatologies. The difference is that gridded datobservations projected onto a grid, using
some form of binning and averaging, but no intempoh or other form of calculation is used
to fill gaps in the observational record. In mappetk the gaps have been filled, in the case
of GLODAPvV2 using an objective mathematical methidte method used to create the

mapped climatologies from the merged and calibreltgd product is presented in Section

2.2. Some of the resulting data fields and thespeisted error estimates are shown in Section

3 to highlight important features in the data prcidand finally some recommendations for

use and interpretation are given in Section 4.
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2 Methods

2.1 Input data
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The input data for the GLODAPVv2 mapped climatologpsisted of the bias corrected

and merged data product from GLODAPV2 (Olsen eR8ll5). Whereas the complete data

product contain many variables, we mapped the GLEE@primary biogeochemical

variables (Olsen et al., 2015): total dissolvedgamic carbon (TC§), total alkalinity (TAIK),

pH, saturation state of calcite and aragorite &ndQ,), nitrate (NQ), phosphate (P§),

silicate (Si), dissolved oxygen g salinity, and potential temperature, where #ttef two

variables are to be used as a reference for tigebathemical variables. The GLODAPv2 data

product includes vertically interpolated data foe hutrients, oxygen and salinity if any of

those were missing from a bottle data-point, alcutated seawater G@&hemistry data

whenever pairs of measured £€hemistry parameters were available (Olsen e2@l5).

These were all included in the mapping. The folloywre-mapping data treatments were

carried out:

1. Qc andQa were calculated from the TG@nd TAIk pair ain situ temperature and

2.

pressure using the MATLAB version (van Heuven gt2009) of CO2SYS (Lewis
and Wallace, 1998). We used pressure, temperalipity, phosphate, and silicate
from the GLODAPV2 data product, the dissociationstants of Lueker et al. (2000)
for carbonate, Dickson (1990) for sulphate, andidite borate concentration of
Uppstrom (1974).

All data were vertically interpolated onto 33 seda: 0, 10, 20, 30, 50, 75, 100, 125,
150, 200, 250, 300, 400, 500, 600, 700, 800, 900011100, 1200, 1300, 1400, 1500,
1750, 2000, 2500, 3000, 3500, 4000, 4500, 50000 Bba@r. The interpolation was
done station by station, using a cubic hermitengplunction. This interpolation
method is quite robust, but can give unreliableltesn a few unusual circumstances.
Consequently, if this interpolation gave values entian 1% different from those
produced using a simple linear vertical interpolatihe linear results were used. We
used the maximum distance criteria specified inldakto avoid interpolation over
excessive vertical distances between data poihtssd maximum distance criteria are
similar to those used by Key et al. (2004) for GLAHY1.1. Note that the

GLODAPvV2 climatologies cover 33 pressure surfaadsch is slightly different from

d
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the depth surfaces, originally chosen by Levitus Bayer (1994), used in
GLODAPV1.1.

3. The vertically interpolated data for each pressuméace were then gridded by bin-
averaging all data in each 1°x1° grid cell. The peabclimatologies are thus based on
gridded data. We do this because the repeat hyajsbgrmprogram means that there are
several transects in the ocean that have obsengadicthe same points in space at
different points in time.

4. GLODAPV2 includes data for the 42 year period 12923 and in this time frame
there have been significant changes in pH, 7,G0d the saturation states, due to
increasing atmospheric levels of £@.g. Orr et al., 2001; Lauvset et al., 2015;
Sabine and Tanhua, 2010). Therefore the uppenatza, here defined as pressure
less than, or equal to, 1000 dbar, were sepamatedvo time periods for TCOpH,

Qc, andQa: 1986-1999 and 2000-2013, roughly correspondirthedVOCE and
CLIVAR eras of global hydrography programs. Theszerthen mapped separately to
reduce the risk of transforming time trends intatsd variations in the mapped
climatologies. No additional corrections were usedccount for the seasonal cycle or
potential bias due to uneven temporal samplingoBdl000 dbar, and for all other
mapped parameters, all available data from 1973-2@ke used in the mapping. The
inherent assumption is that the change in dissdlvedjanic carbon and pH below

1000 dbar is negligible. This assumption is furtthiscussed in Section 4.

2.2 Mapping method

The Data-Interpolating Variational Analysis (DIVA)apping method (Beckers et al.,
2014; Troupin et al., 2012) was used to createrthpped climatologies. DIVA is the
implementation of the Variational Inverse MethodNY of mapping discrete, spatially
varying data. A major difference between this arel®ptimal Interpolation (OI) method used
in GLODAPvV1.1 is how topography is handled. DIVAésa the presence of the seabed and
land into account during the mapping and givesebe#sults in coastal areas and around
islands. In addition, the entire global ocean camiapped at once,g, DIVA does not

propagate information across narrow land barriech s the Panama isthmus so there is no

need to split the data into ocean regions whichtee stitched together to form a global map.

Hence, each climatology is a global analysis ferrimge 180°W to 180°E with a 1°x1°

resolution. To ensure that the analysis convergab® boundaries.e. the dateline and the
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North Pole, the input data were duplicated ford®either side of the dateline and for every
30° in a circle around the North Polee( north of 82.5°N data in the longitude band 0-30°
were duplicated into the 30-60° and so on), befwapping. This removes most
discontinuities along these boundaries, but in socases discontinuities still appear along the
North Pole boundary, most notably in the top 12&rdb the 2000-2013 climatology for
TCO.. Note that this approach creates an artificiahgé amount of data in the Arctic Ocean,

but the spatial patterns in the observations degned.

Apart from the data, the most important DIVA inpatrameters are the spatial
correlation length scale (CL) and the data sigoaidgise ratio (SNR). The CL defines the
characteristic distance over which a data poirtiérfces its neighbors. For GLODAPV? this
was defined a priori as 7° for all parameters, pif@ TCQO, and pH. In latitude this
approximately matches the 750 km north-south Cld dsethe GLODAPv1.1 mapped
climatologies, but is in longitude much smallerrtiiae 1500 km east-west CL used for
GLODAPvV1.1. For TCQ, pH,Qc, andQa a CL of 10° was used for the two time periods in
the top 1000 dbar, and 7° in the deep ocean. Téssrequired because separating these
parameters into two time periods significantly reeldithe data density (Figure 1), and the
smaller CL led to gaps in the climatology. Since titeans generally tend to mix easier
zonally than meridionally, a pseudo-velocity figldd advection constraint was used such that
the correlation becomes stronger in the east-westtibn even though the input CL is the
same for both directions (see the DIVA user maawallable at

http://modb.oce.ulg.ac.be/mediawiki/index.php/Digacumentdor details). Setting the CL

is partly a subjective effort, aiming to strike thygtimal balance between large values, which
tends to smooth the data fields and reduce maggnogs, and small values, which leads to
more correct rendering of fronts and other featiés also want to stay within the physical
constraints set by ocean dynamics and naturaledpatiiability. It is possible to optimize CL

in DIVA, but this works well only when the data &y is reasonably high. The sparse global
data distribution in GLODAPV2 gives optimized CLthe order of 25°. Doing a cruise-by-
cruise analysis following Jones et al. (2012) tbspatially varying CL is possible, but would
leave large gaps. For GLODAPV2 it was thereforedietto use a globally uniform a priori

choice since this is the most transparent andyeseploducible.

The SNR defines how representative the obsenatom for the climatological state.
For spatially varying data sets like GLODAPV2 sithe assumed ratio of climatological

spatial variability (“signal”) to the short termnability (“noise”) in the data. For the
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193 GLODAPv2 mapped climatologies the SNR was definpdai to be 10i(e. the noise is

194 10% of the signal), following Key et al. (2004). Tinderstand the importance of SNR, and
195 the reason for a subjective a priori choice, afldliscussion of the differences between

196 interpolation and approximation/analysis is necgsd&hen interpolating between points in a
197 data set, gaps between data points are filledheuéxisting points are not replaced. When
198 approximating, a functiore.g. a regression line, is applied that describes thggnal data

199 points to some degree. The resulting approximaata set has new values at every point and
200 is smoother than the interpolated data set. Norlesohpproximated data points exactly match
201 the original ones, and that assumes more uncertaiot non-climatological variability — in
202 the data. In the case of very high SNR, the obsevedues are retained in the mapped

203 climatology and DIVA interpolates between them, lelsimaller values allow for larger

204 deviations from these and an increasingly smoathatblogy.

205 Working with real world observations, we know tkiz observations are indeed

206 affected by shorter term variations and in additiame uncertainties associated with them.
207 They do not represent the “true” climatologicalual For this reason the SNR should always
208 be kept quite small when making mapped climatomdiet this needs to be balanced by the
209 need to keep the error estimates reasonable. Wez the SNR the further the approximation
210 is allowed to deviate to be from the original data the higher the error associated with the
211 approximation becomes. The SNR can be calculated @bservations using generalized

212 cross validation, but for GLODAPV2 such calculatigiive very high SNR (in the order of
213 100). This is maybe not completely unreasonabieesGLODAPV2 has been carefully

214 quality controlled and we have high confidence thatmeasurement uncertainties are small.
215 Using gridded data covering 14 years as inputaeans that the input is reasonably

216 representative relative to the climatology. Howeweth increasing the SNR and increasing
217 the CL will decrease the error estimates, becahisassumes small representativity errors
218 (i.e that what is observed is the true climatology) addrge circle of influence. If those

219 assumptions are wrong the errors will be signifigannderestimated. Therefore, even with a
220 high confidence that the input data are climataally representative the mapping errors are

221 likely to be underestimated if we use the SNR datedl from general cross validation.

222 A DIVA analysis is created by minimizing a coshétion which is defined by the
223 difference between observations and analysis;tfethness of the analysis; and the
224  physical laws of the ocean (Troupin et al., 20T2)e result is thus the analysis with the

225 smallest global mean error, but determining theiapdistribution of errors is important. In
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226 DIVA this is non-trivial as, in contrast to Ol, theal covariance function, which is necessary
227 to obtain spatial error fields, is not formulategbkcitly, but is instead the result of a

228 numerical determination (Troupin et al., 2012). éwtining the real covariance to get error
229 estimates is the most exact method, but is conipuatdly expensive. There are several error
230 estimation methods implemented in DIVA, from theysimple to the very exact (Troupin et
231 al., 2012, Beckers et al., 2014) and for GLODARW ¢rror fields are based on the “almost
232 exact error calculation”. This method calculatesekact error, using real covariances, in a
233 few locations and then uses DIVA to interpolateatsstn them. While not tested for all

234  climatologies due to the significant computatioca@dt, the almost exact errors generally only
235 differ significantly from the exact error in reg@where the data fields have very high errors,
236  which only happens in coastal areas and in areisneidata. Since a mask removing the
237 resultin all grid cells where the mapping erroceeds one standard deviation in the input
238 data (on a given pressure surface) have been dppltbe mapped climatologies, the almost

239 exact errors are considered equivalent to thec@adriance errors.
240

241 3 Reslults

242 3.1 Data fields

243 The mapped climatologies are available as onelhéikes per parameter from CDIAC
244 (http://cdiac.ornl.gov/oceans/GLODAPY2Each of these contain the global 1°x1°
245 climatology, the associated error fields, and thiédgd input data (Table 2) for the parameter

246 in question. The files containing TGQH, Qc, andQa are four-dimensional due to the two
247  different time periods (1986-1999 and 2000-20138}lie top 1000 dbar. For all surfaces

248 below 1000 dbarife. surfaces 20-33) the TGpH, Qc, andQa climatologies are identical
249 for both time periods. The fields for the othergraeters are three-dimensional, since the full
250 time period 1972-2013 was used in the mapping.

251 Figures 2-4 show the mapped climatologies for 3@k, and nitrate, respectively,
252 at two different pressure surfaces. These all sthevspatial patterns expected from biological
253 dynamics, global ocean salinity, and large-scatauation. Figures 5-7 show, for the same
254  parameters and pressure surfaces, the differetneedr® the gridded input and the mapped
255 climatologies, which is relatively large and val@hear the surface and generally within the
256 data uncertainties in the deep ocean. Figures$ha® the error fields associated with the

257 climatologies shown in Figures 2-4. There are latifferences in spatial data coverage
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between the 1986-1999 and the 2000-2013 periodsif@il), which affect the error estimates
for the top 1000 dbar (Figure 8). The 1986-199%qgefFigure 1a) has no data in the
Caribbean and Mediterranean Seas, and wherea®®e2013 period (Figure 1b) has data in
those regions it lacks coverage in the Indian Oeg®hhas lower data density in the Pacific
Ocean. The spatial variability in mapping errora fsinction of the observational network,
and further study of this variability would be akgt use in optimizing the existing and future
observational networks. The biggest improveme@i®DAPV2 compared to GLODAPv1.1
is that the former includes the Arctic Ocean anditéeranean Sea which was missing in
GLODAPvV1.1 due to a near total absence of data ff@se regions.

3.2 Error fields

While the mapping error reflects the data distitiuand the choice of input variables
(i.e. CL and SNR), it represents only the errors dubéamathematical mapping of the input
data, and does not take into account all the uaicgytin the input data (although some of this
uncertainty is assumed in the choice of SNR). letaits regarding the accuracy and precision
of the GLODAPV2 discrete data the reader is retetoeOlsen et al., (2015), but note that
these uncertainties in the input data overall araller than the mapping errors. Overall the
spatial error distribution is as expected: reldyivanall where there are observations and
larger elsewhere. In regions without data the nrappirors may approach, and sometimes
exceed, the climatological value. In these regtbesclimatology cannot be trusted, and
therefore all grid cells where the mapping erraze®ds one standard deviation of the input
data on a given pressure surface have been maskemt{ to -999). This still leaves regions
with high mapping errors, so the relative erroldfsef.e. error scaled to the standard deviation
in the data) are provided in the netcdf files mgkirpossible for the user to create alternative
masks if needed. For TG@he average error in the masked data acrossrédces is in the
range 14-27umol kg™; for TAlk in the range 8-2@mol kg™; for pH at standard temperature
and pressure in the range 0.016-0.056; for pid situ temperature and pressure in the range
0.011-0.042; fof¢ atin situ temperature and pressure in the range 0.029-fbAG;, atin
situ temperature and pressure in the range 0.020-®mBhijtfate in the range 1.5-24nol kg
! for phosphate in the range 0.10-Opkiol kg*; for silicate in the range 4-38nol kg™; for
oxygen in the range 10-18mol kg™; for salinity in the range 0.02-0.48; and for puial
temperature in the range 0.19-2.5 °C. The randlestr¢he variability in data density on
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different surfaces and also the larger variabititgurface ocean observations, because this

leads to larger background variance in the inptda.da

The TCQ and TAlk mapping errors for our GLODAPV2 climatgijohave been
compared with those of GLODAPvV1.1 (Figures 11-Njjte, however, that here we compare
pressure surfaces with depth surfaces. The mogabvesult is the large spatial variability
in the differences, which seem to correlate withdhata distribution. Very generally, there are
large differences (>1mol kg*) in error estimates between the GLODAPv2 2000-2013
TCO; climatology and the GLODAPV1.1 climatology (Figurgb), and between the
GLODAPvV2 1986-1999 and GLODAPv1.1 TCO2 climatolagie the top 200 dbar of the
Southern Ocean (exemplified by the 10 dbar surfaéégure 11a and 11b). In both cases the
error estimate in GLODAPV?2 is frequently more tH&pmol kg* higher than in
GLODAPvV1.1. For TCQthe 1986-1999 climatology has comparable err@t®DAPv1.1
in the Atlantic, but is smaller by 10-18nol kg'in the Pacific (Figure 11a). For the 2000-
2013 TCQ climatology the GLODAPv2 mapping errors are fraegiyelarger than those in
GLODAPvV1.1, but here also smaller in the Pacifie@t (Figure 11b). Below 1000 dbar
(exemplified by the 3000 dbar surface in Figure)tthe mapping errors are overall larger by
5-10umol kg* in GLODAPV2 than in GLODAPV1.1. For TAlk the GLODA2 mapping
errors exceed those of GLODAPvV1.1 in the Southerea@ in the top 200 dbar (exemplified
by the 10 dbar surface in Figure 12a), but othexvies the top 1000 dbar errors in the two
products are comparable (not shown). Below 1000 theaGLODAPV2 TAIK errors are
typically 5-10pmol kg™ larger than those of GLODAPv1.1 (exemplified bg 8000 dbar

surface in Figure 12b).

A scientific study of the differences in mappimngoe between GLODAPv1.1 and
GLODAPvV2 and the mechanisms behind these woulddséhwhile, and could perhaps
improve future climatologies of the marine £&emistry, but is beyond the scope of this
paper. The reasons for the differences seen inésgll-12 are currently not clear, but
several things are likely to contribute: (i) di#erces in the methods used,; (ii) in general
GLODAPvV2 uses a smaller CL and this results indaggrors, but for TC&®and pH in the
top 1000 dbar the CL is larger and this explaimssttmaller errors on these surfaces; (iii) there
are differences in data density and data distidioutietween the two versions, and the
improved distribution in GLODAPV2 leads to largettural variability and thus larger, more

realistic, errors.
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For the macronutrients (nitrate, phosphate, $édjcthe GLODAPV2 climatologies can
be compared to the World Ocean Atlas (WOA) nutridimhatologies, but before doing so
several things need to be considered: (i) methedd tor mapping WOA (Garcia et al., 2010)
are very different from those used in GLODAPV2);, (iOA also does not provide mapped
error estimates for their climatologies; (i) WQ@ports nutrients with unitsmol L™ while
GLODAPV2 uses unitgmol kg*. Given the lack of error fields in WOA a directeparison
of errors like we did for TC@and TAlk cannot be performed for the nutrientstéad we
have looked at the differences between the nitlateatology in GLODAPV2 and in WOAQ09
(for the purpose of this comparison roughly corsethepmol L™ data in WOA tqumol kg*
by dividing by 1.024). These differences will beedo a combination of the differences in
input data and the differences in mapping methad,also here we compare pressure
surfaces with depth surfaces. When comparing the[GAPv2 gridded observations with the
WOAO9 climatology we see certain patterns (Figu8e Near the surface the GLODAPv2
observations are overall smaller than the WOAO®&iology in high latitudes (Figure 13a),
and this is most likely a manifestation of the seas bias in GLODAPv2 which in these
regions contains almost only summertime data. értithpics and subtropics the differences
are within the data uncertainties. In the deep w¢Eagure 13b), however, the differences
between the GLODAPV2 observations and the WOAGRatiblogy are very similar to the
differences between the GLODAPV2 observations dinthtology (Figure 7b). This suggests
that below the seasonally influenced surfaces ifferences between GLODAPvV2 and
WOAOQ9 stem mainly from differences in mapping mekthiout that the climatologies
otherwise are comparable. The biggest different@den GLODAPv2 and WOAQ9 is that
the latter has considerably more input data, amlolis able to provide monthly climatologies
which GLODAPvV2 cannot. Note that we have companedGLODAPV2 nitrate climatology
to WOAOQ9 since the WOA13 has a very different \oaitresolution.

4 Best practices for using the GLODAPV2 1°x1° data  fields

For the marine C&chemistry parameters with known, large, tempaoeaids two
climatologies are provided for the surface oced®(9 dbar). This division was
implemented to reduce the risk of converting tineads into spatial variations in the
climatology. Alternative and more sophisticatedrapghes certainly exist, and these will be
considered for future versions; here, however, na@se as simple and transparent an

approach as possible. The 1986-1999 climatologgigered on the early 1990s and the
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2000-2013 climatology on the mid-2000s. The diffexeebetween the climatologies for the
two time periods in no way represents an estimbtiecadal change in global ocean £LO
The errors in each TGQlimatology, mainly a consequence of limited sgatbverage of the

input data, approach 1@@nol kg* in some regions, which is much larger than anyeetexl

trends. Additionally, each climatology was creatisthg data from more than ten years, hence

some fraction of our spatial features is a consecgief time trends in each of these periods.
Users interested in time trends are better seryexi/aluating differences between repeat

sections in the data product.

Planned future work includes creating mappedatatogies of several additional
parameters available in the GLODAPv2 data produater ages based on the halogenated
transient tracer data and tH€ data. As estimates of the anthropogenic E€@htent based on
the GLODAPvV2 product become available we will cdesicreating new climatologies for

TCO, and pH, where the anthropogenic trend in the ldassbeen removed.
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Range (dbar) Maximum distance allowed
0-200.99 100
201-750.99 200
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529 Table2. Ligt of information available in the netcdf data files.
Variable name Description
lon Longitude in degrees east, range -180 — 180
lat Latitude in degrees north, range -90 — 90
tco2, talk, pHQc, Qa, nitrate, phosphate, silicate
oxygen, salinity, theta Mapped climatology with land mask and fask applied.,
_error Mapping error associated with the mapped climatplog
Mapping error scaled with the global standard dé@eof
_relerr the input data
Binned and averaged mean of the observations on the
Input_mean same grid as the climatology
Input_std Standard deviation of the binned mean.
Input_N Number of observational data points in the grid cel
Input_lon Binned and averaged longitude in degrees east
Input_lat Binned and averaged latitude in degrees north
530
531 Figures

532  Figure1l. a) Data density of TCO, in the years 1986-1999; b) Data density of TCO in the years 2000-2013.
533  Both figures show data at the 10 dbar surface.

534  Figure2. Mapped climatology of TCO, at 10 dbar (a, b) and 3000 dbar (c). a) isthe climatology for the
535  1986-1999 period while b) isfor the 2000-2013 period.

536  Figure3. Mapped climatology of TAlk at 10 dbar (a) and 3000 dbar (b).
537  Figure4. Mapped climatology of nitrate at 10 dbar (a) and 3000 dbar (b).

538  Figure5. Difference between the gridded TCO, input data and the mapped climatologies atv10 dbar (a,b)
539  and 3000 dbar (c). a) isthe climatology for the 1986-1999 period while b) isfor the 2000-2013 period.

540 Figure6. Difference between the gridded TAIk input data and the mapped climatologies at 10 dbar (a)
541  and 3000 dbar (b).

542  Figure7. Difference between the gridded nitrate input data and the mapped climatologies at 10 dbar (a)
543  and 3000 dbar (b).

544  Figure8. Mapping error for TCO, at 10 dbar (a, b) and 3000 dbar (c). a) isthe error for the 1986-1999
545  climatology while b) isfor the 2000-2013 climatology. Notice how the error islarge between repeat
546 transect and creates a spatial pattern of square-like featuresin the Pacific.

547  Figure9. Mappingerror for TAlk at 10 dbar (a) and 3000 dbar (b). Notice how the error islarge between
548  repeat transect and creates a spatial pattern of square-like featuresin the Pacific.

549  Figure 10. Mapping error for nitrate at 10 dbar (a) and 3000 dbar (b). Notice how theerror islarge
550 between repeat transect and creates a spatial pattern of squar e-like featuresin the Pacific.

551  Figure1l. Differencein error estimatesfor TCO, between GLODAPv2 and GLODAPv1.1. a) compar es
552  the 10 dbar surface from the 1986-1999 climatology in v2 with the 10 m surfacein v1.1; b) comparesthe
553  10dbar surface from the 2000-2013 climatology in v2 with the 10 m surfacein v1.1; ¢) compares the 3000
554 dbar surfacein v2 with the 3000 m surfacein v1.1.
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Figure 12. Differencein error estimatesfor TAlk between GLODAPv2 and GLODAPv1.1. a) compares
the 10 dbar surfacein v2 with the 10 m surfacein v1.1, while b) compar es the 3000 dbar surfacein v2 with
the 3000 m surfacein v1.1.

Figure 13. Differences between the GLODAPV2 nitrate gridded input data and the WOAO09 annual
mapped nitrate climatology. a) compar es the 10 dbar surfacein GLODAPv2 with the 10 m surfacein
WOADOQ9, while b) compares the 3000 dbar surfacein GLODAPv2 with the 3000 m surfacein WOAOQ9.
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