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Preface

An oil and gas reservoir is a formation of rock in which oil and natural gas have accumulated. 
The oil and gas are collected in small, connected pore spaces of rock and are trapped within 
the reservoir by adjacent and overlying, impermeable layers of rock. Conventional hydro-
carbon reservoirs consist of three main parts: the source rock that contains the kerogen that 
the oil and gas forms from; the reservoir rock, which is the porous, permeable rock layer or 
layers that hold the oil and gas; and the cap rock, which seals the top and sides so that the 
hydrocarbons are trapped in the reservoir, while water often seals the bottom. Reservoirs 
containing only free gas are termed gas reservoirs. Such a reservoir contains a mixture of 
hydrocarbons, which exists wholly in the gaseous state. With the ongoing energy needs 
of the world, the importance of oil and natural gas is increasing tremendously in the global 
market.

There are different types of crude oils with different properties, such as light crude, 
heavy crude, and extra heavy crude oils, which are categorized according to the American 
Petroleum Institute (API) degree of the crude. Normally, the heavier the crude, the higher 
its asphalt content. In addition, crude oils are also termed sweet or sour based on their 
sulfur content. In a refinery, crude oil processing mainly involves distillation, cracking, 
hydrocracking, hydrotreating, and blending. Depending on the type of crude used as 
feedstock, different processes are involved, with the main purpose being to convert as 
much of the barrel of crude oil into transportation fuels. Petroleum processing technology 
is rather mature. Nevertheless, it continues to develop in consideration of all types of 
sustainability-related challenges.

This book provides comprehensive information on the oil and gas industry, in addition to 
highlighting technological developments in the field. It is a useful resource for geoscientists, 
petroleum and reservoir engineers, and chemical engineers.

Ali Ismet Kanlı, Ph.D.
Professor of Geophysics,

Faculty of Engineering,
Department of Geophysical Engineering,

Istanbul University-Cerrahpasa,
Istanbul, Turkey

Tye Ching Thian, Ph.D.
Associate Professor,

School of Chemical Engineering,
Universiti Sains Malaysia,

Engineering Campus,
Pulau Pinang, Malaysia
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Chapter 1

Gas Slippage in Tight Formations
Sherif Fakher and Abdelaziz Khlaifat

Abstract

In order to address the gas slippage for flow through tight formation, with a 
very low porosity (less than 10%) and permeability in micro-Darcy range, a series 
of single-phase gas flow experiments were conducted. Two different gases (N2 and 
He) were used to carry out many single-phase experiments at different overburden 
and pressure drops and were compared with carbon dioxide (CO2) flow types. The 
pore size distribution measurements showed the existence of a wide range of pore 
size distribution. Also, the single-phase gas flow experiments through the core plug, 
mostly at low pressure, showed Knudsen diffusion type, which is an indication of gas 
molecules’ slippage at the wall of the pores.

Keywords: tight formation, slip effect, Knudsen diffusion, non-Darcy flow, pore size 
distribution

1. Introduction

Due to its high compressibility, gas flow behavior can vary greatly as the porous 
media size varies. Understanding this behavior and the type of flow is vital for the 
oil and gas industry, especially with the increase in production from unconventional 
reservoirs with extremely low permeability.

The flow behavior in pores can be estimated using many different mathematical 
models and experiments, the majority of which used the Knudsen number definition 
[1–3]. Many mathematical models were developed to determine the flow regime in 
nanopores as a function of adsorption [4, 5], rock permeability [6, 7], and molecular 
dynamics [8, 9]. All of these models used some form of the Knudsen number defini-
tion in their model in order to predict gas flow behavior as a function of different 
parameters. Many researchers also attempted to model Knudsen diffusion in shale gas 
reservoirs to determine the recovery potential when the dominant flow regime was 
Knudsen diffusion [10–13].

One of the main experimental methods to determine gas flow in nanopores relies 
on understanding the formation properties of the unconventional reservoir. Research 
has shown that unconventional tight sand gas reservoirs have three distinct features. 
These include relatively large pores with mineral deposition in the pores that resulted 
in a reduction in the overall pore diameter, narrow and flat pores that were generated 
due to alteration of the primary porosity of the rock, and grains supported by ultra-
fine micro-matrix particles, usually clays [14–16]. All three of these have a common 
feature, which is an extremely small average pore diameter, reaching nanoscale in 
most cases.
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This research studies the predominant flow regime that will be observed for gas 
flow in nanopores of low-permeability unconventional gas reservoirs using tight 
sandstone cores and three gasses including helium, nitrogen, and carbon dioxide. 
The research focuses on pores ranging from less than 10 nm in size up to 400 nm. 
The research relies on experimental analysis of the pores and the definition of the 
Knudsen number to determine the flow regime for all three gasses.

2. Knudsen flow regimes

To determine the flow behavior through pores, one of the most widely used meth-
ods is Knudsen number. It can be defined as a ratio between the mean free path and 
the pore diameter of the porous media through which the fluid is propagating. The 
mean free path is the distance that the gas molecule travels until it begins colliding 
with the other gas molecules. It can be defined mathematically as a function of fluid 
and thermodynamic conditions as shown in Eq. (1) [1–3]:

 3.2µ ΡΤ
λ =

2πΜp
 (1)

where λ  is the mean free path, µ  is the viscosity, p is the pressure, T is the tem-
perature, M is the fluid molecular weight, and R is the universal gas constant.

Knudsen number integrates the mean free path, which includes the fluid and the 
thermodynamic properties, with the pore size, which is a rock property, to predict the 
flow behavior of the gas in different pore sizes. Knudsen number is defined math-
ematically as shown in Eq. (2) [12]:

 λ
=nK

2r
 (2)

where Kn is the Knudsen number, and r is the average pore radius or half the pore 
diameter.

Based on the definition of Knudsen number, there are four possible situations for 
the gas flow in different pore sizes. These include the following:

• Kn≥  10: This type of flow is referred to as Knudsen diffusion. This occurs when 
the mean free path is much larger than the pore diameter. This is the case in small 
pore sizes, less than 10 nm. Collison between both the gas molecules and the 
capillary walls is important in this case.

• 10 >Kn ≥  0.1: This is known as a transition region. It highlights the beginning of 
the transition between Knudsen diffusion and normal flow. In this case, the large 
difference between the mean free path and the pore diameter begins narrowing 
down. The molecule-wall interactions begin reducing; however, its effect is still 
significant on the flow.
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• 0.1 >Kn ≥  0.01: This is known as slip flow. In some cases, this is grouped with 
the transition flow as one case due to the similarity in behavior. In this case, the 
mean free path and the pore diameter are comparable with each other. Knudsen 
number begins decreasing until it is very close to the range of viscous flow, 
although it has still not reached it. The molecule-molecule and molecule-wall 
interactions are still both significant in this case.

• 0.01 >Kn: This case is referred to as viscous flow. In this case, the mean free path 
is much smaller than the pore diameter. The molecule-molecule collision 
becomes predominant, whereas the molecule-wall collision is insignificant. In 
this case, normal molecular diffusion occurs.

3. Experimental description

A description of the material, setup, and procedure followed to conduct all the 
experiments is explained in this section. All experiments were conducted using the 
same conditions to be able to accurately compare the results.

3.1 Experimental material

The material used to conduct the experiments include the following:

• Distilled Water: Distilled water was used for the displacement of fluids through 
the accumulator and for some of the saturation experiments.

• Nitrogen Gas: Nitrogen gas is provided through high-pressure nitrogen cylinders. 
The nitrogen was injected and pressurized in the high-pressure vessels for the 
experiments.

• Helium Gas: Helium gas is provided through high-pressure helium cylinders. 
The helium was injected and pressurized in the high-pressure vessels for the 
experiments.

• Sandstone Core Plugs: Sandstone core plugs from Travis Peak Formation in East 
Texas collected from a depth of 8700 ft were used to conduct the experiments. 
The cores were 3.5 inches in length and 1.5 inches in diameter.

• Stainless Steel Tubing: The stainless steel tubings were allocated in the setup to 
create connections between the different high-pressure vessels, the pump, and 
the core holder.

• High-Pressure Valves: High-pressure valves with a pressure limitation of 15,000 
psi were used to control the flow of fluids across the setup.

• Transducers: High-accuracy transducers that could record pressure, temperature, 
and flow rate were used in the experiments to log these values for the duration of 
the experiment.
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3.2 Experimental setup

The setup used to conduct the gas flow regime through low-permeability porous 
media is illustrated in Figure 1. The setup is composed of a pump used to inject the 
fluids into four different high-pressure vessels in the core holder. The vessels include 
water, helium, and nitrogen. The core holder is connected to transducers that measure 
pressure, temperature, and flow rates. The core holder houses a sandstone core used 
to mimic the porous media. Valves are allocated across the setup to control the flow 
direction of different fluids.

4. Results

The results for the pore size distribution using both mercury intrusion and gas 
sorption will be presented. Also, the dominant flow behavior for different pore size 
ranges will be determined for each of the three gases used in this research.

To determine the flow regime, the Knudsen number definition was used. Since it 
relies on the mean free path, this was calculated for all three gases. The mean free path 
for He, N2, and CO2 at ambient conditions is shown in Table 1.

4.1 Mercury intrusion

Mercury intrusion porosimetry technique involves the measurement of the capil-
lary pressure and volume of mercury that penetrated the sample pores at a specified 
pressure. Although widely used to determine pore distribution, this method will not 
detect the pores that are present in necks narrower than the pore itself due to the 
inability of the mercury to intrude in them.

Figure 1. 
Gas flow regime experimental setup.

Gas type Mean free path, nm

Nitrogen 67

Helium 195.5

Carbon dioxide 28

Table 1. 
Mean free path for N2, He, and CO2 at ambient conditions.



5

Gas Slippage in Tight Formations
DOI: http://dx.doi.org/10.5772/intechopen.106839

4.1.1 Pore size distribution

The pore size distribution using mercury intrusion is presented in Figure 2. A 
wide distribution of pores was available in the core, with the highest volume being 
for the 180 nm pore size. Based on the available pore sizes and their frequency, the 
Knudsen number was calculated to determine the predominant flow regime for the 
helium, nitrogen, and carbon dioxide.

4.1.2 Flow behavior in pores

The flow behavior of all three gasses in the core was evaluated using Knudsen 
number. Based on the ranges previously discussed, the flow behavior was determined 
for different pore sizes. The Knudsen number was plotted versus the pore size for 
three different ranges of pore sizes including up to 10 nm, between 10 and 100 nm, 
and greater than 100 nm.

The Knudsen number values for the pore size up to 10 nm for all three gasses 
are shown in Figure 3. For all pore sizes, helium exhibits Knudsen diffusion. This 
is predominantly due to the helium molecular size being small compared with the 
nitrogen and the carbon dioxide. As for the nitrogen and the carbon dioxide, their 
flow behavior is very similar, as both exhibit a transition from low Knudsen number 
to large Knudsen number for the same pore diameter. The main predominant flow 
behavior for both gasses is transition flow and Knudsen diffusion. This is due to the 
larger molecular size of both compared with helium.

The Knudsen number values for the pore sizes between 10 and 100 nm for all three 
gasses are shown in Figure 4. It can be observed that the Knudsen number values for 
all three gasses are decreasing with the increase in pore size. This is due to the increase 
in the pore diameter relative to the mean free path. For pore sizes greater than 20 nm, 
Knudsen diffusion disappears entirely for all three gasses. For helium, the flow is 
dominated by transition flow, whereas for the nitrogen and carbon dioxide, the flow is 
dominated by transition and slip flow.

Figure 2. 
Pore size distribution using mercury intrusion.
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The Knudsen number values for the pore sizes greater than 100 nm for all three 
gasses are shown in Figure 5. For helium, this pore size marks the transition from 
transition flow to slip flow. As for the nitrogen and carbon dioxide, this pore size 
range marks the dominance of slip flow and the appearance of molecular diffusion. 
Since the pore diameter is large compared with the mean free path, the molecule-wall 
interaction is small compared with the molecule-molecule interaction.

4.2 Gas sorption isotherm

A cylindrical pore model was used to determine the pore size distribution using 
gas sorption isotherm. This method is accurate for pore sizes ranging between 

Figure 4. 
Knudsen number for all three gasses for average pore sizes between 10 and 100 nm using mercury intrusion method.

Figure 3. 
Knudsen number for all three gasses for average pore sizes less than 10 nm using mercury intrusion method.
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0.4 and 200 nm. The pore size distribution was determined by analysis of the adsorp-
tion isotherm using Kelvin’s equation to correlate the adsorbing gas relative pressure 
in equilibrium with the porous media.

4.2.1 Pore size distribution

The pore size distribution for the core sample used in this research using gas sorp-
tion is shown in Figure 6. Compared with the pore size distribution using mercury 
intrusion, the largest pore size found using the gas sorption method was in the range 
of 200 nm. The maximum volume of pore sizes was 56 nm.

Figure 5. 
Knudsen number for all three gasses for average pore sizes greater than 100 nm using mercury intrusion method.

Figure 6. 
Pore size distribution using gas sorption.
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4.2.2 Flow behavior in pores

Similar to the flow behavior analysis using the pore size distribution found via 
mercury intrusion, the flow regime for all three gases was evaluated using Knudsen 
number for the pore size distribution obtained using gas sorption. Figure 7 shows 
the overall Knudsen number values for all the pore sizes for all three gases. These are 
then divided into three pore size distributions for clearer analysis. The ranges include 
pore sizes less than 10 nm, pore sizes between 10 and 100 nm, and pore sizes greater 
than 100 nm.

The Knudsen number values for all three gasses in pores diameters less than 10 nm 
are shown in Figure 8. For helium, the flow is entirely Knudsen diffusion for diameters 

Figure 8. 
Knudsen number for all three gasses for average pore sizes less than 10 nm using gas sorption.

Figure 7. 
Knudsen number for all three gasses using gas sorption.
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up to 10 nm. Nitrogen exhibits Knudsen diffusion until the pore diameter reaches 
6 nm, above which the flow begins to be transition flow. As for the carbon dioxide, the 
flow begins at transition and does not reach Knudsen diffusion. Since the pore radius 
is uniform for all three gasses, the main variation that results in the change in the flow 
regime is the mean free path. The thermodynamic conditions are also the same for all 
experiments; therefore, the main factor contributing to the variation in the mean free 
path value is the size of the gas molecule.

The Knudsen number values for all three gasses in pores diameters between 10 and 
100 nm are shown in Figure 9. The flow behavior for helium begins to shift to transi-
tion flow when the pore diameter exceeds 20 nm. For nitrogen and carbon dioxide, 
the flow behavior is dominated by transition flow. As the pore sizes increase beyond 
80 nm, the flow behavior begins approaching slip flow.

Figure 9. 
Knudsen number for all three gasses for average pore sizes between 10 and 100 nm using gas sorption.

Figure 10. 
Knudsen number for all three gasses for average pore sizes greater than 100 nm using gas sorption.
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The Knudsen number values for all three gasses in pores diameters greater than 
100 nm are shown in Figure 10. For all three gasses, transition flow is the dominant 
flow behavior in this pore size. The flow regime for carbon dioxide reaches slip flow in 
the largest pore size observed, whereas, for all other pore sizes, the flow is dominated 
by transition flow.

4.3 Summary of flow behavior for all three gasses

Based on the analysis of the flow regimes for helium, nitrogen, and carbon dioxide 
using pore size distribution obtained using mercury intrusion and gas sorption, the 
predominant flow regime for each gas was determined. In order to determine the 
change in flow regime with pore size, the pore sizes were analyzed using three differ-
ent ranges. A summary of the dominant flow regimes for each gas type in different 
pore sizes is shown in Table 2.

Measurement method Average pore size range, nm Gas type Dominant flow type

Mercury Intrusion Less than 10 He Knudsen diffusion

10−100 Transition flow

Greater than 100 Transition flow
Slip flow

Less than 10 N2 Knudsen diffusion
Transition flow

10−100 Transition flow
Slip flow

Greater than 100 Slip flow

Less than 10 CO2 Knudsen diffusion
Transition flow

10−100 Transition flow
Slip flow

Greater than 100 Slip flow
Molecular diffusion

Gas Sorption Less than 10 He Knudsen diffusion

10−100 Knudsen diffusion
Transition flow

Greater than 100 Transition flow

Less than 10 N2 Knudsen diffusion
Transition flow

10−100 Transition flow

Greater than 100 Transition flow

Less than 10 CO2 Transition flow

10−100 Transition flow

Greater than 100 Transition flow
Slip flow

Table 2. 
Knudsen number values for all experiments.
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5. Conclusion

This research investigates the dominant flow regime for three gasses, includ-
ing helium, nitrogen, and carbon dioxide, in nanopore sizes to determine the most 
prominent flow behavior present in unconventional gas reservoirs. The research 
utilizes the Knudsen number definition to determine the flow behavior as a function 
of the pore diameter size and the mean free path. Based on the results, it was found 
that in pore sizes less than 10 nm, the dominant flow behavior was Knudsen diffu-
sion, while in pore sizes greater than that, the flow behavior begins to transition from 
diffusion dominated to viscous-dominated flow, until eventually in the larger pore 
sizes, the flow is dominated by molecular diffusion.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 



Topics on Oil and Gas

12

References

[1] Khlaifat A. Non-Darcy flow in tight 
gas reservoir of travis peak formation. 
In: Paper presented at the SPE Middle 
East Unconventional Gas Conference and 
Exhibition. Muscat, Oman; 2011

[2] Khlaifat A, Qutob H, Arastoopour H. 
Deviation from Darcy’s flow in fractured 
tight gas sand reservoirs. In: Paper 
presented at the SPE/DGS Saudi Arabia 
Section Technical Symposium and 
Exhibition. Al-Khobar, Saudi Arabia; 2011

[3] Al-Khlaifat A. Two-phase flow 
through low permeability fractured tight 
sand porous media (Order No. 9833028). 
Available from ProQuest Dissertations & 
Theses Global. (304439510). 1998

[4] Shabro V et al. Numerical simulation 
of shale-gas production: From pore-
scale modeling of slip-flow, Knudsen 
diffusion, and langmuir desorption to 
reservoir modeling of compressible fluid. 
In: Presented at the SPE North American 
Unconventional Gas Conference and 
Exhibition. Woodlands, Texas, USA; 2011

[5] Shabro V et al. Forecasting gas 
production in organic shale with the 
combined numerical simulation of gas 
diffusion in Kerogen, Langmuir desorption 
form kerogen surfaces, and advection 
in nanopores. In: Presented at the 2012 
SPE Annual Technical Conference and 
Exhibition. San Antonio, Texas, USA; 2012

[6] Gao C et al. The shale-gas permeability 
measurement considering the rarefaction 
effect on transport mechanism in 
the nanopores. In: Presented at the 
International Petroleum Technology 
Conference. Beijing, China; 2013

[7] Niu C et al. Second-order gas-
permeability correlation of shale during 

slip flow. SPE Journal. 2014;19:786-792. 
DOI: 10.2118/168226-PA

[8] Okamoto N et al. Slip velocity and 
permeability of gas flow in nanopores 
for shale gas development. In: Presented 
at the SPE Asia Pacific Unconventional 
Resources Conference and Exhibition. 
Brisbane, Australia; 2015

[9] Okamoto N et al. Slip velocity 
of methane flow in nanopores 
with Kerogen and quartz surfaces. 
SPE Journal. 2018;23: 102-116. 
DOI: 10.2118/176989-PA

[10] Wu K et al. A unified model 
for gas transfer in nanopores of 
shale-gas reservoirs: Coupling pore 
diffusion and surface diffusion. 
SPE Journal. 2016;21:1583-1611. 
DOI: 10.2118/2014-1921039-PA

[11] Xu J et al. Nanoscale free gas 
transport in shale rocks: A hard-sphere 
based model. In: Presented at the SPE 
Unconventional Resources Conference. 
Alberta, Canada; 2017

[12] Fakher S et al. What are the dominant 
flow regimes during carbon dioxide 
propagation in shale reservoirs’ matrix, 
natural fractures and hydraulic fractures? 
In: SPE Western Regional Meeting, 
Virtual. 2021

[13] Fakher S et al. Increasing oil recovery 
from unconventional shale reservoirs 
using cyclic carbon dioxide injection. 
In: Paper presented at the SPE Europec, 
Virtual. 2020

[14] Sharer JC, O’Shea P. GRI’s research 
program on unconventional natural 
gas. Chemical Engineering Program. 
1986;82:19



Gas Slippage in Tight Formations
DOI: http://dx.doi.org/10.5772/intechopen.106839

13

[15] Seoder DJ. Assessing tight gas reservoir 
quality using petrography and core 
analysis. In: Proceeding of International 
Gas Research Conference. 1989

[16] Seoder DJ. Reservoir properties and 
the pore structure of tight gas sands. 
AAPG Bulletin. 1984;64:4





Chapter 2

Rheology of Heavy Oils
Gudret Isfandiyar Kelbaliyev, Dilgam Babir Tagiyev
and Manaf Rizvan Manafov

Abstract

The problems of heavy oil rheology, accompanied by physical phenomena of the
formation and destruction of coagulation disordered structures and aggregates as a
result of the hydrodynamic interaction of particles (asphaltenes, paraffins, resins, and
solid-phase particles) contained in the oil, which significantly affect its properties and
flow, are considered and analyzed. Rheological models of viscous-plastic heavy oils
are considered and developed, consistent with a variety of experimental data. New
rheological models for viscous-plastic heavy oils are proposed, which make it possible
to generalize many existing models. It is noted that the variety of rheological models
for heavy oils is determined by the conditions for the formation of disordered struc-
tures in the bulk of the oil flow. For heavy oils, a nonlinear equation for filtration in
porous media is proposed, depending on the shear stress, pressure gradient, effective
viscosity of the oil, and a number of other parameters. An analytical solution to this
equation is proposed, which is consistent with the experimental data. Models for the
settling rate and drag coefficient of particles in heavy oils are proposed. Applied
problems of rheology aimed at improving the rheological properties of heavy oil
during their processing as a result of creating a recirculation scheme at an operating oil
refining unit are considered.

Keywords: rheology, heavy oils, effective viscosity, filtration, structure formation,
asphaltenes, rheological models, production, processing, settling, drag coefficient,
recycling

1. Introduction

Crude oil, due to the content of various particles of different nature and properties,
shapes, and sizes, is an oil dispersed system, with their inherent physical and chemical
phenomena of physical interaction between particles, structure formation, particle
settling, and stratification of the entire system, affecting the phenomena of all types of
substance transfer [1–3]. The rheology of oil and oil products is a field of science that
studies and quantitatively predicts the formation and transformation of the state of oil
dispersed systems over time. Heavy oils with a high content of various impurities
(water, solid-phase), asphalt-resin compounds, and various paraffin are prominent
representatives of media with rheological properties.

In the practice of oil production, transportation, refining, and the use of petroleum
products, it is necessary to solve various, sometimes opposite problems of regulating
the structural and mechanical properties of oil dispersed systems. The rheological
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properties of oil dispersed systems are defined as a high content of dispersed particles
(water drops, gas bubbles, and solid particles), as well as asphalt-resin and paraffin
particles dissolved in heavy oil, and their ability to form various structures as a result
of the physical interaction of particles with each other. An important role in structure
formation and the construction of rheological models of non-Newtonian fluids is
played by such factors as the size and shape of particles, their concentration, and
properties. In works [1–6], a lot of rheological models are given that describe the flow
of oils from various fields, characterized by different properties. As is known, the
nature of the relationship between shear stress τ, shear strain _γ and their changes in
time dτ=dt and d _γ=dt is the essence of rheological research [2–5]. Rheological param-
eters are used as a criterion in the classification of high-viscosity viscous-plastic oils
and heavy products of its processing. The mechanism of plastic flow consists of a set
of acts of rupture and restoration of contacts in aggregates and coagulation structures,
between dispersed particles after overcoming the limiting shear stress τ0 of the system
under study. A special class is the problems associated with the rheology of non-
Newtonian oils or oil dispersed systems containing, in addition to particles of the solid
phase, liquid drops of water and gas bubbles, and asphaltenes, resins, and at low
temperatures paraffin particles dissolved in oil. The presence of such a spectrum of
particles of various sorts and nature leads to the formation of very complex coagula-
tion structures, which later turn into aggregates, clusters of aggregates, up to the
formation of a viscoelastic framework, at which the flow velocity is zeroed. In this
case, the viscosity of the oil system increases sharply with an increase in the content of
particles, and accordingly the shear stress increases to a limiting value. At values of
shear stress greater than the elastic limit stress τ> > τ0, the structure is destroyed and
the viscosity drops sharply. Rheological models of oil dispersed systems allow one to
judge the fundamental properties of the systems themselves. These models, due to the
lack of a common mechanism of flow and deformation, are mainly of an empirical or
semiempirical nature. Despite a large number of empirical rheological models of
structured disperse systems, there are currently no qualitative and quantitative theo-
ries linking the rheological properties of the system with the structure parameters. It is
possible that in each particular case this is due to the nature of the flow, deformation,
and formation of a disordered structure. Therefore, the results show that the same
experimental study can be described by different empirical or semiempirical
equations with the same model accuracy.

Heavy oils with a high content of asphalt-resinous substances are viscous-plastic
liquids and are mainly described by the following rheological models [4–8]: a)
Bingham model τ ¼ τ0 þ η _γ, b) Ostwald-de Ville model τ ¼ k0 _γn ¼ k0 _γn�1 _γ, c)
Hershel-Bulkley model τ ¼ τ0 þ k0 _γn, and other modified type equations, where k0
is the consistency coefficient and _γis the shear rate.

The purpose of this work is to build a rheological model of heavy oils, accompanied
by structure formation by particles contained in the volume, free settling of particles,
and oil filtration through anisotropic porous media.

2. Structure formation in oil dispersed media

Coagulation structures are formed due to intermolecular bonds between particles,
and if liquid interlayers remain between the particles, then the thickness of this
interlayer significantly affects the strength of the coagulation structure. Aggregative
unstable oil systems are characterized by the variability of the state of the
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environment, due to continuous structure formation and changes in the physical
properties of particles, that is, a change in the volume and size of asphaltene particles
as a result of their interaction, collision, coagulation, and crushing at a certain con-
centration in a closed volume. The relationship between the structure and viscosity of
petroleum dispersed systems, as well as the features of their non-Newtonian flow, are
explained by a change in the structure as a result of the formation and destruction of
aggregates from asphaltene particles in the presence of resins. Oil structured systems
containing crystals of high molecular weight paraffin, resins, and asphaltene particles,
and at very low laminar flow rates or in the absence of flow form a chain or, in the
limiting case, a continuous grid (framework). Sequential coagulation or agglomera-
tion of individual asphaltene nanoparticles into nanoaggregates and clusters of
nanoaggregates eventually leads to the formation of a viscoelastic framework that
imparts certain rheological properties to heavy oils. The paper notes that real oil
dispersed systems are classified according to activation energies into two structural
groups that differ in the nature of the intermolecular interaction of particles in an oil
disperse medium. These groups differ from each other in the content of asphaltenes
and resins, and they can be classified into immobile with a low content of asphaltenes
and interacting with a high content of asphaltenes. Figure 1 shows the characteristic
changes in activation energies for the two indicated groups.

The rheological model of the flow of oil dispersed systems can be based on the
following assumptions [2, 7]:

• In structured oil system, there are nanoaggregates that have arisen as a result of
collision, coagulation, and aggregation of asphaltene particles due to diffusion in
laminar and turbulent shear flow and sedimentation (gravitational coagulation),
the formed asphaltene aggregates can be deposited on the surface, forming a
rather thick layer of deposits on the walls of the porous oil reservoir. Moreover,
pressure drops depending on temperature can lead to redissolution or
detachment of particles of precipitated asphaltenes during intensive mixing or
turbulent flow;

• Nanoaggregates move as independent flow units until they collide with other
similar aggregates or asphaltene particles;

Figure 1.
The dependence of the activation energy on the content of asphaltenes for the immobile group (I) and interacting
group (II) [2].
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• Nanoaggregates, when colliding with each other, unite into clusters of
nanoaggregates and then create a viscoelastic frame of a disordered structure
with the highest possible viscosity and a loose coagulation structure. The
maximum size of the framework of nanoaggregates is determined by the
dimensions of the channels (pores and pipes) through which the flow flows. It is
important to note that the formation of disordered structures in the volume of oil
is the reason for the diversity of rheological models;

• Nanoaggregates can rotate in a gradient field and break under the action of
tensile hydrodynamic forces depending on the pressure gradient or flow rate;

• The linear dimensions of nanoaggregates are in the range of the size of an
individual asphaltene particle up to the maximum size of a cluster or framework
of a disordered structure;

• In the limiting case of infinite velocity, all aggregates, under the condition
lim
τ!∞

τ0=τð Þ ! 0, are destroyed to individual particles as a result of which the flow

of a dispersed system approaches Newtonian;

• In the presence of aromatic hydrocarbons, asphaltenes dissolve well, thereby
preventing structure formation , i.e. formation of clusters and viscoelastic
framework. The solubility of asphaltenes is affected by the presence of other
compounds contained in the oil, such as resins.

The rheological equation of Maxwell’s viscoelastic fluid in substantial derivatives is
written as:

λ
∂τ

∂t
þU

∂τ

∂y

� �
þ τ ¼ ηc _γ (1)

t ¼ 0, τ ¼ τ0, _γ ¼ 0

where λ is the relaxation time.
The Eq. (1), presented in the form:

λ
∂τ

∂t
þU

∂τ

∂y

� �
þ τ ¼ 0 (2)

The solution of Eq. (2) can be represented as:

τ ¼ C1f y�Utð Þ exp �τ=λð Þ (3)

Substituting this solution into Eq. (2), we obtain an identity. Here, λ ¼ ηc=G� is
the Maxwell relaxation time, U is the strain front movement velocity, f y� Utð Þ is a
function that determines the strain front in the frame, y is the coordinate, G is shear
modulus, _γ ¼ dγ=dt� is shear rate, γ� is the shear gradient, τ0 is the ultimate shear
stress or yield strength. Moreover, if τ≤ τ0, then _γ ¼ 0. The complete solution of
Eq. (3) takes the form:

τ ¼ C1f y� Utð Þ exp �t=λð Þτ0 (4)
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or this equation can be written in logarithmic form:

ln τ ¼ ln τ0 � t=λ þ ln C1f y� Utð Þð Þ, τ0 ¼ ηc _γ (5)

It is obvious that the value t=λ in Eq. (5) characterizes the deformation of the
viscoelastic frame in time and, with the flow of heavy oils, depends on the velocity or
pressure gradient, which in the approximation can be represented as: t=λ ¼ t _γ=Wi �
f gradP= gradPð Þ0
� �n� �
(where Wi ¼ λ _γ is the Weissenberg number).

3. Rheology of viscoplastic heavy oils

Heavy oils with constant differential viscosity are characterized by viscous-plastic
properties. Bingham viscous-plastic fluids include petroleum dispersed systems, poly-
meric fluids, many types of food materials, cement mortars, oil paints, and others that
exhibit viscous, plastic, and highly elastic properties. They differ from conventional
liquids in that some finite stress is required to initiate flow. The rheology of
viscoplastic fluids is described by the Bingham equation.

τ ¼ τ0 þ η _γ, _γ >0 (6)

Moreover, if _γ ¼ 0, then τ≤ τ0. In this equation, the shear rate can be represented
as the flow velocity gradient:

_γ ¼ d dx=dyð Þ
dt

¼ d dx=dtð Þ
dy

¼ dVx

dy
(7)

Based on expression (6), the viscosity of viscous-plastic oil can be determined as:

η ¼ τ � τ0
_γ

(8)

However, some viscous-plastic fluids exhibit properties that do not obey Eq. (6).
Such fluids are usually described by other nonlinear rheological equations of the
Ostwald-de Ville or Herschel-Bulkley type, which are widely used to describe the flow
of plastic fluids, heavy petroleum oils, and petroleum dispersions. This is explained by
the presence of various particles of the dispersed phase in the liquid, and therefore,
such systems are prone to the formation of coagulation structures up to the formation
of a cluster of aggregates and a framework under the condition τ< τ0.

In addition, the coefficients included in the rheological equation will depend on the
concentration, size, and properties of particles, as well as on temperature and many
other parameters.

Currently, there is no consensus on the mechanism of non-Newtonian flow of oil
dispersed systems, and therefore, the set of flow equations τ γ•ð Þ or rheological viscos-
ity equations η γ•ð Þ or η τð Þ used in practice are mainly empirical or semiempirical.
However, despite a large number of works and a variety of approaches in the field of
rheology of structured disperse systems, including oil disperse systems, there is still no
satisfactory quantitative theory linking the rheological properties of bodies with their
structural parameters. It is possible that this is due to the formation of various
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disordered structures that affect the type of rheological model and the nature of the
dependence of the effective viscosity of the disperse system on stress and shear rate.

Let us assume that the change in relative viscosity is proportional to linear defor-
mation in a nonlinear form:

Δη
η

� m0
Δx
Δy

� �p

(9)

where Δx is the increment of linear deformation with a change in Δy and m0 is the
coefficient of proportionality.

In the limiting case Δy ! 0, passing to the differential form, we take the nonlinear
form of the expression (9)

dη
η

¼ m0
dx
dy

� �p�1

d
dx
dy

� �
(10)

Here p is the exponent characterizing the degree of nonlinearity. Assuming that
dx=dy ¼ λdVx=dy ¼ λ _γ, we have:

dη
η

¼ m0 λ _γð Þp�1d λ _γð Þ (11)

Taking into account the initial and infinite viscosity, the solution, Eq. (11) can be
written as:

η� C ¼ η0 � Cð Þ exp m0

p
λ _γð Þp

� �
(12)

where λ is relaxation time. Moreover, if _γ ! ∞, then C ¼ η∞. As a result, the
dependence of the viscosity of fluid on the shear stress in the general case for m0 ¼
1� n, we obtain the dependences of the viscosity on the shear rate for a dilatant
n< 1ð Þ, viscous-plastic fluid n> 1ð Þ, and a Newtonian fluid n ¼ 1ð Þ in the form.

η� η∞
η0 � η∞

¼ exp
m0

p
λ _γð Þp

� �
, n> 1, m0 >0

η� η∞
η0 � η∞

¼ exp �m0

p
λ _γð Þp

� �
, n< 1, m0 <0 (13)

η ¼ η0, n ¼ 1, m ¼ 0

We represent the last expression in the form:

η� η∞
η0 � η∞

¼ exp �m0

p
λ _γð Þp

� �
¼ 1

exp λ _γð Þpð Þ½ �m0=p
(14)

Expanding the exponent in a series exp λ _γð Þpð Þ ¼ 1þ λ _γð Þp þ 1
2 λ _γð Þ2p þ :… … , we get

η� η∞
η0 � η∞

¼ 1

1þ λ _γð Þp þ 1
2 λ _γð Þ2p

h im0=p
(15)
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Most of the formulas for determining the viscosity of a viscous-plastic fluid, taking
into account the linear expansion of the exponential, are based on Ref. [9]. In partic-
ular, for describing the rheology of viscous-plastic polymeric fluids, the most effective
is the Carreau-Yasuda rheological model [10, 11] presented in the form:

η� η∞
η0 � η∞

¼ 1þ λ _γð Þp½ � n�1ð Þ=p (16)

Here, η0,η∞ are the value of the fluid viscosity at the beginning and at infinity, λ is
the relaxation time, and p is a dimensionless coefficient characterizing the transition
from the region with initial viscosity to the region with final viscosity. As noted in Ref.
[10], Eq. (16) describes the rheology of polymeric liquids at various concentrations
and temperatures. In Ref. [10], a simpler form is also considered for describing
viscous-plastic fluids at η∞ ¼ 0

η ¼ η0
1þ λ _γ

(17)

In Ref. [12] for viscous-plastic fluids, Bingham or Herschel–Bulkley proposed the
following rheological models.

η� η∞
η0 � η∞

¼ 1

1þ _γj j
_γm

� �m (18)

η ¼ τ0 þ k0 _γj jm, τ> τ0

∞ τ≤ τ0

� �
(19)

It is also important to note the dependence of viscosity on shear stress in the
following empirical formula (13)

η� η∞ð Þ= η0 � η∞ð Þ ¼ exp � λ _γð Þnð Þ (20)

Figure 2 shows the dependence of viscosity on the shear rate for some viscous-
plastic fluid.

Figure 2.
Dependence of fluid viscosity on shear rate for various equations: 1-(17), η0 ¼ 500Pas, λ ¼ 10s; 2–η ¼ η0 � b _γ2

[1]; 3– η� η∞ð Þ= η0 � η∞ð Þ ¼ exp �2:3 _γ0:45ð Þ.
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In [13], the viscosity of a non-Newtonian polymer fluid containing particles of
various concentrations is determined depending on the shear stress in the form
(Figure 3).

η ¼ η0
1þ mτð Þn (21)

It should be noted that the coefficients η0,m, n included in Eq. (12) depend on the
concentration (volume fraction), particle material, and temperature.

Figure 4 shows the curves describing the experimental values [12] of changes in
the viscosity of polymeric liquids by Eqs. (15) and (16).

The above calculations and comparison with experimental data allow us to confirm
the correctness of the accepted hypothesis about the proportionality of the relative
viscosity of deformation (9).

In principle, rheological models for various flows of a non-Newtonian fluid do
not obey physical laws but are empirical and semiempirical approximations and
formulas that describe flow curves in a certain range of shear rates. Experimental

Figure 3.
Dependence of viscosity on shear stress for various equations: 1– η ¼ 0:95= 1þ 0:046τð Þ1:055ð Þ:
2 –η ¼ 1:15 exp �0:21τ0:47ð Þ þ 0:01.

Figure 4.
Dependence of viscosity of polymeric fluids on shear rate: 1–0.75% polyacrylamide in 95/5 mixture by weight of
water and glycerin (p ¼ 2,m0=p ¼ 0:4); 2–7% aluminum soap in decalin and m-cresol (p ¼ 2,m0=p ¼ 0:3).
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measurements are approximated by certain approximate empirical or semiempirical
equations, and the choice of the most convenient of them is largely determined by the
degree of maximum approximation of calculated and experimental measurements or
by the simplicity of the formulas used when solving applied problems.

4. Dependence of the effective viscosity of oil on the content of
asphaltenes

An experimental study of the influence of the content of asphaltenes and resins in
oil on its rheological properties and viscosity was proposed in the works [13–15].

Using the results of these studies, it can be noted that the presence of asphaltenes,
resins, and paraffins in oil, which change the properties of the oil, significantly affects
their movement and transport. First of all, this is reflected in the stress and shear rate
and the increase in the viscosity of non-Newtonian oil. Figure 5 suggests the depen-
dence of the effective viscosity of Iranian oil on the shear rate by various rheological
models [16].

The Table 1 shows the values of the main coefficients included in these rheological
models at various temperatures [16].

Of all the models, a satisfactory approximation to the experimental data is given by
the expression.

η ¼ 45:86 _γ0:75 (22)

Given this expression, the rheological dependence that satisfies the experimental
data can be represented as:

τ ¼ τ0 þ 45:76 _γ1:75 (23)

Figure 5.
Approximation of the dependence of viscosity on shear rate by various rheological models: 1 - Casson model –

τ ¼ τ1=20 þ ∣k1=2 _γ1=2
� �2

; 2 -Bingham model – τ ¼ τ0 þ η _γ; 3 - exponential function –τ ¼ k _γn; 4 - experiment.
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The dependence of the consistency coefficient on temperature can be expressed by
the following equation.

k ¼ 399:2 exp �0:081Tð Þ (24)

Figure 6 shows the dependence of the consistency coefficient on temperature.
The dependence of oil viscosity on the content of asphaltenes (% wt.) in oil using

experimental data is expressed by the formula (Figure 7).

ηeff ¼ η0 1þ 0:25φþ k0φ2� �
(25)

where φ is the volume fraction of asphaltenes in oil. η0 is viscosity of oil in the
absence of asphaltenes. ηeff is effective viscosity of oil. Provided that φ< 10% this
expression coincides with the Einstein formula.

In Ref. [17], similar studies were carried out for West Siberian oils for the concen-
tration of asphaltenes in oil from 4 to 72% (wt.). This paper presents experimental
studies of the effective viscosity of non-Newtonian oil on the content of asphaltenes at
various temperatures. As follows from Figures 7–9, the region transitions from Newto-
nian to non-Newtonian properties of oil as the content of asphalt-resinous substances I
increases are limited by a stepwise change in oil viscosity for all temperatures. Obvi-
ously, this is due to the fact that with an asphaltene content of 38–46% (wt.) in West
Siberian oil, there is a stepwise change in the effective viscosity of oil, structural and
mechanical strength, transition temperature to the state of a non-Newtonian liquid and
molecular weight, which is due to the formation of coagulation structures, aggregates

Temperature

250C 450C 600C

Model τ0,Pa k,Pas n τ0,Pa k,Pas n τp,Pa k,Pas n

Casson 8.13 4.11 – 0.57 2.2 – 0.15 1.53 –

Power law – 54.65 0.77 – 9.26 0.88 – 3.86 0.9

Bingham 61 17.23 – 8.66 4.81 – 3.13 2.33 –

Table 1.
Coefficients of rheological models at temperatures T ¼ 25∘C, 45∘C and 600C.

Figure 6.
The dependence of the consistency coefficient on temperature.
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up to the frame throughout the volume. A stepwise change in viscosity during periods
of structure formation and destruction of the structure is a characteristic feature of non-
Newtonian oils, which complicates the nature of the description of the entire viscosity
and mobility curve of the oil system. The process of formation of coagulation structures
is associated with an increase in the probability of interaction and collision of particles
with an increase in their concentration in the volume. In the following section, the
problems of coagulation, coalescence of droplets and bubbles, and many issues related
to the solution of this problem will be discussed in detail.

As follows from Figure 8, when structure formation and asphaltene concentration
increase, the mobility or fluidity of the oil system decreases, and the fluidity of the
system is defined as:

ln θ ¼ ln ηeff∞
ln ηeff

(26)

where θ is the fluidity of the medium. Figure 9 shows experimental data on the
change in the viscosity ofWest Siberian oil depending on the content of asphaltenes [18].

The equation describing the experimental data on the viscosity of oil in large
intervals of asphaltene content change is presented in the form:

Figure 7.
The dependence of the viscosity of oil on the content of asphaltenes at temperatures: 1� 250C, k0 ¼ 0:022ð Þ;
2� 450C, k0 ¼ 0:003ð Þ.

Figure 8.
Characteristic stages of structure formation in oil depending on the content of asphaltenes: I - oil dispersed system;
II - area of formation of structures; III - structured oil system, 1 - viscosity; 2 - fluidity.
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ln ηeff ¼ ln ηtff 0 þ b0φþ b1δ φð Þ þ b2 1� exp �b3φ6� �� �
(27)

Here, φ is the mass fraction of asphaltenes in oil, b0 � b3 is coefficients determined
experimentally and depending on temperature, b1 = 0.2 is the maximum value of the
delta function, δ φð Þ is delta function, determined in the form:

δ φð Þ ¼ 1
exp 72:5 φ� 0:45ð Þð Þ þ exp �72:5 φ� 0:45ð Þð Þ (28)

μ0 - initial viscosity,

ηeff 0 ¼ 2:05� 10�8 exp
6075

T þ 273

� �
(29)

The value of the delta function characterizes the viscosity jump in the region of
structure formation. In particular, the main property of the delta function is the
following:

δ φ� φ0ð Þ ¼ 0,φ 6¼ φ0

∞,φ ¼ φ0

�
(30)

The partial approximation expression of the delta function can be represented as:

δ φð Þ ¼ 1
exp b1 φ� φ0ð Þð Þ þ exp �b2 φ� φ0ð Þð Þ (31)

Here, b1, b2 are the coefficients that determine the width of the base of the delta
function, φ0 is the coordinate of the jump center. Figure 10 shows different kinds of
delta functions.

Thus, the use of the delta function makes it possible to describe all the stepwise
phenomena occurring during the formation and destruction of structures in non-
Newtonian oil. At the same time, satisfactory results are obtained by using a higher-
order exponential function, which makes it possible to obtain a soothing effect in the
region of the jump.

Figure 9.
Dependence of effective viscosity on the content of the dispersed phase of tar-asphaltenes at temperatures:
1� 840C; 2� 1120C; 3� 1440C. (I–is the region of stepwise change structure formation).
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The use of aromatic and other solvents partially dissolves asphaltenes, thereby
reducing or eliminating the formation of coagulation structures, which improves the
rheological properties of oil dispersed media. As follows from Figure 9, for this oil,
provided that the asphaltene content is less than φ<0:4, the formation of coagulation
structures is excluded, although for different oil fields there may be other conditions.
Analysis of various studies on the effect of asphalt-resin substances on the rheology of
non-Newtonian oil of various fields leads to conflicting results, although in all cases an
increase in viscosity is observed as a result of structure formation. It should be noted
that, in addition to asphaltenes, the rheological properties of oil dispersed system are
affected by the content of water and solid-phase in it.

5. Nonlinear equation of filtration of heavy oils in porous media

Oil structured systems containing coagulation structures of crystals of high molec-
ular weight paraffin and asphaltene particles and forming a chain or, in the limiting
case, a continuous network (framework), acquire the ability to flow only after the
destruction of this network at τ> > τ0 (where τO is the yield strength), and small
external stresses produce elastic deformation mesh or frame. The interaction of
asphaltene particles is accompanied by the creation of sufficiently strong aggregates of
a coagulation nature, and above all, doublets and triplets, due to the Brownian diffu-
sion motion of individual particles.

These structures disintegrate into individual particles as a result of the fragmenta-
tion of aggregates under the action of shear flow, and the equilibrium shifts towards
the formation of individual particles as the shear rate increases. The frequency of
collisions of two asphaltene particles in the volume as a result of Brownian diffusion is
determined by the following expression [3, 19].

ω ¼ 4π D1 þD2ð Þ R1 þ R2ð ÞN0 (32)

The formation of aggregates from asphaltene particles also occurs in pipelines with
an intense turbulent flow of oil. The frequency of particle collisions in an isotropic
turbulent flow of oil in pipes is determined by the turbulence parameters, the capture

Figure 10.
Delta functions: 1,2 - positive values of the function δ φð Þ> 0 with centers φ0 ¼ 0:45, 0:65; 3 - negative values of
the function δ φð Þ< 0 with the centerφ0 ¼ 0:55.
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coefficient, and the physicochemical properties of oil and asphaltenes. In refs.
[2, 3, 19], an expression for the frequency of coagulation and fragmentation of parti-
cles in an isotropic turbulent flow due to turbulent diffusion of particles is given in the
form:

ω að Þ ¼ C01N0a3
εR
νc

� �1
2

exp �C02
σ

νcεRð Þ12aρc

" #
(33)

It follows from this expression that the higher the oil viscosity, the lower the
frequency of collisions and the lower the probability of formation of coagulation
aggregates. Asphaltene particles become larger as a result of coagulation, reach the
maximum size of an unstable aggregate, after which their crushing begins. It can be
assumed that under the action of hydrodynamic forces, all bonds between particles in
an aggregate are stretched to a critical value, as a result of which this aggregate
primarily breaks up into smaller aggregates, and then secondary, tertiary etc. decom-
position occurs up to a single particle. The destruction of coagulation structures
formed by paraffins and asphaltenes is characterized by the fact that after applying a
certain load for oil injection, no immediate destruction is observed. In the limiting
case of infinite shear rate τ> > τ0, aggregates can be completely destroyed up to a
single particle, and the flow of such oils or oil emulsions can be considered as the flow
of Newtonian fluids. Since the effective viscosity ηeff T, τð Þ depends on the tempera-
ture and on the shear rate (pressure gradient), additional energy will be required to
destroy the structure. It should be noted that after the load is removed, the strength of
the structure spontaneously recovers completely and the viscosity reaches its maxi-
mum value, that is, a certain thixotropy is observed. Thixotropic properties are most
typical for structured nonstationary dispersed petroleum systems characterized by
aggregative instability and accompanied by aggregation and coagulation of dispersed
asphaltene particles. It should be noted that oils and oil products with a high content
of asphalt-resinous substances are characterized by thixotropic properties, which are
usually described by the Herschel-Bulkley equation and the Ostwald-de Ville power-
law, and at high shear rates by the Bingham equation, which is the main equation for
describing heavy oils. The equations for the thixotropic behavior of such systems can
be represented by various dependencies of the shear stress on time. At the same time,
it should be noted that despite the large number of publications offering various
approaches to the rheology of structured oils, there is still no satisfactory theory.
Linking the rheological coefficients with the structural rheological properties of oil,
namely, the forces of interaction between asphaltene particles, the structure, and size
of aggregates.

Anomalous viscous-plastic oils differ in their properties from ordinary oils and
their rheological description obeys the laws of flow of non-Newtonian Bingham
fluids.

τ ¼ τ0 þ ηeff _γ (34)

From the Newtonian equation (η j τ_γ) and taking into account Eq. (34), we obtain:

η ¼ ηeff þ
τ0
_γ
¼ ηeff

τ0
ηeff _γ

þ 1

 !
, (35)

28

Topics on Oil and Gas



Determining from expression (34)

ηeff _γ ¼ τ � τ0 (36)

we finally obtain an expression for the effective viscosity in the form:

η ¼ ηeff þ
τ0
_γ
¼ ηeff

τ

τ � τ0
, (37)

from which it follows that with increasing τ the value of μ decreases and in the
limit at τ> > τ0, the value of η ! ηeff , corresponding to a system with a completely
destroyed structure τ0=τ ! 0. Thus, the viscosity of a structured system in the course of
flow under the action of increasing shear stress changes from η0, corresponding to an
undamaged structure, to η∞, characteristic of a completely destroyed structure.
Substituting Eq. (37) into expression (34), we obtain a nonlinear filtration equation
for a structured oil system [3, 4].

V ¼ � kp
ηeff

1� τ0
τ

� �
∂P
∂x

(38)

when τ> > τ0 this expression goes into the usual Darcy equation for unstructured
oil. An analysis of experimental data on the filtration of non-Newtonian oils made it
possible to approximate the ratio τ0=τ in the form:

ln
τ

τ0
¼ α

gradP
gradPð Þ0

� �n

(39)

Here, α� is the coefficient determined on the basis of experimental data, n is the
exponent. The rheological equation can be written in the form (Figure 11)

τ ¼ τ0 exp α _γ= _γ0ð Þnð Þ (40)

Expression (40) can be considered as a new rheological equation describing the
viscoplastic flow of non-Newtonian oils.

Obviously, the index n, depending on the temperature and properties of the porous
layer, characterizes the complete destruction of the structure. To date, many concepts

Figure 11.
Dependence of shear stress on shear rate at n, equal to: 1–5.0; 2–3.0; 3–2.0; 4–1.5; 5–1.0; 6–0.8; 7–0.4.
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and models have been put forward to describe the shear flow of oil dispersed systems,
resulting in a wide variety of rheological dependences of effective viscosity on shear
stress τ and shear rate _γ.

6. Rheological models of oil filtration

Using the experimental data of Ref. [18] and Eqs. (38) and (40), we represent the
filtration rate in the following form:

V ¼ K2 Tð Þ 1� exp �α2 Tð Þ z=z0ð Þ6
� �� �

z (41)

where α2 ¼ 0:1422 exp �0:0247Tð Þ, K2 Tð Þ ¼ 1:4� 10�5 exp 0:0364Tð Þ,
z ¼ gradP, z0 ¼ gradPð Þ0, K2 ¼ k=η ∗are oil mobility. The high value of the exponent
is explained by a sharp drop in viscosity during the destruction of the formed
structure. Figure 12 below shows a comparison of the calculated Eq. (41) and
experimental values of the filtration rate of heavy oils at different temperatures for
various West Siberian fields [18].

The Table 2 shows the values of the coefficients included in Eq. (41) depending on
the temperature.

7. Drag coefficient of particles in a non-Newtonian fluid

Heavy oils differ from ordinary liquids in that their viscosity changes with
increasing shear rate, and the shear rate index n characterizes the degree of non-
Newtonian behavior of the material. At n< 1, liquids exhibit viscous-plastic proper-
ties, and at n> 1 , dilatant properties. These conditions impose special conditions on
the description of the hydrodynamics of the flow of non-Newtonian fluids and are
reflected in the description of the drag coefficients of particles in such fluids.

Theoretical and experimental studies of hydrodynamics and the drag coefficient of
solid particles, drops, and bubbles in a Newtonian fluid are given in Ref. [3], in a
power-law non-Newtonian fluid are given in refs. [20–26]. Using asymptotic
methods, a formula was obtained in [27, 28] for calculating the drag coefficient of a
bubble in a power-law non-Newtonian liquid n< 1ð Þ for small numbers Re t < 1.

CD ¼ 16
2n Re t

X nð Þ, X nð Þ ¼ 2n�13
n�3
2

13þ 4n� 8n2

2nþ 1ð Þ nþ 2ð Þ (42)

α2 K2 T0C gradP
� �

0

0.08 0.000033 24 0.0140

0.04 0.0000895 50 0.00625

0.02 0.000245 80 0.00470

The dependence of the initial pressure gradient on temperature is given as: gradPð Þ0 ¼ 2:197 � 10�4 þ 0:3275
T .

Table 2.
Coefficients of rheological models included in Eq. (41) depending on the temperature.
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where X nð Þ�is a parameter that characterizes the rheological properties of the flow

and depends on the exponent n, Re t ¼ dnTρcV
2�n

k0
. Calculations using formula (42) show

that for pseudo-plastic fluids the drag coefficient is higher, and for dilatant fluids, it is
lower than the corresponding drag coefficients, when a Newtonian fluid flows around
a bubble. In addition to expression (42), the authors of refs. [27, 28] present the
experimental values and various dependencies X nð Þ on n.

X nð Þ ¼ 2n3
n�3
2 1� 3:83 n� 1ð Þ½ �, 0:7≤ n≤ 1;

X nð Þ ¼ 2
3

3γ2
� �n�3

2
13þ 4n� 8n2

2nþ 1ð Þ nþ 2ð Þ , γ > 10;

X nð Þ ¼ 3�
nþ3
2

2 2nþ 1ð Þ 2� nð Þ
n2

� �2
; X nð Þ ¼ 2n3

n�3
2
1þ 7n� 5n2

n nþ 2ð Þ , n< 1:

(43)

The second formula (43) characterizes the behavior of drops in non-Newtonian
fluid. The above expressions, obtained theoretically, do not allow solving this problem
for the general case.

A satisfactory dependence of X nð Þ on n for solid particles in a non-Newtonian
liquid for a sufficiently large region of variation 0:1≤ n≤ 1:8 using experimental data
[27, 28] can be represented as:

Figure 12.
Change in filtration rate of abnormal oils at different temperatures: 1 - T = 24 C, 2 - T = 50 C;, and 3 - T = 80 C.

Figure 13.
Dependence X nð Þ on n.
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X nð Þ ¼ 7
450

5nþ 9ð Þ2 exp �n
3
2 1þ n

3
2

10

 !" #
(44)

It follows from formula (44) that at n ¼ 1, the value of X nð Þ≈1. Figure 13 shows a
comparison of the calculated values with the experimental values.

In refs. [27, 28], various formulas are also given that characterize the deformation
of bubbles in a non-Newtonian fluid.

YK ¼ b0
a0

¼ 0:0628δ0:46, 20≤ δ≤ 100,

YK ¼ 1:4, δ≤4,

YK ¼ 6:17δ�1:07, 4≤ δ≤ 20,

δ ¼ Re tMo0:078t , Mon ¼ Wenþ2Fr2�3n Re �4
t , 0:64≤ n≤0:9

(45)

where a0,b0 are the major and minor axes of the ellipsoid.
For small values of the number 5≤ Re d ≤ 25, the drag coefficient of a bubble in a

non-Newtonian liquid, according to the works in refs. [2, 27, 29], can be determined
in the form:

CDG ¼ K nð Þ
Re t

(46)

Here K nð Þ� is a coefficient depending on n. Using the experimental data given in
refs. [27, 28], the following formula is proposed in this work:

K nð Þ ¼ 30:6
exp 2:53nð Þ
n

6
7 þ 1

� �3 (47)

As follows from Figure 14, the coefficient K nð Þ varies significantly depending on
0≤ n≤ 1 and, passing through a minimum at n ¼ 1, tends to K nð Þ≈48, which charac-
terizes the drag coefficient of a bubble in a Newtonian fluid, proposed in Ref. [29] for
small numbers Re d.

Figure 14.
Dependence of K nð Þ on n.
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A lot of experimental data for the drag coefficient of particles in a non-Newtonian
fluid collected from the literature for Re d < 1000, is given in refs. [30, 31] and in
Figure 15.

In this paper, using experimental data from Ref. [22], we propose an equation for
determining the drag coefficient of solid particles in a power-law non-Newtonian
fluid for a wide range of number variation 0:1< Re t < 105.

CD ¼ 24X n, Re tð Þ
Re t

1þ Re
2
3
tξ Re tð Þ

h i
þ 0:3 1� exp �0:2� 10�19 Re 4

t

� �� �

X n, Re tð Þ ¼ 5 � 6n�1

1þ 4n
1þ 1� nð Þ13 Re

3
2
t

1þ 1� nð Þ13 Re 3
2
t

" #
, 0:8< n≤ 1, 0:1≤ Re t ≤ 105

ξ Re tð Þ ¼ Re 2
t

5þ 8Re 2
t
þ Re t

6:8� 106 Re t
�5

4 þ 32 Re
2
3
t þ 952:8� 10�13 Re

10
3
t

(48)

Figure 15.
Drag coefficient of solid particles in non-Newtonian liquid (solid line - drag coefficient in Newtonian fluid and
dotted lines correspond to 30% of the experimental data scatter threshold) [30].

Figure 16.
The dependence of the drag coefficient of a solid particle in a non-Newtonian fluid on the number Re d according
to the data of various authors (dashed line is the drag coefficient of a particle in a Newtonian fluid): а� n ¼
0:84� 0:86 32½ �; b� n ¼ 0:75� 0:90 32½ �; с� n ¼ 0:75� 0:92 33½ �; d� n ¼ 0:56� 0:75 34½ �; e� n ¼
0:73 35½ �:
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For values Re t < 1000, this equation simplifies to the form:

CD≈
24X n, Re tð Þ

Re t
1þ 0:125Re

t
2
3
þ 2:51� 10�5 Re 2

t

� �
(49)

Figure 16 compares the calculated values of the drag coefficient according to
Eq. (49) with the experimental data given in refs. [31–35]. As follows from this figure
and calculations using the formula in Eq. (49), decreasing the drag coefficient of solid
particles in viscous-plastic liquids is less than in Newtonian ones.

The drag coefficient of solid spherical particles in a Newtonian fluid is shown in
Figure 17 [1, 3]. Comparing Figures 16 and 17 in the region of the drag crisis, it should
be noted that when a non-Newtonian flow flows around a solid particle, the drag crisis
occurs much earlier than in a Newtonian fluid.

1� CD≈0:44; 2� CD ¼ 24
Re d

; 3� CD ¼ 24
Re d

1þ 0:15Re 0:687
d

� �
: (50)

8. Free settling of particles in heavy oil

The motion of a single particle in a force field with a slow flow of the medium,
taking into account the added mass, the weight force, corrected for the Archimedes
force and the resistance force, is described by the Eq. (3)

dVp

dt
¼ Δρ

2ρd þ ρc
g � 3

4
CD

ρc
2ρd þ ρc

Vp � U
�� �� Vp � U

� �
(51)

In the steady-state, this equation for a Newtonian fluid, as a result of the balance of
forces acting on a particle and for small numbers Re, is transformed into a simpler form:

4
3
πa3Δρg ¼ ρCV

2
s πa

2CD (52)

From this equation provided that CD ¼ 24=Re we determine the deposition rate in

small numbers Re d < < 1 in the form of the stokes model Vs ¼ 1
18

Δρa2g
ηc

.

Figure 17.
The drag coefficient for a solid spherical particle.
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Figure 18 shows characteristic curves and experimental data on the settling rate.
Given expressions for a non-Newtonian fluid are as follows:

CD ¼ 24
2n Re

X nð Þ, X nð Þ ¼ 2n�13
n�3
2

13þ 4n� 8n2

2nþ 1ð Þ nþ 2ð Þ , and Re t ¼ anρcV
2�n

k0
: (53)

Let us rewrite Eq. (52) for a power-law non-Newtonian fluid, it will be represented as:

4
3
aΔρg
ρC

Re
24Xn

¼ V2
s (54)

Xn ¼ 2�13
n�3
2

13þ 4n� 8n2

2nþ 1ð Þ nþ 2ð Þ

Transforming Eq. (54), we finally obtain an expression for the settling rate of a
single solid particle in a non-Newtonian fluid flow.

Vs ¼ 1
18

Δρg
k0Xn

� �1=n

a nþ1ð Þ=n (55)

It should be noted that if n ¼ 1, then Xn ¼ 1 and expression (55) also turns into the
Stokes equation for the deposition of a solid particle in a Newtonian fluid at small
numbers Re.

Vs ¼ 1
18

Δρga2

ηC
(56)

Obviously, an important role in the migration and sedimentation of particles
belongs to the resistance forces, depending on the number Re d ¼ Ua=νc, shape and size
of particles, on the physicochemical properties of particles, and the medium.

Numerical calculations using the above formulas show that for fine-dispersed
particles of asphaltenes and paraffins, with increasing particle size, the degree of

Figure 18.
Settling velocity profiles depending on particle radius: 1 - Hadamard-Rybczynski equation, 2 - experiment, and 3 -
Eq. (52).
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entrainment of particles by a pulsating medium decreases, and fine-dispersed parti-
cles react to turbulent pulsations of the medium, perform under their influence a
pulsating motion relative to the moles of the carrier phase and random motion in all
directions due to turbulent diffusion. These parameters are very important factors
that determine the degree of migration and settling of particles in a turbulent flow. It
should be noted that for Stokes spherical solid particles at Re d < 1, the rate of their
settling from the volume is determined as:

Vs ¼ τpg (57)

For a viscous-plastic fluid obeying the Ostwald–de Ville model τ ¼ ηc _γ
n, Eq. (56)

can be written as:

Vp ¼ 1
18

Δρga2

τ= _γn
(58)

with a relaxation time equal to

τP ¼ ρda2 _γ
n

18τ
(59)

For a viscous flow of a power-law fluid, we obtain the expression for the relaxation
time in the form:

τP ¼ 1
18

Δρg
k0Xn

� �1=n

a nþ1ð Þ=n (60)

Using the experimental data for the deposition of glass particles in a non-
Newtonian liquid [36], it can be noted that the deposition rate dependence is linear
only at low shear rates.

A somewhat different formula for the deposition of single particles in a non-
Newtonian liquid was proposed in Ref. [37], which can be obtained from (58) at
Xn ¼ 2� n, 0:4< n< 1:2

Vp ¼ Δρg
18k0 2� nð Þ
� �1=n

a
nþ1
n (61)

Figure 19.
Dependence of the particle settling rate in a non-Newtonian liquid on stress and shear rate for particles of size
a ¼ 275μm, 1-τ ¼ 8:5Pa; 2 - τ ¼ 15Pa.
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Using the experimental data on the settling of solid particles in a non-Newtonian
fluid [38] in Figure 19 shows a comparative characteristic according to the model (58).

For large numbers of Re, expression (52) can be written as:

Re 2C2�n
D n, Reð Þ ¼ 8

3
Δρg

� �2�n

ρnC
anþ2

k2
(62)

Expression (62) does not allow an analytical determination of the settling rate and
is solved only numerically.

9. Flow of heavy oil in pipes with settling

During the flow of heavy oil, asphalt-resinous substances and particles of the solid
phase are deposited on the inner surface of the pipes. As a result of the deposition of
particles on the surface of the pipe, a layer of deposits is formed, which continuously
grows and is compacted by the normal component of pressure. The quantitative
content of asphaltenes and resins, due to their high energy of adhesion and cohesion,
significantly affect the rheological properties of heavy oils and the formation of a
dense layer on the surface. The high ability to form coagulation structures and aggre-
gates contributes to the deterioration of the hydrodynamic characteristics of the flow
of non-Newtonian oils up to zero flow velocity due to an increase in the effective
viscosity of the medium. The mechanism of sedimentation of particles from heavy oil
can be carried out by diffusion (for a vertical surface), gravitational (for a horizontal
surface), and diffusion-gravitational way. The formation of a dense layer on the inner
surface of the pipe has a significant effect on the transfer of mass and heat, and on the
hydrodynamics and rheological structure of the flow.

The hydrodynamic equation for the flow of viscous-plastic oil in a pipe, described
by the Bingham rheological equation τ ¼ τ0 þ ηC _γ for the stationary case in cylindrical
coordinates, will be represented as:

1
r

∂

∂r
r
∂V
∂r

� �
¼ 1

ηC

∂P
∂x

(63)

The boundary conditions for the flow of viscous-plastic oil in the pipe are (Figure 20)

Figure 20.
Velocity distribution of a viscous-plastic fluid over a pipe section.
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r ¼ R, τ< τ0, τ ¼ τ0 þ ηC
∂V
∂r

¼ 0, V ¼ 0 (64)

r ¼ R, τ> τ0, τ ¼ τ0 þ ηC
∂V
∂r

6¼ 0, V ¼ 0 (65)

Integrating condition (64), we have:

V ¼ � τ0
ηC

R (66)

Integrating condition (65), we obtain:

V ¼ τ0R
ηC

1� τ

τ0

� �
(67)

Integrating expression (63) twice, we obtain:

V ¼ � 1
4η

∂P
∂x

r2 þ A (68)

Here, A is the integration coefficient equal to for the first boundary condition (64)

A ¼ 1
4ηC

∂P
∂x

R2 � τ0
ηC

R (69)

and for the second boundary condition (3.43)

A ¼ 1
4η

∂P
∂x

R2 � τ0R
η

1� τ

τ0

� �
(70)

As a result of solving the hydrodynamic Eq. (63) for a viscous-plastic fluid
described by the expression in a pipe with boundary conditions (64) and (68) and
assuming that, taking into account (68)–(70), in the simplest case, we obtain the
following distribution for the flow velocity (Figure 20)

V rð Þ ¼ ΔPR2

4ηCl
1� 2l

R
τ0
ΔP

� �
, r< r0

V rð Þ ¼ ΔPR2

4ηCl
1� r2

R2 �
4l
R

τ0
ΔP

1� r
r0

� �� �
, r0 ≤ r<R

(71)

where l is the pipe length and r0 is the plug radius. For the case of the formation of
a dense layer of particles on the inner surface of the pipe with a thickness of δ, which
is typical for the flow of viscous oil and, assuming that R ¼ R0β, β ¼ 1� δ=R0 (δ is the
thickness of the sediment layer), then these expressions (71) for the quasi-stationary
case will be presented as:

V rð Þ ¼ ΔPR2
0β

2

4ηCl
1� 2l

R0β

τ0
ΔP

� �
, r< r0

V rð Þ ¼ ΔPR2
0β

2

4ηCl
1� r2

R2
0β

2 �
4l
R0β

τ0
ΔP

1� r
r0

� �" #
, r0 ≤ r<R0β

(72)
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It should be noted that if β ¼ 1, then the thickness of the deposits is absent, and if
β ¼ 0, then δ ¼ R0; there is a complete blockage of the pipe and the flow velocity
V rð Þ ! 0, that is, carrying capacity is reduced to almost zero.

This distribution of velocities in hydrodynamics is called the “structural regime of
motion.” The volumetric flow rate of viscous-plastic oil over the pipe section is
determined as:

Q ¼ πR4ΔP
8lηc

1� 4
3
r0
R
þ 1
3

r40
R4

� �
(73)

As a result of the formation of a dense layer on the inner surface of the pipe,
assuming that R ¼ R0β you can write:

Q ¼ πR3
0β

3ΔP
8lηc

1� 4
3

r0
R0β

þ 1
3

r40
R4
0β

4

 !
(74)

As follows from this equation, with an increase in the thickness of deposits on the
inner surface of the pipe, which corresponds to a decrease in β, the volume flow of oil
decreases. Thus, with a complete blockage of the pipe section, the fluid flow also tends
to zero. For a Bingham fluid, the conditions for the transition from a structural flow to
a turbulent regime are defined as:

Re cr ¼ 1� 4αþ α4

24α
He, He ¼ 16800

α

1� αð Þ2 (75)

or you can write

Re cr ¼ 700
2þ 1þ αð Þ2

1� α
(76)

Here, Re cr ¼ Vcrd=νc is the critical Reynolds number, He ¼ τ0d
2=νc is the Hedstrom

number, and α ¼ τ0=τR, τR is the shear stress on the pipe wall with a diameter equal to d.
In the presence of a dense layer on the inner surface of the pipe, one can write He ¼
He0β2, that is, as the thickness of the deposits grows, the intensity of turbulence
decreases. For some oils, power-law of flow is observed τ ¼ k _γn, for which one can write:

Re ¼ 8
k0

n
6nþ 2

� �n

ρcd
nV2�n ¼ Re 0β

3n�4 (77)

Thus, the transition from a structural flow regime to a turbulent one occurs at
certain values of stress τ and dimensionless deposit thickness β, and, if n> 1 the
turbulence intensity decreases as the thickness increases and, conversely, at n≤ 1– the
turbulence intensity increases.

10. Practical ways to improve rheological properties at heavy oil refining

Heavy oils, due to the high content of heavy components (65–70% fraction >3500C
boiling) exhibit viscous-plastic properties of non-Newtonian oils. Currently, there are
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no special technologies for the processing of heavy oils, with the exception of some
works [39, 40], since their processing is limited by the problems of oil transport in
pipes, pumps, heat exchangers, and other equipment. The viscosity of heavy oils,
which determines their fluidity, depends on the content of asphalt-resinous sub-
stances, paraffins, water-in-oil, and other factors [41–44]. When processing heavy
oils at operating plants at relatively low temperatures, the effective viscosity of the oil
increases, which helps to reduce its fluidity and, in general, the productivity of the
process. The decrease in the viscosity of heavy oils, which ensures their transportabil-
ity, depends on two factors: an increase in its temperature and dilution with light
components.

In this regard, the main factor for improving the rheological properties of oil and
the conditions for its processing when solving practical problems is to increase the
temperature of the oil stock at the inlet to the plant and its partial dilution by creating
a recirculation of a lighter component for mixing with crude oil (Figure 21). This
intensification of the processing process allows us to solve both problems simulta-
neously. The process of primary oil refining is carried out by its preliminary heating to
a certain temperature with its intermediate purification from water and salts in the
dehydrator 4, contained in the oil, and further separation in the mass-exchange
distillation column 5 (Figure 20).

The unit used Kazakhstan heavy paraffinic oil with high viscosity (Figure 22).

Figure 21.
Scheme of primary oil refining with recirculation: 1 - mixer, 2 - pump, 3 - system of heat exchangers, 4-
dehydrator, 5 - distillation column, and 6 -refrigerator; I - crude oil, II -recirculation line, and III - fraction >240.

Figure 22.
Temperature dependence of crude oil viscosity.
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The dependence of the kinematic viscosity of crude oil on temperature is
represented by the expression

ν ¼ 234:05 exp �0:048T½ � � 10�6,m2=s (78)

To improve rheological properties and viscosity in order to ensure its transport-
ability, it is proposed to return part of the >2400C fraction from column 5 back for
mixing with crude oil after preliminary cooling to pump 2. The creation of a
recirculation system makes it possible to reduce the kinematic viscosity of crude oil by
increasing its temperature to 20–250C and diluting it with a lighter liquid. Experi-
mental studies have shown a significant effect of the amount and temperature of the
>2400C fraction on the effective viscosity of crude oil (Figure 23).

As follows from Figure 23 with an increase in temperature and the amount of
added fraction, the viscosity of the oil decreases. The expression describing the change
in the kinematic viscosity of oil from the temperature at various fraction contents
>2400C can be represented as:

ν ¼ 108:95 1� 2:17φð Þ exp �0:028Tð Þ � 10�6 (79)

Here, φ ¼ mR= m0 þmRð Þ–is the mass fraction of the >2400C fraction in crude oil,
and m0,mR are the mass flow rates of crude oil and fractions. The viscosity of heavy
oil due to dilution with a light fraction is defined as:

ν ¼ ν0 Tð Þ
1þmφ2 (80)

Data of Figures 23 and 24 show the dependence of the viscosity of oil when it is
diluted with a light fraction, calculated by Eq. (80).

As follows from Figure 23, the relative fluidity of heavy oil increases, as a result of
its dilution with a light fraction, which improves the rheological properties of the oil.

The temperature of a mixture of crude oil diluted with a light fraction >2400C is
defined as:

Figure 23.
The dependence of the kinematic viscosity of oil on temperature when it contains fractions >2400C φ (mass
fractions), is equal to: 1–0.3; 2–0.25; 3–0.20; 4–0.15; 5–0.10; 6–0.05, ν� 104,m2=s.
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T ¼ 1� φð Þcp0T0 þ φcpRTR (81)

Here T is the temperature of the mixture at the inlet to column 5; cp is the heat
capacity of crude oil and fraction; and T0,TR are temperatures of crude oil and
fraction.

Recirculation of some lighter, higher temperature, lower viscosity refining fraction
for blending with crude oil reduces the viscosity of the oil by raising its temperature
and partially diluting it with the lighter fraction (Figure 24).

11. Analysis and discussion of results

The main problem of the rheology of heavy oils is the study of the regularity of
their behavior under the action of external deforming stresses, taking into account
their structure. At the same time, the processes associated with irreversible residual
deformations and the flow of various viscous and plastic materials, as well as the
phenomena of relaxation of heavy oils, allow us to study the fundamental properties
of oil disperse systems characterized by shear stress, effective viscosity, corresponding
to a certain disordered structure of the system. The effective viscosity of non-
Newtonian oils depends on temperature and pressure, as well as on the shear strain
rate, the properties of the disordered structure, the content of asphalt-resin substances
and the concentration of the dispersed phase, and determines the degree of oil trans-
portability during its extraction and processing.

Concluding this study, we note the main stages and problems of the rheology of
heavy oils considered in this paper:

• A high content of asphalt-resinous, paraffinic substances and solid phases of
various types and nature in heavy oils creates a special physical structure that
gives them viscous-plastic properties, the description of which is based on the
rheological models of Bingham, Hershel-Bulkley, and Ostwald-de Ville model.
Such high-viscosity oil systems are formed as a result of the combination of oil
emulsions with the presence of water droplets, oil suspensions with the presence

Figure 24.
The dependence of the viscosity of heavy oil on the proportion of the light fraction at a temperature T ¼
300C,m ¼ 3:5.
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of a solid phase in the composition of crude oil and gas suspensions, including gas
bubbles, as well as asphalt-resinous and waxy substances dissolved in oil. The
complex physical structure of heavy oil predetermines the possibility of the
formation of more complex coagulation structures that adversely affect the
rheology.

• For the filtration of heavy oils in an anisotropic porous medium, a new nonlinear
filtration equation is proposed that takes into account shear stress, elastic limit,
and effective viscosity. Analysis and solutions of this equation show a high degree
of dependence on the filtration rate and effective viscosity on the pressure
gradient. It is noted that the nonlinearity of the rheological model of filtration in
porous media is determined by the nature of the hydrodynamic flow and the high
content of asphalt-resinous and paraffinic substances in the composition of heavy
oil. Solutions of the rheological filtration model make it possible to determine the
filtration rate depending on the shear stress or the pressure drop and on the
effective viscosity.

• Expressions were proposed for determining the flow rate of heavy oils and the
rate of free settling of particles, particulate matter and particle drag coefficients
in heavy oils.

• Proposed effective ways to improve the rheological properties of oil during its
processing at existing plants, ways to create a recirculation scheme.

The problems associated with the rheology of heavy oils considered in this paper
show the complexity, both in theoretical and practical aspects, of solving these prob-
lems, which is determined by the course of many interconnected physical phenomena
and the high randomness of these processes. The relationship between determinism
and randomness in these phenomena gives rise to some problems that lead to the use
of empirical models that do not take into account the true physical mechanisms and
phenomena. In particular, there is no way to take into account the nature and prop-
erties of the formed disordered structures, and the conditions for their formation and
destruction in rheological models. All these phenomena are taken into account in
rheological models indirectly in the form of introducing the volume fraction of parti-
cles into the model in the form of various functions. As a result of this, the same
experimental data can be simultaneously described by many empirical models within
a given accuracy. Obviously, taking into account these factors will lead to a more
complex structure of the rheological model, and therefore, for practical calculations, it
is possible to use various empirical models for specific rheological fluids.

Nomenclature

a is particle diameter
СD is drag coefficient of particle
DM is coefficient of molecular diffusion
Deff is coefficient of effective diffusion
d is diameter of the pipe
k0 is consistency factor’
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kp is permeability coefficient
m is mass of substance
N is total number of particles per unit volume
n is an indicator of the degree of non-Newtonian fluids
P is total pressure
R is radius of the particle
t is time
T is temperature
U is the average flow velocity
Vp is total particle deposition rate

Greek letters

β is dimensionless thickness of particle deposits
εR is specific energy dissipation per unit mass
ε is porosity
ηeff is effective viscosity of suspensions
ηc, ηd are dynamic viscosity of the medium and particles
νc, νd are kinematic viscosity of the medium and particles
ρc, ρd are density of the medium and particles
ρi is concentration of particles
σD is coefficient of surface tension
τ is shear stress
τ0 is yield strength
φ is the volume fraction of particles
ω is frequency of turbulent coalescence
He is the Hedstrom number
Re is the Reynolds number
Wi is the Weissenberg number

Indices

d is a solid particle
c is medium
0 is the initial value
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Chapter 3

The Effect of Ultrasonic Waves on 
Crude Oil Recovery
Ramin Tahmasebi-Boldaji

Abstract

In recent years, ultrasonic technology has played an important role in the development 
of oil fields, which has improved oil recovery. Ultrasonic waves are a very suitable method 
for producing oil at a low cost and without environmental pollution. The reservoir is 
treated using high-power sonication, which affects the physical properties of the oil and 
thus improves the permeability, which increases the oil recovery. The ultrasonic technique 
is also used to reduce the damage of the formation in the areas near the well, and this 
reduces the penetration of mud and sediments. However, ultrasonic waves remove oil bar-
riers to the well and improve oil recovery for a long time. In this chapter, recent develop-
ments and laboratory and field results of ultrasonic waves in improving oil recovery will 
be discussed, and it will be shown that these waves are highly efficient.

Keywords: crude oil recovery, viscosity, ultrasonic waves, environmental pollution, 
ultrasound

1. Introduction

In the world, energy is the main condition for the development of human society. 
Oil, gas, and coal are the main sources of energy that have led to the development of 
human civilization in recent years [1]. Given that the demand for energy from these 
energy systems and the severe problems and challenges in the oil and gas industry 
are increasing day by day, the oil production capacity cannot meet this volume of 
demand. Also, because oil prices are high in the world, it has affected the oil market 
and the structure of international cooperation in this industry [1, 2]. However, the 
continuous reduction of hydrocarbons is an undeniable issue and serious efforts 
should be made to solve its problems [3]. Reduction in production can occur for two 
reasons: 1) reduction in reservoir pressure and 2) formation damage. Sedimentation 
of asphaltene and wax on rocks can occur due to the flow of drilling fluids, which is 
called formation damage. Damage formation is one of the main reasons for reduc-
ing the productivity of oil wells and has adverse effects on well production. Various 
techniques have been performed to eliminate formation damage. These techniques 
include high-pressure fractures and acid and solvent injections, which often have 
many disadvantages, including high cost, extensive facilities, and environmental 
problems [4, 5]. New and effective technologies have been developed to solve the 
mentioned problems in the oil industry. Ultrasonic oil recovery technology is one of 
the most effective solutions developed in the USA in the 1950s [6]. The ultrasonic 
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technique and the use of its waves have desirable advantages such as low pollution, 
cheap, high efficiency, and environmentally friendly. Impurities and sediments in oil 
exploitation reduce oil flow and thus reduce production [7]. For this purpose, high-
power ultrasonic waves are used to increase the oil permeability, which destroys the 
oil layer particles and increases the permeability by creating high sound acceleration 
[8]. Oil recovery technology means that the sonication operation leads to a change in 
the physical properties of the fluid, which improves the fluid flow status [1, 2] and 
reduces the pressure gradient of the porous medium [9].

In this chapter, the aim is to review recent developments in ultrasonic oil recovery 
technology, as well as the effect of these waves on the physical properties of the fluid 
and the viscosity of the oil.

2. Advantages of ultrasonic oil recovery technology

Due to the problems mentioned in the oil industry, the ultrasonic method is one of 
the suitable options for oil recovery. Oil recovery has the following advantages [7]:

• When using ultrasonic waves in areas of oil wells, it does not cause any pollution 
to the environment.

• The sonication operation is a simple and easy operation and has no complexity.

• The use of ultrasonic waves can be combined with other methods such as sonic 
water injection and acoustic acidification and increase the recovery of crude oil.

• The equipment used in crude oil recovery by ultrasonic waves is installed on 
vehicles and has a wide application, cheap, and high efficiency.

This equipment is shown in detail in Figure 1.

3. Effects of sonication operation

3.1 Mechanical vibration

Ultrasonic waves have a series of mechanical effects that change the velocity of 
elastic particles and cause agitation, loosening, scattering, and degassing. Mechanical 
vibrations also cause loss of cohesion between blocked particles, resizing capillary pores 
and reducing surface tension. These vibrations also cause very small cracks in the rocks 
of the formation and cause the separation of crude oil from the rocks. Impact pressure 
from high-frequency, high-power ultrasonic waves accelerates large molecules such as 
wax, asphaltene, and colloids, breaking the chain of molecules due to inertia [10–16].

3.2 Cavitation

The process of growth and collapse of hollow fluid bubbles due to sonication oper-
ations and changes in sound pressure is called cavitation. Pressures above 105 MPa can 
cause cavities to collapse [17]. This high pressure also causes secondary effects such as 
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luminescence, phonation, ionization, and chemical reactions. One of the obstacles to 
oil flow is gas resistance. Gas resistance refers to a large number of gas cores. These gas 
nuclei combine to form larger bubbles, approaching the dredging target [18]. Frequent 
cavitation explosions occur in the fractures of the formation and on the solid surface, 
leading to high pressures and the consequent explosion of particles adhering to the 
surface. Also, due to the transverse flows of liquids and their alternating currents, 
particles are quickly removed from the surface [10]. However, cavitation breaks the 
molecular bonds of crude oil and reduces the molecular mass. Reducing the molecular 
mass reduces the viscosity and thus improves the fluidity of the crude oil.

3.3 Thermal action

The internal friction of crude oil is the reason for the resistance of the oil flow. 
As the viscosity of the oil decreases, the oil concentration also decreases, leading 

Figure 1. 
The schematic of ultrasonic oil recovery device.
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to improved flow. Therefore, to improve the flow of crude oil, its viscosity can be 
reduced, and this is possible by increasing the temperature. By absorbing ultrasonic 
waves, acoustic energy is converted into thermal energy, and also the boundary 
friction at the interface increases the temperature of the crude oil. However, at the 
moment of bubble collapse, a large amount of heat energy is released by cavitation, 
and with increasing ultrasonic frequency, the absorption of waves and boundary fric-
tion becomes more intense. Eventually, with increasing sonication power, cavitation 
and thermal energy become more significant [19–23].

4. Recent developments in sonication operations to improve oil recovery

In recent years, various devices have been invented that can improve the recovery 
of crude oil by ultrasonic waves. One type of environmentally friendly viscosity 
reduction is shown in Figure 2 [24, 25]. This device has a very good anti-wax and 
antifouling feature and is used for underground oil pumping. This device can be used 
to increase the flow of crude oil, which increases pump efficiency and production. 
This device is also suitable for wells containing different wax and water and has good 
safety and no pollution.

One of the problems of the oil industry is the elimination of the scale of pipelines, 
and to solve this problem, an electromagnetic ultrasonic antifouling device was 
invented [26, 27]. The schematic of this device is shown in Figure 3 [25].

Using an ultra-strong alternating magnetic field and ultrasonic sound field, the 
device affects the physical morphology and chemical properties of the crude oil sedi-
ments, dispersing and loosening the sediments completely and not adhering easily to 
the pipe wall. Also, with the invention of this device, they achieved many advantages, 
which are good antifouling effect, long life, no pollution, comfortable maintenance, 
and environmentally friendly [26].

Due to the fact that the viscosity reducing device cannot be used for more than 
25% wax content, to solve this problem, a double sonic eddy current anti-wax 
viscosity reduction device was invented [28]. The schematic of this device is shown 
in Figure 4 [25]. This device has useful capabilities, and a two-stage ultrasonic oscil-
lator is used to improve the sound frequency and can destroy paraffin wax crystals 
and lead to a great reduction in viscosity. In addition, the use of eddy currents 
increases the fluidity of crude oil, prevents wax deposition, and increases oil flow 
capacity. In the oil industry, this device can be used for vertical, sloping, and hori-
zontal oil production wells [28]. However, to improve the transmission efficiency of 
all oil production systems, three special types of cables are used, which are shown in 
Figure 5 [25, 29].

Figure 2. 
The structure of a kind of environmentally friendly, anti-wax, and antiscaling viscosity reduction device [24, 25].
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4.1  The effect of different ultrasonic parameters on viscosity and oil recovery 
efficiency

Recently, important studies and results have been obtained in the field of improv-
ing the recovery of crude oil using ultrasonic waves. Various ultrasonic parameters 
can have a significant impact on improving crude oil recovery. These parameters 
include cavitation, temperature, time, power, and frequency. Each of these param-
eters has a significant effect on crude oil recovery, which must be optimized for 
each specific operating condition of these parameters in order to achieve maximum 
recovery. In this section, the explanation and effect of these parameters are discussed.

4.1.1 The effect of ultrasonic temperature and cavitation

In a previous study, an ultrasound cleaning tank was used to separate oil from 
sludge [30]. Ultrasonic waves can separate solid particles from crude oil [31]. The 
results were obtained after deoiling the oil sludge, and the oil content increases when 
the temperature is above 40°C. However, too high temperature weakens cavitation 
and delays the separation of solid particles from crude oil [32]. That is, from the 
temperature range of 30 to 40°C, the cavitation intensity increases and reaches its 
maximum value at 40°C, and then with increasing temperature from 40 to 60°C, 
the cavitation intensity decreases and reaches a constant rate [30]. As a result, it can 
be said that cavitation has a maximum value at low temperature (40°C), and high 
temperature (>40°C) is suitable for molecular motion and increases the number of 
cavitation nuclei [30]. Also, the oil content increases in the range of acoustic pressure 

Figure 3. 
The structure of electromagnetic ultrasonic antiscaling device [25].

Figure 4. 
The structure of double sonic eddy current anti-wax viscosity reduction device [25].



Topics on Oil and Gas

54

above 0.10 MPa because cavitation increases with increasing acoustic pressure [33]. 
Temperature, power, and frequency parameters of 40° C, 0.1 MPa, and 25 kHz, 
respectively, can increase the oil recovery rate by 55.6% [30]. The optimal conditions 
for these parameters must be determined. The optimum conditions for oil sludge 
treatment for frequency, intensity, power, and soil-to-water ratio are 25 kHz, 0.33 W/
Cm2, 300 W, and 1/2, respectively [34]. With increasing temperature, the viscosity of 
the crude oil and the adhesion stress between the oil and the sand decrease. There is 
also a positive correlation between cavitation nuclei and sonication temperature. That 
is, the higher the temperature, the greater the number of cavitation nuclei. However, 
with a large increase in temperature, the internal pressure of the cavitation bubbles 
increases, which reduces the intensity of cavitation [35, 36].

With the radiation of ultrasonic waves, cavities are created in which large bubbles 
are created due to heat, and these waves cause these bubbles to collapse. The mechani-
cal effect of this collapse causes the suspended conglomerates to disintegrate [37]. The 
increase in temperature and ultrasonic cavitation leads to the production of hydrome-
chanical shear forces and causes disruption in macromolecules. These collapses that 
occur in the bubbles cause the creation of shear shock waves and solvent microjets 
that create turbulence in the surface layer around the solid particles and cause high 
local temperatures [38].

4.1.2 The effect of ultrasonic power

High ultrasonic power is one of the main features of ultrasound in crude oil 
recovery. Following recent research, an ultrasonic reactor was used to purify petro-
leum sludge [39]. The ultrasonic reactor was able to increase the oil recovery effi-
ciency above 90% for some samples with a power of 240 W. Given that oil recovery 
increases with increasing power, the further increase of ultrasonic power not only 
does not improve oil recovery but also leads to reduced efficiency [39]. With a further 
increase in power, the ultrasonic recovery does not increase. It can be concluded that 

Figure 5. 
Three kinds of special cables for improving transmission efficiency of the whole oil production system [25, 29].



55

The Effect of Ultrasonic Waves on Crude Oil Recovery
DOI: http://dx.doi.org/10.5772/intechopen.106494

the cavitation phenomenon is responsible for the excretion of adsorbed molecules, 
and the effect of this phenomenon is affected by the size of the bubbles because 
larger bubbles can store more energy [35, 40, 41]. Ultrasonic cavitation is effective in 
inhibiting the growth of wax crystals. Ultrasonic cavitation causes long-chain alkanes 
to be converted to short-chain alkanes and C∙C bonds are broken [42]. Also, after the 
irradiation of ultrasonic waves, the content of long-chain alkanes (C16–C22) decreases 
and short-chain alkanes (C9 and C10) are created [43]. With the increase of light 
hydrocarbons, wax solubility improves and the freezing point of crude oil decreases.

However, an optimal value for ultrasonic power must be determined, and increas-
ing the power from a certain threshold does not help to improve oil recovery [35]. 
Very high levels of ultrasonic power can produce a lot of acoustic energy, and the 
energy is converted to smaller temperatures and pressures by small bubbles, and 
microscopic turbulence breaks the bonds and the adsorbed molecules are expelled 
[44]. Also, further increase of ultrasonic power due to inhibition of cavitation micro-
bubble size cannot improve oil recovery [39]. However, ultrasonic power can be used 
to increase oil recovery, and the frequency parameter must be increased to increase 
recovery speed [39].

4.1.3 The effect of ultrasonic time

The combined method of ultrasound and thermochemical cleaning treatment for 
oily sludge was also investigated in another previous study [35]. After the operation, oil 
layers were collected for analysis. After 15 minutes of testing, the oil recovery is 99.28% 
and remains constant with a further increase in recovery time. Initially, under ultra-
sonic radiation, oil is desorbed from the surface of the sand and an oil–water emulsion 
is formed at a low concentration. At the beginning of the operation, the desorption rate 
is high, which leads to an increase in oil recovery. However, as the oil–water emulsion 
concentration increases, the oil re-adsorption on the removed sand surfaces increases 
at the same time. Also, when the desorption rate is equal to the re-adsorption, a further 
increase in sonication time does not increase oil recovery [35, 45]. As the ultrasonic 
radiation time increases, the bubbles inside the crude oil reach a critical size and then 
collapse. As the bubbles increase in size and collapse, the volume of crude oil increases, 
leading to a decrease in viscosity [37].

4.1.4 The effect of ultrasonic frequency

Another feature of ultrasound to increase crude oil recovery is low frequency 
(10–35 kHz). Reducing the frequency both increases cavitation and decreases the 
attenuation of acoustic energy [20]. However, the lower the frequency, the easier 
cavitation will occur [35]. Also, two types of 28 and 40 kHz generators were exam-
ined, and according to the results, ultrasound with a frequency of 28 kHz does better 
than 48 kHz and this is because [30]:

1. The 28-kHz frequency performs better in washing solid particles and the cavita-
tion threshold at the 28-kHz frequency is less than 48 kHz, so the cavitation inten-
sity is higher at 28 kHz and therefore the separation efficiency is higher at 28 kHz.

2. Koyusov research has shown that the optimal frequency for coagulation of solid 
particles is 21–25 kHz, and with increasing ultrasound frequency, the number of 
cavitations increases and causes strong vibrations.
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Also, sonication operation has a significant effect on the viscosity of crude oil, 
which increases the fluidity, flow, and recovery of oil. In a study on a type of crude 
oil with a viscosity of 1250 MPa.s, wide ranges of frequencies from 18 to 25 kHz and 
power from 100 to 1000 W were investigated [46]. Ultrasonic frequencies of 18, 20, 
and 25 kHz can reduce the viscosity of oil by 480, 890, and 920 MPa.s, respectively 
[46]. Therefore, cavitation created by ultrasonic waves is able to break down heavy 
oil molecules into lighter hydrocarbons, and the power and irradiation time of the 
waves are the main parameters for reducing viscosity [46]. Another sample of crude 
oil with n-alkanes and tar-asphaltene compounds was examined at a resonant fre-
quency of 24.3 kHz and a generator power of 4000 W [47]. Results were reported on 
the effect of ultrasonic waves on the viscosity of paraffin oils, and it was shown that 
these waves lead to a decrease in viscosity and pour point [47]. These results are also 
consistent with reports in other reports [48, 49] of reduced viscosity due to ultrasonic 
radiation. In another study, the rheological behavior of crude oil irradiated with 
ultrasonic waves was investigated [50]. Dissolution of heavy compounds in crude oil 
can be achieved by irradiation of ultrasonic waves with a frequency of 45 kHz and an 
optimal time of 45 minutes. In a recent study, we also found that the three parameters 
of time, power, and ultrasonic frequency have a significant effect on oil viscosity 
[51]. A sample of crude oil in oil reservoirs, named as Bangestan, at the Marun field, 
located in the south of Iran was employed for experiments. Brookfield dvz-lll ultra 
Rheometer was used to measure viscosity. The schematic of the equipment used is 
shown in Figure 6 [51]. To produce ultrasonic waves of bath type, two ultrasonic 
generators were used, the first generator (YAXUN YX2000) with a frequency of 
42 kHz and power of 35 and 50 W and the second generator (QUIGG SR 2014.16) 
with a frequency of 46 kHz and output power of 50 W. Simultaneous thermogravi-
metric and differential thermal analyzer (TGA/DTA Netzssh STA 409 PC LUXX) 
have been used to investigate the effect of ultrasonic waves on crude oil mass and 
thermal behavior. Crude oil viscosity was irradiated with ultrasonic waves at different 
times, frequencies, and power of sonication in ambient conditions, and its viscosity 
was measured after cooling of crude oil [51, 52]. As shown in Figure 7 [51], the effects 
of three parameters of time, frequency, and ultrasonic power on the viscosity of crude 

Figure 6. 
Schematic of equipment used for investigating the effects of ultrasonic waves on the viscosity and thermal 
properties of crude oil [51].
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oil are significant. The sonication time has the greatest effect on the viscosity and 
with increasing the radiation time, the viscosity decreases sharply. On the other hand, 
the other two parameters have little effect on the viscosity of crude oil [51]. Good 
results in this field can be achieved by using appropriate statistical methods, model-
ing and artificial intelligence [53–59].

4.2 Mechanism of action of ultrasonic waves

In this section, the changes of molecular bonds of heavy crude oil due to 
ultrasonic radiation are analyzed. An example of a Fourier transform infrared 
spectroscopy (FTIR) spectrum of a sample of heavy crude oil is given in this sec-
tion to investigate the effect of ultrasonic waves on the molecular bonds of crude oil 
(Figure 8) [60]. As can be seen in Figure 8 [60], the angular vibrations of methyl 
and methylene are present in the wavelengths of 1378 and 1458 cm−1, respectively. A 
carbon–carbon double bond is observed at wavelength of 1599 cm−1 and the tensile 
vibration of methylene at about 2854 cm−1 and for methyl at 2952 cm−1. However, 
when heavy oil is exposed to ultrasonic radiation for 6 minutes, the peak intensity 
increases, indicating an increase in methyl functional groups. Also, the chains of 
heavy compounds are broken, leading to a decrease in viscosity. But, an increase in 

Figure 7. 
The effect of triple ultrasonic factors on the viscosity of crude oil [51].
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the time of ultrasonic radiation (12 min) reduces the intensity of the peaks. This 
means that due to the longer irradiation time, more long-chain molecules are con-
verted to short-chain molecules, but due to excessive temperature and crossing the 
temperature threshold, light compounds evaporate and ultimately increase viscosity.

Severe cavitation can occur due to the intensity of ultrasonic radiation in heavy oil. 
In general, it can be said that acoustic cavitation has three main effects: mechanical, 
chemical, and thermal. Each of these three factors has a specific effect on oil. Thus, 
the mechanical agent creates a strong stirring effect and the thermal agent creates a 
high-temperature and high-pressure effect in the fluid. As mentioned, the contents 
of the functional groups increase as a result of sonication operations, which indi-
cates that the molecular chains are broken and the heavy components of the oil are 
decomposed into lighter components. Reduction of heavy components and breaking 
of long chains due to wave radiation lead to a decrease in viscosity, which can be due 
to acoustic cavitation. Therefore, to better understand this issue, the carbon number 
distribution of three samples of heavy oil is given in Figure 9 [60]. As the radiation 
time increases, the total amount of carbon, called long chains, gradually decreases. 
As shown in Figure 9 [60], there are carbon chains of C40 and above C20 in heavy oil. 
As the ultrasonic radiation time increases, these chains are broken and the amount 
of carbon is reduced. This trend occurs in two other heavy oil samples, but in C11–C20 
carbon the number of light carbon chains decreases with increasing time. This is for 

Figure 8. 
FTIR spectra [60].
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the same reason as mentioned in the previous section, that as time increases, they 
produce excessive temperature waves that cause lighter compounds to evaporate and 
viscosity to increase.

5. Future views

Considering many studies have been performed on the effect of different ultra-
sonic parameters on increasing crude oil recovery, the ultrasonic cycle parameter has 
not been studied in all studies. It seems that different ultrasonic cycles can help a lot 
in improving the recovery of crude oil in the oil industry, in future laboratory and 
field studies. The ultrasonic cycle section is divided into active and passive intervals. 
In an ultrasonic homogenizer, the number of cycles is divided from 1 to 10. Each cycle 
represents a unique amount of active and passive intervals. In all recent studies, the 
effect of these active and passive intervals has not been investigated, which is a very 
important parameter in the recovery of crude oil.

6. Summary

This chapter examines recent developments and the effects of ultrasonic waves 
on viscosity and crude oil recovery. The results show that these waves with three 
mechanical, chemical, and thermal factors can improve oil recovery and break down 
heavy compounds and turn them into lighter compounds [10–23]. It is important 
to note that the various ultrasonic parameters (frequency, power, time, cycle, etc.) 
must be optimized. An optimal value can achieve the desired result. Ultrasonic 
waves also have great advantages such as cheapness, convenience, and environmen-
tal friendliness. It has also been concluded that sonication operations can decompose 
heavy colloidal compounds of crude oil and break down asphaltene molecules. 
Given that the presence of asphaltene in oil reservoirs can be problematic and clog 
pores and increase viscosity, it is important to know information about ultrasound 

Figure 9. 
Results of carbon number distribution [60].
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parameters because these waves can be very useful in breaking down heavy mol-
ecules and reducing viscosity. In addition to the effect of the mentioned parameters 
on the recovery of crude oil, the type of these waves is also important. This means 
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and lead to improved water drive recovery and oil structure changes and viscosity 
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be effective and should be researched in the future.
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Chapter 4

Water Content of Oil-Water
Mixtures by the Speed of Sound
Measurement
Alcir de Faro Orlando

Abstract

Ultrasonic meters are calibrated for flow rate measurement of pure oil flows.
However, the indicated oil flow rate is greater than its true value when water is mixed
with oil in the flow, as usual in pipeline flows. A methodology was developed to contin-
uously measure the water content of oil–water mixtures, using the already measured
speed of sound by installed intrusive or non-intrusive (clamp on type) ultrasonic meters
for flow rate measurement, together with the previously determined speed of sound and
density of pure water and oil as a function of temperature, thus avoiding the traditional
method of laboratory analysis of samples. This chapter shows a reduction of the uncer-
tainty of measurement when the meter indicated speed of sound in the oil–water mix-
ture is directly correlated to the traceable measurements of water content and
temperature of previously prepared oil–water mixtures, what turns out to be the meter
calibration for water content measurement.Water content uncertainty value of 0.0025 is
obtained when fitting a curve to the experimental data by the least square method in the
0–0.025 range that covers the fiscal measurement range (<0.01).

Keywords: water content, oil–water mixtures, speed of sound, fiscal flow rate
measurement, ultrasonic flow measurement

1. Introduction

The most common method of measuring the amount of water in an oil–water
mixture in commercial use is the measurement of the dielectric constant by a capaci-
tance probe. However, capacitance probes are subject to coating by paraffin and other
substances, which render them inaccurate in a short period of time. Another scheme
involves the laboratory analysis of samples, but this method is labor intensive,
requires much time to complete, and does not lend itself to continuous monitoring of
fluid, such as crude oil flowing in a pipeline [1].

Oil is customarily metered as it flows from a producing line to a customer, either by
a pipeline company or a refiner. Since oil is an expensive commodity, it is important
that it is accurately measured, and if it is mixed with water, the customer pays for the
water. If the ratio of oil and water is known, the water content can be deducted [1].
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When installed in pipelines, some ultrasonic meters of the spool type can
accurately measure the liquid flow rate to within 0.2%, as required for fiscal
measurement. Furthermore, they also measure the speed of sound in the flowing
liquid, which can be used to estimate its water content. Ultrasonic meters of the clamp
on type, with two acoustic paths, are less accurate for flow rate measurement.
However, they can accurately measure the speed of sound in any position along the
pipeline, as a non-intrusive meter, what makes then convenient for inspecting the
fluid flow. They are calibrated for flow rate measurement of pure oil flows. However,
the indicated oil flow rate is larger than its true value when water is mixed with oil in
the flow. A maximum of 1% water content of the fluid, for example, is required for
fiscal measurement operations. They indicate at the same time both flow rate and
speed of sound values, thus making easy to estimate the pure oil flow rate from water
content measurement.

The US patents [1–3] show that the water content of the oil–water mixture is a
function of the speed of sound. In this chapter, an expression was theoretically
developed, using the previously measured speed of sound and density values for
pure water and pure oil, for calculating the water content of the oil–water mixture,
without sampling the fluid and taking it to a laboratory for analysis. The
methodology was experimentally verified with the measured speed of sound by
two types of flow meters, namely (a) Eight (8) acoustic path intrusive ultrasonic
flow meter and (b) Two (2) acoustic path non-intrusive clamp on type ultrasonic
flow meter. A methodology was also developed to correlate directly the water
content to the measured fluid speed of sound for several previously prepared
diesel fuel-water mixtures, thus reducing the propagation of the uncertainty of
measurement from pure fluid measured properties. The methodology is detailed in
Ref. [4].

2. Measurement of fluid properties

2.1 Water content

An expression has been developed in this chapter to relate directly the oil–water
mixture water content to the product of density (ρ) and speed of sound (c), measured
for the mixture and previously determined for pure oil and pure water, as a function
of temperature and pressure.

The water content of an oil–water mixture (f) is defined as the ratio between the
mass of water (mwater) and the total mass of the mixture (m), which can be
calculated as the sum of the mass of water (mwater) and the mass of oil (moil), Eq. (1).
The specific volume of either water (vwater) or oil (voil) can be calculated as the
ratio between the volume (V) and the mass (m), respectively, for water
(vwater = Vwater/mwater) and oil (voil = Voil/moil). Density is calculated as the inverse
of the specific volume, for either water (ρwater) or oil (ρoil). Thus, the following
equations can be written for the water content (f) and specific volume of the
mixture (v)

f ¼ mwater

m
¼ mwater

mwater þmoil
(1)

v ¼ voil � f voil � vwaterÞ
�

(2)

68

Topics on Oil and Gas



The speed of sound in a fluid (c) can be defined in terms of the partial derivative of
the pressure (P) with respect to its specific volume (v), at constant entropy (s)

c ¼
ffiffiffiffiffiffiffiffi
∂P
∂ρ

����
s

s
¼ 1

ρ

ffiffiffiffiffiffiffiffiffiffiffiffi
�∂P
∂v

����
s

s
(3)

From Maxwell relation and using Eq. (3),

∂v
∂P

����
s
¼ 1=

∂P
∂v

����
s
¼ �1= ρ cð Þ2 (4)

Substituting v, ρ, and c for, respectively, vwater, ρwater, and cwater, Eq. (4) is valid for
water. Likewise, substituting v, ρ, and c for, respectively, voil, ρoil, and coil, Eq. (4) is
valid for oil.

Taking the partial derivative of Eq. (2) with respect to P, at constant entropy (s),

f ¼
1

ρ:cð Þ2oil
� 1

ρ:cð Þ2
h i

1
ρ:cð Þ2oil

� 1
ρ:cð Þ2water

h i (5)

Eq. (5) shows that the water content (f) of the fluid mixture can be calculated from
the measured speed of sound (c) if both density and speed of sound have been
determined for pure water and pure oil before measurement. The mixture density can
be calculated by substituting, in Eq. (2), the specific volumes of the mixture (v), pure
oil (voil), and pure water (vwater) for their inverse, which are, respectively, the densi-
ties of the mixture (ρ), pure oil (ρoilÞ, and pure water (ρwater), resulting in Eq. (6),

ρ ¼ ρoil

1� f 1� ρoil
ρwater

� � (6)

2.2 Water density

The water density (ρwater), in kg/m3, as a function of temperature (T), in °C, was
modeled [5] byEq. (7) in the 0–40°C range,with anuncertainty interval in the 0.00084 to
0.00088 kg/m3 range, for a 95.45% level of confidence, using the coefficients ofTable 2.

ρwater ¼ A5: 1� T þ A1ð Þ2: T þ A2ð Þ
A3: T þ A4ð Þ

" #
(7)

2.3 Speed of sound in water

The speed of sound in distilled water (cwater), in m/s, was measured by NIST [6]
at nearly atmospheric pressures, with an uncertainty (95.45%) of 0.05 m/s, and
modeled as a function of temperature (T), in °C, by the Eq. (8) using the coefficients
of Table 1.

cwater ¼
X5
i¼0

Ai Ti (8)
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The speed of sound (cwater) in salt water has been measured and correlated by
different authors to temperature (0–40°C), salinity (0 to 4.2%), and pressure or water
depth (0 to 1000 bar). The available equations are classified as (a) Simple, Mackenzie
[7] and Coppens [8] and (b) Refined, UNESCO [9], Del Grosso [10] and NPL [11].
The speed of sound was calculated by those equations, reduced to the polynomial
representation by Eq. (8) for zero salinity and atmospheric pressure, and compared to
those obtained for distilled water, NIST [6] and for tap water, measured in this
research with a root mean square dispersion of 1.58 m/s (95.45% level of confidence).
Due to a restricted range of validity of some equations for salinity, only two equations
were chosen for comparison, UNESCO [9] and NPL [11]. Table 1 shows the coeffi-
cients to be used in Eq. (8).

Figure 1 shows the variation of the speed of sound in water with temperature for
different equations, using in Eq. (8) the coefficients of Table 1. The 20–30°C tempera-
ture range was chosen because it represents the temperature conditions of the experi-
ments. It can be seen that the NIST equation [6], for distilled water, calculates the
largest values. The smallest values are calculated for tap water (this research), resulting
in a systematic error in the 2.3 to 4.3 m/s range (0.16 to 0.29% range). The UNESCO
equation [9] and NPL equation [11] calculate similar values, which lie in between the
two first ones. Considering that the standard deviation of the speed of sound measure-
ment during the experiments is in the 0.16 to 0.21 m/s, it can be concluded that the
difference is not due to meter repeatability, but possibly to the fact that the tap water
does not have the same properties of the distilled water, or there is a systematic error.

The speed of sound in water was measured by a two acoustic path non-intrusive
type (clamp on) ultrasonic meter and by an eight acoustic path intrusive type (spool)
ultrasonic meter. The measurement reliability was verified by varying the flow rate,
the acoustic path inclination angle, and the velocity profile development. As expected,
the difference was within the uncertainty of measurement, because of the fact that the
speed of sound is a fluid property and is not influenced by the flow pattern.

During the tests for the clamp on type meter, the temperature varied in the
(23.3 � 1.1)°C range. The average speed of sound was 1487.3 m/s. According to the
calculated values by Eq. (8) and Table 1, the speed of sound would be 1492.0 m/s for
the UNESCO and NPL equations, 1490.3 m/s for tap water, and 1493.2 m/s for the
NIST equation. All values were inside the interval about the calculated value for tap
water (1490.3 � 3.0) m/s.

During the tests for the spool type meter, the temperature varied in the
(23.3 � 1.5)°C range. The average speed of sound was 1490.8 m/s range. According to
the calculated values by Eq. (8) and Table 1, the speed of sound would be 1492.0 m/s

Coefficients UNESCO NPL Tap water NIST

A0 1402.388 1402.5 1407.479 1402.736

A1 5.0383 5 4.33597 5.03358

A2 �5.8109E-02 �5.44E-02 �3.467E-02 �5.79506E-02

A3 3.3432E-04 2.1E-04 3.31636E-04

A4 �1.47797E-06 �1.45262E-06

A5 3.1419E-09 3.0449E-09

Table 1.
Coefficients for calculating the speed of sound in water by Eq. (8).
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for the UNESCO and NPL equations, 1490.3 m/s for tap water, and 1493.2 m/s for the
NIST equation. All values were inside the interval about the calculated value for tap
water (1490.3 � 2.9) m/s.

Due to the fact that no information was available for the tap water composition
used in the experiments of this research, the interval (1490.3 � 3.0) m/s, about the
mean measured value by the clamp on type meter, obtained by curve fitting the
experimental data of this research with temperature, Eq. (8), is considered to be the
upper limit of the uncertainty interval, that is, 0.20% of the measured speed of sound
by the clamp on type ultrasonic meter (Table 1).

Figure 1.
Speed of sound in water for different equations in the 20–30°C range.

A1 A2 A3 A4 A5

�3.983035 301.797 522528.9 69.34881 999.974950

Table 2.
Coefficients for calculating water density by Eq. (7).

Oil type ρmin ρmax Ko K1 K2

kg/m3 kg/m3 oF�1 oF�1 oF�1

Crude 610.6 1163.5 341.0957 0.00000 0.0000

Fuel 838.3127 1163.5 103.8720 0.27010 0.0000

Jet Fuel 787.5195 838.3127 330.3010 0.00000 0.0000

Transition 770.3520 787.5195 1489.0670 0.00000 �0.0018684

Gasoline 610.6 770.3520 192.4571 0.24380 0.0000

Lubricating 800.9 1163.5 0.0000 0.34878 0.0000

Table 3.
Coefficients for calculating α60 by Eq. (9).
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2.4 Oil density

The API methodology [12] calculates the oil density at temperature (T) and
pressure (P) from a measured value at other conditions, to within 0.25%, up to 200°F
(93.33°C). The following parameters are used in Eqs. (9)–(13), Tables 3 and 4.

• ρoil (kg/m
3) oil density

• T (°F) oil temperature

• P (psi) oil pressure

• α60 (°F�1) oil expansion coefficient at 60°F

• ρ60 (kg/m3) oil density at 60°F and atmospheric pressure

• CTL density correction from 60°F to T

• CPL density correction from atmospheric pressure to P

The API methodology was utilized to produce, iteratively, diesel fuel density
values in the 5–35°C range, every 1°C, from a initially measured value of 856.12 kg/m3

at 23.31°C, which was used to calculate α60. The density values were curve fitted,
resulting in Eq. (14) and Table 5, with a curve fitting error smaller than 0.001 kg/m3.

α60 ¼ K0

ρ260
þ K1

ρ60
þ K2 (9)

CTL ¼ EXP �α60: T � 60ð Þ: 1þ 0:8:α60: T � 60ð Þ½ �f g (10)

Fp ¼ EXP Aþ B:T þ CþD:T
ρ260

� �
(11)

CPL ¼ 1
1� Fp: P� PEð Þ=100000 (12)

ρoil ¼ CTL:CPL:ρ60 (13)

A B C D PE

°F¯1 (kg/m3)2 (kg/m3)2.°F¯1 psi

�19.947 0.00013427 793.920 2326 0

Table 4.
Coefficients for calculating Fp by Eq. (11).

A0 A1 A2

872:481649 �0:697928 �0:000168

Table 5.
Coefficients for calculating oil density by Eq. (14).

72

Topics on Oil and Gas



ρoil ¼
X2
i¼0

Ai Ti (14)

2.5 Speed of sound in oil

The speed of sound in oil can be calculated by the ARCO formula [13], which is a
function of the oil density (kg/m3), calculated by Eq. (15) in API units (Table 6),

API ¼ 141:5
ρoil=999:016

� 131:5 (15)

c ¼ Ka:6894:757=ρoilð Þ½ (16)

Ka ¼ Aþ B:P� C: T þ 459:67ð Þ½ �D:API � E:API2 þ F: T þ 459:67ð Þ:API (17)

where

• c (m/s) speed of sound

• ρoil (kg/m
3) oil density

• T 0Fð Þ oil temperature

• P psið Þ oil pressure

• Ka psið Þ adiabatic compressibility modulus.

Diesel fuel was used as fluid for the experiments in this research for being readily
available and having its properties well studied. In this research, the speed of sound
velocity in diesel fuel was measured as a function of the temperature between 0 and
35°C. The speed of sound was measured by the clamp on type ultrasonic meter,
resulting in the curve fitted Eq. (18) with the coefficients specified by Table 7, with a
root mean square dispersion of 2.29 m/s (95.45% level of confidence).

cdiesel ¼
X2
i¼0

Ai Ti (18)

A B C D E F

Psi psi psi psi.R�1

1,286,000 13.55 41.220 4530 10.59 3.228

Table 6.
Coefficients for calculating the compressibility modulus by Eq. (17).

A0 A1 A2

1469.2775 �3.1274 �0.01213

Table 7.
Coefficients for calculating the speed of sound in diesel fuel by Eq. (18).
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The speed of sound measurement values in diesel fuel, Eq. (18) and Table 7, was
compared with those obtained by the ARCO methodology [13] utilizing the API
procedure [12] for calculating the diesel fuel density values as a function of tempera-
ture, which is shown in Figure 2. The difference is much larger than the stated
uncertainty of measurement for water (0.2%).

It is assumed that the uncertainty of measurement of the speed of sound in diesel
fuel is the same as in water, considering that the repeatability of the meter for speed of
sound measurement is the same for both fluids.

2.6 Temperature

Water and diesel fuel temperatures were measured by two 100 Ω platinum resis-
tance thermometers (Pt100), calibrated with a 25.5 Ω standard platinum resistance
thermometer (SPTR) in a constant temperature calibration water bath. The Callendar-
Van Dusen equation [14] was utilized to relate the ratio between the measured ther-
mometer resistances at the bath temperature (R) and at 0°C (Ro), and the bath
temperature (T), measured by the standard platinum resistance thermometer with an
overall uncertainty smaller than 0.05°C. The coefficients of Eq. (19) are shown in
Table 8.

R ¼ Ro 1þ A T þ B T2 þ C T3 1� Tð Þ�
(19)

During the calibration, the resistances of the standard platinum resistance (SPTR)
and the two platinum resistance (Pt100) thermometers were measured at T and 0°C.

Figure 2.
Comparisons between the speed of sound measured values and model.

A B C

0.00390802 �580195E-07 �427350E-12

Table 8.
Coefficients for calculating temperature by Eq. (19) [14].
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The temperature was calculated, respectively, by the SPTR and by the Callendar-Van
Dusen equations. The average measured results are shown in Table 9. The difference
between the temperature values is smaller than 0.05°C, which gives an uncertainty of
0.1°C (95.45%), when combining the repeatability of the platinum resistance ther-
mometer (Pt100) with the measurement uncertainty of the standard platinum resis-
tance thermometer (SPTR).

3. Experimental methods and data processing

3.1 Experimental facility

Although less accurate, the proposed method can replace the traditional Karl
Fisher titration method [15], used in commercially available testing instruments, that
requires sampling for laboratory analysis and much time to complete, besides being
labor intensive.

The accurate flow rate measurement by the clamp on type meter requires that the
user inputs data on the wall material and thickness, besides pipeline diameter. The
meter processing software then outputs a value for the speed of sound, based on the
measured propagation transit time and calculated acoustic path length, using a pro-
prietary algorithm. The experimental facility, Figure 3, consists of a 3″ diameter
acrylic tube, with two pairs of piezoelectric sensors mounted on its outer surface to
measure the speed of sound in oil–water mixtures, flowing inside by gravity. Both
internal and external pipe diameters were measured at five positions along each of the
three pipe cross sections, located in a 100-mm-long test section where the sensors
were mounted. All measurements were inside the (80.93 � 0.18) mm range for the
internal diameter (87.45 � 0.18) mm range for the external diameter, and
(3.26 � 0.18) mm range for the wall thickness, which was calculated subtracting the
internal diameter from the external diameter.

A previously measured oil–water mixture, starting from pure diesel fuel condition,
is stored in RESERVOIR 1, being homogenized by a mixer. After the gravity flow
achieves the steady state condition, a clamp on type ultrasonic meter, installed outside
a 3″ diameter acrylic tube, measures the speed of sound, registered by a data acquisi-
tion system every 6 s. The average value and its standard deviation, which includes
both meter measurement characteristics and flow stability, are calculated. The fluid

Pt100 - 1 Pt100 - 2 SPRT

°C °C °C

0.00 0.00 0.00

15.17 15.15 15.15

20.18 20.16 20.17

25.18 25.15 25.17

30.17 30.13 30.16

35.05 35.00 35.04

Table 9.
Comparison between the temperature values indicated by the thermometers.
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that leaves the test section is stored in RESERVOIR 2, to be used in a next run by
adding a measured amount of water to it, thus increasing the water content of the
mixture. For large water content values, diesel fuel is gradually added to the mixture,
which is initially pure water, thus decreasing its water content.

At the beginning of each run, the amount of oil is weighed and stored in RESER-
VOIR 1, where the fluid is completely mixed and homogenized for the speed of sound
measurement in a steady state gravity flow from the same reservoir. At the end of the
run, a weighed amount of water is added to RESERVOIR 2, and the whole amount of
fluid is transferred to RESERVOIR 1 for starting a new run. The water content was
calculated by Eq. (1), with a smaller than 3 m/s uncertainty of measurement, or
0.20%, which is larger than the uncertainty of curve fitting the measured speed
of sound data for diesel fuel (2.29 m/s) and water (1.58 m/s), as a function of
temperature.

3.2 Water content estimated from speed of sound measurement

In every run, the speed of sound in the oil–water mixture was measured, together
with its temperature, used to calculate the diesel fuel density, Eq. (14), and the water
density, Eq. (7). The mixture density then was calculated by Eq. (6). The speed of
sound in diesel fuel was calculated by Eq. (18). The speed of sound in water was
calculated by Eq. (8).

The water content was estimated from speed of sound measurement by Eq. (5) and
compared to the directly measured value in the following water content ranges, (a) 0
to 2.5% (0 to 0.025), (b) 5–20% (0.05 to 0.20), and (c) 80–100% (0.80 to 1.00).

Figure 3.
Experimental facility for measuring speed of sound in oil–water mixtures.
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3.3 Water content estimated by the curve fitted measured values

An attempt was made to reduce the uncertainty propagation of oil and water
properties for estimating the water content. The measured speed of sound in the oil–
water mixture was curve fitted directly as a function of measured temperature and
water content values, by Eq. (20).

c ¼ A1 þ A2:T þ A3:T2� �þ B1 þ B2:T þ B3:T2� �
f (20)

Ai ¼ A1 þ A2:Ti þ A3:T2
i (21)

Bi ¼ B1 þ B2:Ti þ B3:T2
i (22)

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 6

Xn

i¼1
ci � Ai þ Bi f i

� �� �2
r

(23)

The coefficients are calculated by minimizing the root mean square deviation of
the speed of sound (s), Eq. (23), from the curve fitted Eq. (20),

∂s
∂A1

¼ ∂s
∂A2

¼ ∂s
∂A3

¼ 0 (24)

∂s
∂B1

¼ ∂s
∂B2

¼ ∂s
∂B3

¼ 0 (25)

Which results in the following system of linear equations to be solved.

A1:X11 þ A2:X12 þ A3:X13 þ B1:X14 þ B2:X15 þ B3:X16 ¼ Y1 (26)

A1:X21 þ A2:X22 þ A3:X23 þ B1:X24 þ B2:X25 þ B3:X26 ¼ Y2 (27)

A1:X31 þ A2:X32 þ A3:X33 þ B1:X34 þ B2:X35 þ B3:X36 ¼ Y3 (28)

A1:X41 þ A2:X42 þ A3:X43 þ B1:X44 þ B2:X45 þ B3:X46 ¼ Y4 (29)

A1:X51 þ A2:X52 þ A3:X53 þ B1:X54 þ B2:X55 þ B3:X56 ¼ Y5 (30)

A1:X61 þ A2:X62 þ A3:X63 þ B1:X64 þ B2:X65 þ B3:X66 ¼ Y6 (31)

Where p stands for matrix line number, and q stands for matrix column number.

Xpq ¼
Xn
i¼1

f wi :T
z
i (32)

Yp ¼
Xn
i¼1

ci:f i:T
r
i (33)

And the exponents are specified in Table 10.

3.4 Uncertainty of estimating the water content

3.4.1 Measuring mass of diesel fuel and water

In the beginning of each run, a weighed amount of diesel fuel (Mdiesel � Udiesel Þ is
stored in RESERVOIR 1 for speed of sound measurement. Then, the amounts of water
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are gradually added to the fluid (mwater,i � Uwater,i), thus increasing the water content
of the oil–water mixture (f m) in run m, with its uncertainty of measurement (Ufm)
given by Eq. (39),

Mwater,m ¼
Xm
i¼2

mwater,i (34)

Mm ¼ Mdiesel þMwater,m (35)

f m ¼ Mwater,m

Mm
(36)

Uwater,m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm

i¼2
mwater,ið Þ2

q
(37)

Um ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Udieselð Þ2 þ Uwater,mð Þ2

q
(38)

Ufm ¼ f m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Uwater,m

Mwater,m

� �2

þ Um

Mm

� �2
s

(39)

For large water content values, a weighed amount of water (Mwater �UwaterÞ is
stored, in the beginning of each run, in RESERVOIR 1 for speed of sound measure-
ment. Then, the amounts of diesel fuel are gradually added to the fluid
(mdiesel,i �Udiesel,i), thus decreasing the water content of the oil–water mixture (Fm) in
run m, with its uncertainty of measurement (UFm) given, likewise, by Eq. (40),

Ufm ¼ f m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Udiesel,m

Mdiesel,m

� �2

þ Um

Mm

� �2
s

(40)

3.4.2 Curve fitting equation for speed of sound with temperature and water content

Eq. (20) is used to calculate the speed of sound as a function of temperature and
water content, which is physically more plausible. However, the objective of this
research is to estimate the water content from temperature and speed of sound
measurement. The water content in Eq. (20) can be rewritten as a function of (c)
and (T).

f ¼ c� A
B

(41)

p q w z r

1, 2, 3 1, 2, 3 0 p + q - 2 p � 1

1, 2, 3 4, 5, 6 1 p + q - 5 p � 1

4, 5, 6 1, 2, 3 1 p + q - 5 p � 4

4, 5, 6 4, 5, 6 2 p + q - 8 p � 4

Table 10.
Exponents of the variables in Eqs. (32) and (33).
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According to Ref. [16], the uncertainty of estimating the water content (s) by
Eq. (41), considering the propagation of the speed of sound uncertainty (uc) and the
temperature uncertainty (uT), can be expressed by Eq. (42)

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∂f
∂c

uc

� �2

þ ∂f
∂T

uT

� �2
s

(42)

However, additive corrections [16] must be applied to Eq. (41) to take into account
the uncertainty of the water content measurement (uf ), Eq. (39), and the root mean
square deviation of the measured data from the curve fitted equation (ufit), Eq. (44),
that does not represent precisely the physical phenomenon. Thus, the overall uncer-
tainty of estimating the water content (u) becomes

u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2f þ u2fit þ

∂f
∂c

uc

� �2

þ ∂f
∂T

uT

� �2
s

(43)

ufit ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn
i¼1

f i �
ci � Ai

Bi

� �� �2vuut (44)

where Ai and Bi are calculated by Eqs. (21) and (22), respectively. The sensitivity
coefficients are calculated by Eqs. (45) and (46), obtained by differentiating Eq. (41),

∂f
∂T

¼ � 1
B

dA
dT

þ dB
dT

f
� �

¼ � A2 þ 2 A3Tð Þ þ B2 þ 2 B3Tð Þ f
B1 þ B2:T þ B3:T2� � (45)

∂f
∂c

¼ 1
B
¼ 1

B1 þ B2:T þ B3:T2� � (46)

Finally, the uncertainty of measurement of the water content (U) from the speed
of sound and temperature measurements is given by Eq. (47), with a specified level of
confidence for (n�1) degrees of freedom,

U ¼ t u (47)

4. Results and discussion

4.1 Water content from measuring mass of diesel fuel and water

The uncertainty of measuring the water content in the (0.80 to 1) range, Table 11,
is the smallest one, followed by the (0 to 0.025) range, Table 12, and finally the (0.05
to 0.20) range, Table 13. However, the maximum uncertainty is smaller than 0.0025.

Diesel Water Diesel + Water Water Content

Mdiesel,m Udiesel,m Mwater Uwater Mm Um fm Ufm

G G g g g g

32771.8 1.49 147108.7 1.82 179880.5 2.35 0.8178 0.0000147

32771.8 1.49 147108.7 1.82 179880.5 2.35 0.8178 0.0000147
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Diesel Water Diesel + Water Water Content

Mdiesel,m Udiesel,m Mwater Uwater Mm Um fm Ufm

32771.8 1.49 147108.7 1.82 179880.5 2.35 0.8178 0.0000147

32771.8 1.49 147108.7 1.82 179880.5 2.35 0.8178 0.0000147

32771.8 1.49 155160.4 1.88 187932.2 2.40 0.8256 0.0000145

32771.8 1.49 163480.2 1.94 196252.0 2.44 0.8330 0.0000143

32771.8 1.49 171847.0 1.99 204618.8 2.49 0.8398 0.0000141

32771.8 1.49 180166.3 2.05 212938.1 2.53 0.8461 0.0000139

32771.8 1.49 180166.3 2.05 212938.1 2.53 0.8461 0.0000139

32771.8 1.49 180166.3 2.05 212938.1 2.53 0.8461 0.0000139

25855.0 1.41 147108.7 1.82 172963.7 2.30 0.8505 0.0000155

21006.6 1.33 147108.7 1.82 168115.3 2.25 0.8750 0.0000160

16423.8 1.24 147108.7 1.82 163532.5 2.20 0.8996 0.0000165

11944.9 1.15 147108.7 1.82 159053.6 2.15 0.9249 0.0000170

7344.9 1.05 147108.7 1.82 154453.6 2.10 0.9524 0.0000175

4410.0 0.94 147108.7 1.82 151518.7 2.05 0.9709 0.0000178

2941.8 0.81 147108.7 1.82 150050.5 1.99 0.9804 0.0000178

Table 11.
Water content from measured mass of diesel fuel and water, (0.80 to 1) range.

Diesel Water Diesel + Water Water Content

Mdiesel Udiesel Mwater,m Uwater,m Mm Um fm Ufm

G G g g g g

13873.5 1.41 34.8 0.47 13908.3 1.49 0.0025 0.00003

13873.5 1.41 69.7 0.66 13943.2 1.56 0.0050 0.00005

13873.5 1.41 104.8 0.81 13978.3 1.63 0.0075 0.00006

13873.5 1.41 140.0 0.94 14013.5 1.69 0.0100 0.00007

13873.5 1.41 175.5 1.05 14049.0 1.76 0.0125 0.00007

13873.5 1.41 211.2 1.15 14084.7 1.82 0.0150 0.00008

13873.5 1.41 247.2 1.24 14120.7 1.88 0.0175 0.00009

13873.5 1.41 283.1 1.33 14156.6 1.94 0.0200 0.00009

13873.5 1.41 319.3 1.41 14192.8 1.99 0.0225 0.00010

13873.5 1.41 355.7 1.49 14229.2 2.05 0.0250 0.00010

13873.5 1.41 429.0 1.56 14302.5 2.10 0.0300 0.00011

13873.5 1.41 503.2 1.63 14376.7 2.15 0.0350 0.00011

13873.5 1.41 578.0 1.69 14451.5 2.20 0.0400 0.00012

13873.5 1.41 653.7 1.76 14527.2 2.25 0.0450 0.00012

13873.5 1.41 731.1 1.82 14604.6 2.30 0.0501 0.00012

Table 12.
Water content from measured mass of diesel fuel and water, (0 to 0.025) range.
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4.2 Procedure for estimating the water content of diesel fuel-water mixtures

For each of the previously prepared diesel fuel-water mixtures, the measured
water content is indicated by Tables 11–13, together with its uncertainty of
measurement.

A data acquisition system was used to register both temperature and speed of
sound of the diesel fuel-water mixture every 6 s for a time interval between 10 and
20 min. The average value and the standard deviation of the registered data were
calculated.

The standard deviations of the mean temperature and speed of sound values were
calculated as the ratio between the standard deviation of the registered data and the
square root of the number of measurements. The uncertainty of the average value was
calculated by multiplying its standard deviation by the coverage factor.

Two methodologies were used to estimate the water content of the diesel fuel-
water mixture, from the mean speed of sound and temperature measured values in the
mixture.

• Theory. The water content in each run was calculated by Eq. (5). Water and
diesel fuel density values were calculated, respectively, by Eqs. (7) and (14).
Water and diesel fuel speed of sound values were calculated, respectively, by
Eqs. (8) and (18). The mixture density was calculated by Eq. (6).

• Curve fit. The water content in each run was calculated by Eq. (41), using the
mean speed of sound measured value of the mixture, with A and B coefficients
obtained from the curve fitted in Eq. (20).

The water content values calculated by the two methodologies were compared
with the calculated value by mass measurement and indicated by Tables 11–13. The

Diesel Water Diesel + Water Water Content

Mdiesel Udiesel Mwater,m Uwater,m Mm Um fm Ufm

G G g g g g

10082.2 1.49 530.5 1.76 10612.7 2.30 0.0500 0.00017

10082.2 1.49 643.3 1.82 10725.5 2.35 0.0600 0.00017

10082.2 1.49 758.6 1.88 10840.8 2.40 0.0700 0.00017

10082.2 1.49 876.4 1.94 10958.6 2.44 0.0800 0.00018

10082.2 1.49 997.0 1.99 11079.2 2.49 0.0900 0.00018

10082.2 1.49 1120.3 2.05 11202.5 2.53 0.1000 0.00018

10082.2 1.49 1374.2 2.10 11456.4 2.57 0.1200 0.00019

10082.2 1.49 1641.2 2.15 11723.4 2.62 0.1400 0.00019

10082.2 1.49 1919.7 2.20 12001.9 2.66 0.1599 0.00019

10082.2 1.49 2213.4 2.25 12295.6 2.70 0.1800 0.00019

10082.2 1.49 2520.6 2.30 12602.8 2.74 0.2000 0.00019

Table 13.
Water content from measured mass of diesel fuel and water, (0.05 to 0.20) range.
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prediction error can be defined as the difference between the estimated value by each
methodology and the calculated value by mass measurement, which is, in principle,
the more accurate value.

At this point, it is important to observe that the calibration results are valid for
estimating the measure and if both calibration and measurement conditions are simi-
lar. In principle, if the standard deviation of the water content is determined from
calibration, the number of measurements will determine the uncertainty of estimating
its average value.

In this calibration, a large number of measurements, registered by the data acqui-
sition system, were made to minimize the influence of the meter repeatability on the
results. This procedure can be considered a calibration of a meter for estimating the
water content by the speed of sound and temperature measurements, in comparison
with a known value of the water content, as determined from mass measurement with
very low uncertainty. That is why the systematic error of the speed of sound mea-
surement was not taken into account. Low uncertainties of measurement require
individual meter calibration.

4.3 Curve fit methodology

An equation relating water content with speed of sound and temperature can be
obtained by curve fitting the measured values of speed of sound and temperature with
the water content value calculated from mass measurement. The coefficients of
Eq. (20) are shown in Table 14 for each water content range.

4.4 Comparison between theory and curve fit methodologies

Figures 4–6 show that the utilization of the theory, Eq. (5), for estimating the
water content, leads to a large prediction error (< 0.014) in comparison with the
value obtained by mass measurement, because of the propagation of the uncertainties
of density and speed of sound values in diesel fuel and water. The advantage of using
the curve fit methodology, relating directly the water content to the measured tem-
perature and speed of sound of the mixture, is to avoid this propagation, thus reducing
the uncertainty. Figures 4 and 5 show that the prediction error is smaller than 0.002.
This procedure can be interpreted as the calibration of the measuring system for water
content measurement.

Coefficients Water Content Range

0.000 to 0.025 0.050 to 0.200 0.800 to 1.000

A1 1604.091911 �3023.601563 �79270.875

A2 �13.44185019 360.652832 6442.71875

A3 0.18571924 �7.370956421 �128.722168

B1 �15240.68262 27805.875 98135.25

B2 1206.426758 �2238.5 �7834.984375

B3 �23.64991617 45.15942383 156.6083984

Table 14.
Coefficients of Eq. (20) for each water content range.
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4.5 Uncertainty of measuring the water content by the curve fit methodology

Eq. (43) was used to estimate the uncertainty of water content measurement in
different ranges.

Figure 4.
Water content prediction errors for two methodologies, (0 to 0.025) range.

Figure 5.
Water content prediction errors for two methodologies, (0.05 to 0.20) range.
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Table 15 shows that the uncertainty of water content measurement, in the (0 to
0.025) range, is less 0.0025 (0.25%), well inside the accepted limit for fiscal
measurement (< 1%).

Figure 6.
Water content prediction errors for two methodologies, (0.80 to 1) range.

F uf ufit uT ∂f=∂T uc ∂f=∂c U

0.0000 0.000017 0.0009 0.00845 0.0271 0.0329 0.0069 0.0020

0.0000 0.000017 0.0009 0.00366 0.0272 0.0130 0.0072 0.0019

0.0025 0.000017 0.0009 0.00365 0.0286 0.0126 0.0076 0.0019

0.0025 0.000024 0.0009 0.00034 0.0292 0.0065 0.0078 0.0019

0.0050 0.000029 0.0009 0.00284 0.0310 0.0148 0.0081 0.0019

0.0050 0.000034 0.0009 0.00328 0.0277 0.0140 0.0071 0.0019

0.0075 0.000037 0.0009 0.00157 0.0297 0.0061 0.0075 0.0019

0.0100 0.000041 0.0009 0.01349 0.0369 0.0544 0.0096 0.0025

0.0125 0.000044 0.0009 0.00595 0.0285 0.0186 0.0070 0.0019

0.0150 0.000047 0.0009 0.01331 0.0294 0.0548 0.0080 0.0023

0.0175 0.000050 0.0009 0.00375 0.0301 0.0114 0.0072 0.0019

0.0200 0.000052 0.0009 0.00086 0.0268 0.0090 0.0075 0.0019

0.0225 0.000055 0.0009 0.00088 0.0267 0.0078 0.0080 0.0019

0.0250 0.000057 0.0009 0.00086 0.0262 0.0066 0.0084 0.0019

Table 15.
Uncertainty of water content measurement, (0 to 0.025) range.
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Table 16 shows that the uncertainty of water content measurement, in the (0.05 to
0.20) range, is less than 0.005 (0.50%).

Table 17 shows that the uncertainty of water content measurement, in the
(0.80 to 1) range, is less than 0.020 (2%). It can be seen that the curve fit in this
range is much worse than in other ranges. The probable reason is that the
experimental data were taken in a forced flow loop, less stable than the gravity flow
loop used for other ranges.

F uf ufit uT ∂f=∂T uc ∂f=∂c U

0.050 0.000022 0.0013 0.0003 0.1105 0.0398 0.0143 0.0032

0.060 0.000031 0.0013 0.0004 0.0320 0.0549 0.0145 0.0035

0.070 0.000038 0.0013 0.0003 0.0299 0.0610 0.0142 0.0036

0.080 0.000043 0.0013 0.0003 0.0203 0.0564 0.0135 0.0034

0.090 0.000048 0.0013 0.0003 0.0197 0.0573 0.0131 0.0034

0.100 0.000052 0.0013 0.0001 0.0482 0.0403 0.0146 0.0032

0.120 0.000055 0.0013 0.0001 0.0736 0.0629 0.0152 0.0037

0.140 0.000058 0.0013 0.0001 0.0728 0.0646 0.0151 0.0037

0.160 0.000060 0.0013 0.0002 0.0718 0.0843 0.0151 0.0041

0.180 0.000062 0.0013 0.0001 0.0701 0.0854 0.0151 0.0042

0.200 0.000064 0.0013 0.0002 0.0670 0.0531 0.0151 0.0035

Table 16.
Uncertainty of water content measurement, (0.05 to 0.20) range.

F uf ufit uT ∂f=∂T uc ∂f=∂c U

0.818 0.000007 0.0081 0.0007 �0.0204 0.137 0.0071 0.018

0.826 0.000007 0.0081 0.0011 �0.0116 0.092 0.0063 0.018

0.833 0.000007 0.0081 0.0004 �0.0201 0.121 0.0071 0.018

0.840 0.000007 0.0081 0.0004 �0.0226 0.098 0.0071 0.018

0.846 0.000007 0.0081 0.0003 �0.0272 0.102 0.0070 0.018

0.851 0.000008 0.0081 0.0006 �0.0273 0.168 0.0070 0.018

0.875 0.000008 0.0081 0.0006 �0.0339 0.215 0.0070 0.018

0.900 0.000008 0.0081 0.0007 �0.0359 0.289 0.0070 0.018

0.925 0.000008 0.0081 0.0005 �0.0329 0.393 0.0071 0.019

0.952 0.000009 0.0081 0.0001 �0.0401 0.477 0.0071 0.019

0.971 0.000009 0.0081 0.0013 �0.0668 0.254 0.0069 0.018

0.980 0.000009 0.0081 0.0010 �0.0928 0.356 0.0068 0.019

0.990 0.000009 0.0081 0.0008 �0.1093 0.198 0.0066 0.018

0.995 0.000009 0.0081 0.0009 �0.1324 0.335 0.0064 0.018

Table 17.
Uncertainty of water content measurement, (0.80 to 1) range.
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Tables 15–17 show that the root mean square deviation of the measured data from
the curve fitted equation (ufit), Eq. (44), is the largest contribution to the uncertainty
of estimating the water content of oil–water mixtures, which can be reduced by
utilizing other curve fit equations. Also, a reduction of the uncertainty value by a
factor of

ffiffiffi
n

p
can be obtained by replicating the number n of measurement sets.

5. Critical analysis of the methodology

An 8-acoustic path spool type ultrasonic flow meter measures directly the flow rate
with an uncertainty that is compatible to what is required for fiscal measurement.
Replacing a section of the pipeline by the dimensionally controlled spool, flow rate
and speed of sound values can be measured with good repeatability. The meter
piezoelectric sensors are in direct contact with the flowing fluid in the pipeline, and
the meter is kept fixed during operation, thus preserving its measuring performance
for a long time after the initial calibration.

The clamp on type ultrasonic flow meter is mounted on the outer surface of the
pipeline and can be placed anywhere along it, thus being a convenient flow control
tool. However, its uncertainty of measurement is worse, mainly due the fact that it is
difficult to repeat the same mounting conditions, which suggests that it must remain
fixed after an in situ calibration, for its preservation. The piezoelectric sensors are not
in direct contact with the fluid, and the acoustic wave is propagated through the pipe
wall before reaching the fluid. Its propagation velocity depends on the wall material.
Furthermore, the propagation velocity through the air gap between the sensors and
the pipe wall must be considered to reduce the uncertainty of speed of sound mea-
surement in the flowing fluid inside the pipe.

The error of the speed of sound measurement of the flowing fluid inside the
pipeline was estimated by calculating the acoustic wave propagation transit times (T)
through the air gap, pipe wall, and fluid. The clamp on type meter was operated in the
reflection mode, which means that the sound wave emitted by one sensor is reflected
by the pipe wall in the opposite side, reaching its pair mounted on the same side. As a
consequence, the path length (L) is doubled, thus reducing the uncertainty of speed of
sound measurement. Considering a θ = 45° inclination angle of the acoustic wave, the
path length can be calculated by Eq. (48). The transit time (T) is calculated by
Eq. (49), from the speed of sound (c)

L ¼ 2 x= cos θð Þ (48)

T ¼ L=c (49)

Table 18 shows the average values of the speed of sound in pipe wall materials
(acrylic and steel), two flowing fluids (water and diesel), and air (gap), used to
estimate the transit time of the acoustic wave propagation.

Speed of Sound (m/s)

WATER DIESEL AIR ACRYLIC STEEL

1480 1530 340 1430 5900

Table 18.
Speed of sound in materials for flow rate measurement.
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Table 19 shows the pipe dimensions, estimated air gap thickness, and the acoustic
path length through flowing fluids, pipe wall, and air gap, calculated by Eq. (48).

Table 20 shows the transit time, calculated by Eq. (49), for the acoustic wave
propagation through the flowing fluid, pipe wall, and air gap. Due to the fact that the
average flowing fluid speed of sound is calculated as the ratio between the total path
length and the total transit time, and the contribution to its error is a function of the
transit time through the pipe wall and air gap, unless it is taken into account, as the
meter manufacturer usually does. It can be observed that for steel pipelines, the
measurement error for measuring the fluid speed of sound is much smaller than for
the acrylic pipe of these experiments. That is why the material properties do not need
to be known precisely for correction by the meter software. However, the sensor
mounting on the outer surface of the pipe needs to be done with care, to improve the
repeatability of the speed of sound measurement, because the software does not make
any correction.

The mounting repeatability conditions of the clamp on type meter on the pipe wall
are probably responsible for the largest spread of the speed of sound measurements,
suggesting that the meter calibration must be verified in situ with a fluid with known
properties and remained fixed there on.

It has been theoretically shown that the water content of oil–water mixtures can be
calculated from temperature and speed of sound measurements. However, the uncer-
tainty propagation of both density and speed of sound for both pure oil and water as a
function of temperature results in higher uncertainty values for estimating the water
content of the mixture. This problem can be solved by curve fitting directly the water
content as a function of the temperature and speed of sound. Another problem to be
solved is the traceability of the speed of sound measurement, which is not provided by
the ultrasonic meter manufacturers and can be expensive for the user. It was shown in
this research that this curve fitting procedure can in fact be considered as a meter
calibration, comparing its indicated speed of sound with a traceable water content and
temperature, even if the speed of sound value is not known precisely. The problem of

Dimensions (mm) Path Length (mm)

Diameter 80.93 228.90

Wall Thickness 3.26 9.22

Air Gap 0.2 0.57

Table 19.
Dimensions and acoustic path length.

Path Length Transit Time (μs)

Water Diesel

Acrylic Steel Acrylic Steel

Diameter 154.7 154.7 169.6 169.6

Wall 6.4 1.6 6.4 1.6

Air Gap 1.7 1.7 1.7 1.7

Table 20.
Transit time (μs) for different wall materials and flowing fluids.
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this approach is that each meter must be individually calibrated, like fiscal measure-
ment flow meters. The objective of this research is to use the measured speed of sound
by the already installed ultrasonic flow meter to continuously estimate and monitor
the water content of the mixture. When a spool-type intrusive flow meter is used, the
installation effects remain fixed. The meter needs calibration for water content mea-
surement only when the flowing oil is changed in the pipeline. It is suggested that a
methodology is developed to use fluids with known properties for in situ calibration.
For example, the existing facilities for proving fiscal flow meters in the field could be
used to sample the oil–water mixture and measure its speed of sound in a range
covered by adding water to it. For a clamp on type non-intrusive flow meter, the
mounting effects may vary according to its position and mounting conditions. It is
suggested that they can minimized by keeping it fixed in a chosen position, with
frequent in situ verifications, after its calibration in a laboratory, under controlled
measurement conditions, which is needed whenever the flowing fluid changes. The
advantage of this procedure is that it compensates for meter input inaccuracies of
dimensions and material properties. In this research, the speed of sound was measured
under different flow conditions, including flow rate values and velocity profiles,
showing, as the theory indicates, that they have small influence on the accuracy of its
measurement. Therefore, the speed of sound can be measured at both static conditions
and at any flow velocity, whichever is more convenient. The fluctuation of the speed
of sound measurement by the flow meter is due to meter characteristics and to the
fluctuating fluid properties. If the flow meter operates under allowable transient
conditions, the spread of measurement can be minimized by considering its average
value by a data acquisition system, thus minimizing the uncertainty of water content
determination. A larger number of measurements may be necessary when the fluctu-
ation increases.

6. Conclusions

A methodology has been developed to calculate the water content of an oil–water
mixture from temperature and speed of sound measurements, using previously mea-
sured pure water and pure oil properties as a function of temperature. The propaga-
tion of the uncertainties in the determination of the properties is reduced by curve
fitting directly the measured values of water–oil mixture speed of sound as a function
of temperature and water content. An uncertainty value smaller than 0.0025 (95.45%)
was obtained in the range of interest to fiscal measurement (< 0.01). The measure-
ment system is calibrated by relating the meter indicated speed of sound to traceable
values of temperature and water content of previously prepared mixtures. The system
is able to continuously measure and monitor the water content of an oil–water mix-
ture. For increasing the reliability of the results, it is suggested that a methodology be
developed to calibrate in situ the meter when the flowing oil changes and to verify the
meter calibration frequently.
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Chapter 5

Perspective Chapter: Geothermics 
and Thermogenesis in Gas 
Reservoirs
Yasir Ali and Yasir Yousif

Abstract

Studies on terrestrial heat flow, particularly in oil and gas reservoir systems, 
have gained substantial attention. While the traditional focus was on igneous and 
metamorphic activities, this chapter focuses on geothermics and thermogenesis in gas 
reservoirs, emphasizing the fundamental concepts of heat and temperature, subsur-
face conditions related to heat, and responses of reservoir materials to temperature 
changes. Geothermics, at its core, explores the source and destiny of terrestrial heat, 
with “geo-” denoting the Earth and “thermos” signifying heat. It is the study of heat 
transport and thermal conditions in the Earth’s interior. In practical terms, geother-
mics extends to the assessment of geothermal resources, examining heat distribution 
in the Earth’s outer layers and the potential for heat extraction. Moreover, this science 
has evolved into an applied field, with geothermal energy being a notable applica-
tion that harnesses the Earth’s heat. In this context, “thermogenesis” encompasses all 
physical and chemical reactions in the reservoir, including gas generation, thermal 
gas cracking, and mineral alteration. In essence, this chapter delves into the intricate 
dynamics of heat and temperature within gas reservoirs, providing valuable insights 
into geothermics and thermogenesis, and their significance in the energy industry.

Keywords: earth’s heat, heat flow, oil and gas reservoir, geothermic, thermogenesis, 
thermal gas cracking

1. Introduction

Since its early formation, the earth planet has evolved thermally, and is layered 
according to density. Earth is subjected to both internal and external source of heat, 
from the sun and from subsurface. Other source of heat on earth is the heat that origi-
nates from the subsurface, which is known later as the ground heat, which is quite 
important for life on earth, as well as for the earth itself. Volcanoes and seismic activ-
ity are induced by such ground heat. Formation of the rocks that form the lithosphere 
would not have resulted without the interaction between earth matter and earth 
temperature [1]. One important effect of heat is that the landscape and earth mor-
phology depend to a large extent on internal as well as external heat or thermal stress. 
In the case of the former, the physical weathering process that acts on reshaping the 
earth surface is induced by earth temperature as expansion and contraction processes 
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are solely temperature-controlled. Indirectly, temperature effect physical weather-
ing (abrasion process) and deposition (eolian deposits) through wind motivation 
as wind—the second factor in physical weathering—is influenced by temperature 
differences from one region to another. Even chemical weathering potential in rocks 
is enhanced by temperature through the catalyzation of the reaction rate, as well as 
providing extra surfaces for chemical reactions on rock. An account of the possible 
temperature-induced geomorphic changes in the land surfaces is given in [2].

2. Heat flow and geothermal gradient

The difference between heat and temperature is almost well-established for every-
body. Heat is the vital source of energy, while temperature is the measure of the status 
of bodies in terms of how cold or hot are they. Therefore, units used for temperature 
are those of energy (Joule, calorie, … etc.), and for temperature numerical units such as 
Celsius, Fahrenheit, and Kelvin degrees are applied. The main source of heat on earth’s 
surface is the Sun, through its radiation which is known as solar radiation. The surface of 
the earth is subjected to solar radiation during the daytime, and this radiation is lost at 
night in a continuous reversible process. Another characteristic of such radiation is that 
it varies over almost all time scales, from daily, through monthly, annually, to century. 
Spectral composition of this radiation showed that the solar radiation “falls into visible 
short-wave part of the spectrum, while the other half is mostly in the near-infrared part 
with a small part” [3]. As geothermal gradient describes the variation in earth’s tempera-
ture with depth, different formulas have been used to find temperature at any depth 
based on the gradient/slope. The most famous formula for finding out temperature at any 
depth is by adding the surface temperature (or sea bottom temperature in case of offshore 
temperature) to the required depth multiplied by the geothermal gradient at that region. 
An example of geothermal gradient is shown in Figure 1, at a depth of up to 5 km.

The internal heat of the earth has been observed a long time ago and evidenced 
by the occurrence of volcanic phenomenon [4]. The internal heat is inferred also by 
the observation of elevated temperature with depth that is associated with subsurface 

Figure 1. 
Shallow geothermal gradient for five different regions. Note variations in surface heat flow based on variations in 
different geothermal gradients for each region.
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drilling for underground mining operations. In such a case, temperature of these 
tunnels and mines becomes a major problem, which requires the ventilation of the 
subsurface environment. Trials to understanding this temperature go back to the 
eighteenth century, when [5] started some discussions on that matter. One important 
quote of his discussion was reported “because of my being particularly subject to the 
offended by anything that hinders, full freedom of respiration, I was not solicitous 
to •oe down into the deep mines”; he, therefore, collected information “(by diligent. 
inquiry purposely made) from the credible relations of several eye-witnessed suffer-
ing in nation, and for the most part unacquainted with each oilier.”

However, one cannot talk about the source of earth’s heat without talking about the 
origin of the earth. The most acceptable theory on the formation of the planet state 
that the earth’s matter is condensed by the gravitational force. The earth has become 
differentiated into different compositional zone-based density, that is, heavy materials 
sank down to the mantle and lighter materials to the surface forming the earth’s crust.

Heat of the earth, which can be classified as external heat and internal is acquired 
by two means. The exterior heat is acquired during the separation of the earth as young 
planet, where commits and other floating bodies in the atmosphere hit the earth’s sur-
face. The major source of the earth’s interior heat is the decay of radioactive minerals [6].

The earth’s center is believed to have a temperature of around 6000 C, while the 
mantle typically ranging from about 1000°C to 3700°C, while the Earth’s crust has 
lower temperatures, ranging from around −40°C to 1000°C, with the highest tem-
peratures in areas with active volcanic activity [7]. Heat or geothermal zonation of the 
earth is similar to the rock/lithological zonation (Figure 2).

The origin of the interior heat is attributed to two main processes that occur inside 
the earth, namely: radioactivity and earth cooling. Radioactivity contributes 80% 
of the earth’s heat, and heat normally originates as a result of nuclear transforma-
tions of radioactive minerals. Radiogenic heat is basically created by the decay of the 

Figure 2. 
Geothermal zonation of the earth. Note that the highest temperature is the core (~6000°c) and decreases outward.
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three minerals, namely: potassium, thorium, and uranium (K, Th, and U), which 
accounts for an estimated 30–40% of heat loss through four continents [8–11]. The 
most famous transformation is that one in which uranium 238 U converts into lead. 
Radioactive minerals are generally associated with igneous rocks, particularly granitic 
rocks. Cooling contributes 20% of the earth’s interior heat. Radiogenic heat flow 
is useful in the study of metamorphic rocks and have been applied in the Chinese 
metamorphic belts. The mean heat production was found to be 0.76 μW m − 3) which 
is estimated to contribute 24 mW m − 2 to the surface heat flow [12].

Heat production and transport in the earth are illustrated in Figure 3 for each 
earth zone. Heat production from radiogenic activity appeared to characterize the 

Figure 3. 
Geothermal sources of the earth: A: Heat sources of the earth and heat transport in the earth with respect to 
different parts of the earth, and b: earth’s heat flow from inside to the surface. The color scale (in watts) shows the 
distribution from the minimal of 23–45 mW/m2 (dark blue) to the maximal flux 150–450 mW/m2 *reddish).
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core and lithosphere. Heat due to cooling is referred to as to grow from the solidifica-
tion of the outer core. Vertical heat transport is shown to be dominant, with minor 
lateral heat transport. Small portion of the heat generated at the top of the lithosphere 
is reflected and transferred inward.

As known from fundamental physics, heat is conducted via three modes; namely: 
radiation, conduction, and convection. In the earth’s subsurface, heat moves from 
the center of the earth outwards through the sedimentary crust into the ocean or 
atmosphere, where it is lost as radiant energy. The subsurface temperature distribu-
tion is influenced by conductive heat transport [13]. Convection, the most important 
in heat conduction is defined as the process of heat conduction through fluids. The 
general concept of convection is the movement of material when heated and den-
sity lost. The best demonstration for this phenomenon is a comparison an analogy 
between mantle convection and soup pot, where the content of the soup convects 
and rises upon heating (Figure 4) [14].

3. Thermal properties of rocks

Several recent applications depend on temperature basically induced by thermal 
properties of rocks; these include high-temperature applications, such as maturation 
of organic matter for oil generation, oil migration, and enhanced thermal oil recov-
ery, where combustion or hot fluids and steam are injected to the subsurface, geo-
thermal reservoirs, nuclear waste disposal and storage, and groundwater heat storage 
where hot fluids might be stored and recovered later. On the other hand, there are 
some processes that are considered low-temperature, such as Perma frost, in the cold 
regions at low depths, however, these are considered out of the scope of this book. 
For many constructions, such as underground mines, knowledge of the geothermal 
gradient is mandatory for the mine design.

There are several thermal properties that are normally considered, including 
thermal conductivity, heat capacity, and heat diffusivity. Thermal conductivity 
describes heat flow in steady state flow where no change in temperature with time. 
In transient heat flow, thermal diffusivity describes the heat flow [15]. Only thermal 
conductivity and heat capacity will be discussed in the context of thermal imaging 
heat is conducted from the interior of the earth outward mainly by conduction. 

Figure 4. 
Demonstration of convection, comparison between soup pot and rock mantle: Soup convects when heated from the 
bottom of the pot (after [14].
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Heat capacity will be discussed as the process of storing or releasing heat energy will 
significantly affect the detection of infrared, and hence, the process of resulting 
thermal imagery.

Thermal conductivity (TC) defines how much heat flows in a rock [16–19]. TC is 
a vector quantity, unlike density, it depends on the direction of measurement.TC is 
crucial for the heat flow modeling required for basin thermal history and hydrocar-
bon generation and migration [13]. Quantification and characterization of heat flow 
are done through the coefficient TC, which is considered an intrinsic and important 
petrophysical property.

Thermal conductivity is defined as the capacity of a substance to conduct or 
transmit heat. This is the coefficient (1) in Fourier’s Law of heat conduction:

 = −q  h grad T (V)  

where q = heat flux, watts/m2; grad T = temperature gradient, Klm. The standard 
unit of thermal conductivity is W/m-K. Other units include cakec-cm-“C and Btu/
hr-ft-"F.

Thermal conductivity of rocks depend on thermal conductivity of individual 
minerals constituting that rock. Table 1 gives values of thermal conductivity of some 
common rock-forming minerals; in which quartz is the highest conductive mineral 
and micas are the lowest ones.

4. Heat capacity

Heat capacity is derived from heat content with respect to temperature. Water is 
taken as the standard material with heat capacity of 1.00 cal/g-"C at 15°C (4.184 kJ/
kg-K in SI units), and other substances are compared to that value. Heat capacity is 
measured experimentally using calorimeters. Review of heat capacity of rocks with 
respect to their thermal conductivity, it is clear that there is an inverse relationship 

Thermal conductivity

Mineral W/m-k Btu/ft-hr-F

Quartz 7.70 4.45

Orthoclase 2.32 1.34

Plagioclase 2.15 1.24

Calcite 3.60 2.08

Muscovite 2.21 1.28

Chlorite 4.91 2.84

Hornblende 3.08 1.78

Epidote 2.61 1.15

Sphene 2.34 1.35

Biotite 2.34 1.35

Table 1. 
Thermal of rock-forming minerals after [20].
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between both properties, that is, the higher the thermal conductivity of the rock type, 
the lower its heat capacity. This is simply interpreted as that conductive rocks cannot 
keep heat, however, the range of variation in the heat capacity of rocks is not as wide 
as in thermal conductivity. Table 2 show heat capacity of common sedimentary rock 
types, including siliciclastic rocks (sandstone, siltstone, and shale), and carbonate 
ones. Heat capacity property in reservoirs is important in storing thermal energy by 
injecting fluids and restoring them later when needed.

Heat capacity for different rock types is proved to be of almost similar values with 
no signficat variations, where the range was from 20 to 22. In higher temperatures, 
the range is from 120 to 130 J/g.

5. Thermal diffusivity

Thermal diffusivity describes the heat flux inside a certain volume of the material, 
while the out flux between the rock and surrounding is the thermal conductivity. In 
other words, thermal diffusivity controls the rate at which temperature rises inside a 
uniform block of the material. If, on the other hand, heat capacity reflects the stored 
heat in a volume that causes the rapid increase of its temperature, we can find that 
there is a genetic relation between the three rock properties, where rock thermal 
diffusivity is the ratio of thermal conductivity to heat capacity [21]. The thermal 
diffusivity is demonstrated in Figure 5.

6. Reservoir geothermics

As reservoirs are basically a system of rocks, pore systems, and fluids, the heat 
flow in such systems is complicated and is the resultant of all components of the 
system. This section discusses the subsurface conditions in relation to heat and 
temperature.

Tem (C) 1-Sandstone 2-Sandstone 3-Sandstone 4-Sandstone

Exper. Calc. Exper. Calc. Exper. Calc. Exper. Calc.

127 20.0 19.6 21.3 21.5 21.5 21.9 21.4 21.8

227 42.8 52.5 45.3 45.8 45.7 45.3 45.3 45.1

327 67.3 67.7 71.1 71.4 71.7 72.8 71.3 71.0

427 93.8 93.6 98.6 98.1 99.2 101.0 98.2 98.0

527 120.7 120.0 127.5 126 126.6 130.4 127.7 127.6

5-Siltstone 6-Siltstone 7-Shale 8-Limestone

127 21.7 21.3 21.3 21.8 20.9 22.2 22.1 21.5

227 45.8 46.1 46.3 46.0 44/2 44.0 45.8 46.0

327 71.8 71.2 71.7 71.2 69.6 68.4 72.1 71.0

427 99.8 99.4 99.5 97.8 96.3 96.7 98.3 97.3

527 129.0 130.2 127.4 126.5 144.8 124.4 126.2 125.0

Table 2. 
Calculated and measured heat content of some sedimentary rocks. Values in cal/g; temperature base 298 k.
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7. The subsurface PT conditions

In reservoirs, the subsurface is composed of the rock material as a frame-
work, subsurface fluids, and the acting processes such as overburden pressure 
and temperature. With increasing depth, the pressure, temperature, and salinity 
increase. Many processes are temperature dependant as well as pressure dependant. 
Temperature-dependant processes are affected basically by the pre-mentioned 
thermal properties of reservoir rocks such as thermal conductivity, heat capacity, 
and thermal diffusivity. Such processes include thermal oil recovery, geothermal 
reservoirs,

Formation pressure is defined as that pressure other than hydrostatic pressure 
[22]. Among other factors, including the concentration of salts in formation water, 
subsurface heat is a major factor in increasing formation pressure. The Daltons 
law relates temperature to pressure in pressurized systems. In the subsurface, the 
same law applies where overburden pressure increases with an increase in reservoir 
temperatures. This relationship is shown in the pressure-temperature-density 
diagram Figure 6.

The figure shows that with increasing depth, temperature and overburden pres-
sure increase.

Thermal conductivity of reservoir rocks is measured for dry, solvent-saturated, 
and brine saturated to simulate thermal conductivity of the reservoir system. All 
results showed that TC of brine-saturated sandstone is highest, followed by the 
solvent-saturated, and the lowest value recorded is for the non-saturated ones. This 
agrees with the models that consider TC of rocks as a summation of the individual 
minerals that makeup the rock, and the thermal conductivity of brine is higher 
than solvent, which is higher than air. Within the saturated sandstone samples, TC 
recorded for the medium-grained samples show relatively higher values as compared 
to coarse ones (Figure 7).

Figure 5. 
Demonstration of thermal diffusivity using a block of uniform material.
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In low permeability reservoirs or tight reservoirs, permeability is minimal and 
fluid may be considered as stationary. However, fluids normally flow under different 
mechanisms, of which fluids under thermal conditions are to be considered. One of 
the flow motions is simple convection where fluid moves under temperature/density 
gradient where hot fluids move upward, while the cold one moves down. Another 
effect occurs under high temperature where fluid evaporates and the vapor escapes 
to colder zones where it condenses again. Further details are present in Ref. [18], and 
initial tests and observations on the effect of vapor pressure and partial saturation of 
rocks on thermal conductivity were conducted by Ref. [24].

One of the expected subsurface conditions related to temperature is the rock 
expansion. Study of expansion phenomenon was done for rock forming mineral by 

Figure 6. 
Pressure-temperature-density diagram for water after [23]. Excess pressure is the higher pressure due to the 
temperature increase from T 50 to T 60.



Topics on Oil and Gas

100

Ref. [25]. Where gradual expansion with increasing temperature was found to reach 
up to 2% along the crystal axis. Dry rock expansion was documented by Ref. [26] 
where direct expansion in rocks was reported as in all natural materials. In saturated 
rocks, tedious and intensive experiments have been conducted by Ref. [27] who 
measured experimentally the strain of fluid-saturated rocks using highly sensitive 
equipments. They concluded that thermal stress on saturated rocks under tempera-
ture conditions similar to the subsurface results in the contraction of pore space and 
increase in fluid expansion. Dry rock expansion, and the comparison of dry sand-
stone and saturated sandstone is shown in Figure 8.

8. Reactions and alteration induced by temperature

Temperature results into thermal stress in almost most materials including earth 
materials. The response of rocks to thermal expansion is a reflection of responses of 
the minerals that make up the rock. Mineral alteration by temperature is a well-known 

Figure 7. 
Thermal conductivity of air-saturated, solvent saturated, and brine-saturated sandstones of oil sands (note the 
distribution of the points scattered around the curve for each type, where medium-grained ones mostly above the 
curve, being the highest values for TC.
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Figure 8. 
Thermal expansion of rocks: A: Volumetric thermal expansion of three dry sandstone rocks, and b: Thermal 
expansion of saturated sandstone rocks versus dry ones.
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phenomenon as temperature damages the mineral structure through the differential 
thermal expansion of the minerals. The thermal expansion of minerals varies from 
one mineral to another where the term coefficient of expansion appears. The coef-
ficient of expansion not only varies from one mineral to another, but it also varies 
depending on the crystallographic direction.

In most cases, the effects of temperature are evidenced by an alteration of the 
mechanical properties and rheological behavior of rocks by making fractures similar to 
that of cooling joints in igneous rocks at the surface. The phenomenon of making frac-
tures in reservoir rocks is in favor of thermal fracing of reservoir rocks in enhanced oil 
recovery. However, according to [28], the effect of high overburden pressure inhibits the 
thermal fracking of rocks due to the high weight rocks. Experiments on coalbeds regard-
ing the impact of thermal cracking on the formation of artificial cracks [29] showed that 
thermal cracks formed proportional to thermal stress in terms of crack size. According to 
the above-mentioned two cases, the lightweight of coalbeds might make thermal frock-
ing possible as compared to thermal fracking of siliciclastic reservoir rocks.

Diagenesis is another phenomenon that is significantly affected by temperature. 
In formations under trapped radiogenic heat and high pressures cause diagenesis. Of 
montmorillonite which decomposes into illite. The former contains compositional 
water which is released as released freshwater of crystallization either remains in 
the transformed clay under high pressure because the adjacent sand beds are already 
geopressured or flows to and dilutes normally pressured aquifers.

The effect of heat in decreasing the viscosity of oil, and subsequently in its movement 
and migration, is documented in many literature sources; however, scanning electron 
microscopy techniques were used to demonstrate this effect are shown in Figure 9.

While the mantle typically ranging from about 1000°C to 3700°C, while the 
Earth’s crust has lower temperatures, ranging from around −40°C to 1000°C, with the 
highest temperatures in areas with active volcanic activity [30].

8.1 Occurrence of gas in a gas reservoir

Excluding the secondary occurrence of hydrocarbons in fractured igneous rocks 
[31], all geologists agree that hydrocarbons do not form in igneous or metamorphic 
zones, but are generated and retained in sedimentary rocks [32].

The temperature range of formation of both oil and gas from organic matter is 
called the oil and gas window, respectively. The oil window normally takes place 
between 60 and 120 ~ gas generation occurs between about 120 and 220 ~ above 
which the kerogen has been reduced to inert carbon (Figure 10).

The subject of oil source rocks is covered in far greater depth in the textbooks 
[32, 34]. Oil generation normally takes place between 60 and 1R mineral reactions.

Some mineral reactions are generally catalyzed by temperature where they absorb 
heat. For reversible reactions, absorbed heat is released again and the mineral phase is 
restored [27, 35]. Experiments have been conducted to demonstrate such reactions by 
increasing the temperature to simulate the subsurface reservoir (Table 3).

9. Reservoir thermogenesis

The fact that source rock evolves thermally is well established [34]. Because of 
the fact that hydrocarbons in normal cases migrate upward [32], the source rock is 
subjected to heat flow firstly; and the hydrocarbons migrated from affected shales 
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Figure 9. 
Conventional SEM images of residual oil droplets in the (a) horn river. (B) Eagle ford, and (C) Woodford shales. 
The oil migrated into matrix pores, and microfractures upon heating to 350°C for four days in hydrous pyrolysis 
apparatus (experiments were only run on the Eagle Ford and Woodford formations). The Horn River example, 
which was not heated, demonstrates that hydrocarbons can occur within matrix mineral pores and not be solely 
confined to organopores [30].

Figure 10. 
Photomicrograph of a heat-affected lower Permian Barakar formation shale from Raniganj basin, India, showing 
the development of bireflectance in vitrinite [33].
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to reservoir. The abnormal heat flow is generally a heat plume resulting from intru-
sion. In such cases, hydrocarbon matter volatiles to the reservoir and vitrinite in 
the affected shale reflects birefringence as shown in the photomicrograph by [33]. 
However, maturity of hydrocarbons in a reservoir might not reflect the thermal status 
of the source rock, where immature oils can occur in reservoirs of thermal history, 
and vice versa. For gas formation, gas is formed either by the effect of bacteria, the 
process known as biogenesis, at relatively shallower depth below 550 C [37]; or, at 
higher depths, is formed by the effect of temperature, known as thermogenic gas. 
In unconventional petroleum systems where the source rock is the reservoir itself, 
the thermal effect causes the formation of secondary porosity [38]. Such secondary 
porosity significantly increases the storage capacity of the system.

Geothermal reservoirs represent one of the applications of the responses of reser-
voir fluids to reservoirs geothermic. Geothermal reservoirs provide clean renewable 
energy, [39] and the research in that field are going on for decades [40] according to 
[41] the geothermal system can be defined as a reservoir in a certain area that provides 
the opportunity to extract heat economically. Generally, the geothermal system can 
be divided into three main groups [42, 43]. The first one is the hydrothermal system 
which is formed when heat is transferred from a source by conductivity to porous 
media and the porous fluid within it. Moreover, the hydrothermal system can be classi-
fied into liquid-dominated and vapor-dominated (or dry steam/steam-alone) systems, 
depending on the existence of water or vapor. The second one is the Geopressured-
geothermal system formed when the water is trapped in permeable media (rock) 
surrounded by impermeable or low permeable rock [42]. The last one is the artificial 
geothermal reservoir system called the hot dry rock system (HDR), formed in which 
boreholes are drilled and water is injected into the hot igneous rock [41]. Furthermore, 
the geothermal systems can be classified upon the equilibrium state into static and 
dynamic systems, the static is characterized by contentious recharge and discharge of 
water, while the dynamic is dominated by low or no recharge [42].

In terms of temperature conditions, or reservoir geothermic, geothermal reser-
voirs are classified into low, medium, and high geothermal reservoirs [41, 42, 44, 45]. 
The low-temperature geothermal reservoirs (at temperature less than 90°C) can pro-
vide waters source for industrial use and other uses but are not sufficient for electric-
ity [44]. The intermediate temperature (the temperature is <150°C and ≥ 90°C), and 

Tem range (C) Mineral Heat of reaction cal/g Reaction

25−220 Ca-Montmorellonite 127 Desorption

25−220 Mg-Montmorellonite 135 Desorption

400−625 Mg-illite 64 Decomposition

455−642 Kaolinite 253 Decomposition

455−723 Ca-Montmorellonite 67 Decomposition

573 Quartz 4.82 α- β inversion

700−830 Ca-carbonate 465 Decomposition

790−950 Mg-illite 15 Decomposition

816−908 Ca-Montmorellonite 26 Decomposition

Table 3. 
Heats of reaction for several minerals (after Barshad 1972, [36]).
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the high temperature (the temperature is ≥150°C). More details on the subject matter 
can be found in [46].

10. Thermal fracking

One of the thermal applications of reservoir geothermic also is thermal oil 
recovery [47–50]. In conventional hydrocarbon systems, heat is used in oil recovery 
to enhance the oil recovery by reducing the oil viscosity allowing it easily to flow 
(Reference). The process depends totally on reservoir thermal properties. However, 
in unconventional shale gas and shale oil recovery, heat is used as a fracking agent 
instead of hydraulic fracking which requires injecting a large volume of water [51].

11. Conclusion

The geothermics of reservoir have been studied and investigated where sources of 
terrestrial heat, means of heat transport, and thermal properties of rocks were dis-
cussed in detail and in relation to subsurface conditions such as overburden pressure 
and fluid content. The subsurface heat and subsequent temperature were proven to 
affect the reservoir system and many processes that take place in it. Porosity changes 
by the effect of temperature and similarly, fluid phase changes also. Some minerals 
show alterations and reactions have been described also. The applications of reservoir 
geothermics have also been addressed such as geothermal reservoirs. In conclusion, 
this chapter provides deep insight into the heat regime and temperature in reservoirs 
and, especially, reactions between different subsurface heat and components of 
reservoir systems.
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Chapter 6

Coking
Jafar Ramezanzadeh and Hossein Moradi

Abstract

Currently, conventional oil is used as the main source for the petrochemical
industry. However, conventional oil’s capacity is declining, and that source will prob-
ably be exhausted in the near future. Heavy oil and petroleum residues have become a
suitable alternative source to meet global energy demand. However, heavy oil and oil
residues require many upgrading processes before turning to be valuable products.
Among the various upgrading processes, delayed coking, which is capable of
processing any residue at a low investment cost, garnered tremendous importance.
Petroleum coke is one of the coking products that is divided into three types: shot
coke, sponge coke and needle coke, depending on the feed properties and operating
conditions of the process. Needle coke is used as a valuable product in the production
of graphite electrodes used in electric arc furnace (EAF) for melting scrap metal and
producing steel.

Keywords: heavy oil, petroleum residue, upgrading process, delayed coking, needle
coke, graphite electrodes, electric arc furnace

1. Introduction

The petroleum industry provides most of the world’s energy needs and has been
the world’s most important energy source since the mid-1950s because of its high
energy density, easy transportability and relative abundance [1]. Due to rapid popu-
lation growth, the consumption of fuels, energy, and petrochemical products has
increased sharply [2]. At present, light crude oil reserves are the main source of
energy that meets global energy demand due to high quality and low production costs.
Nevertheless, light crude oil reserves are declining. Such a rapid decline in light crude
oil reserves poses great challenges to meeting the world’s energy needs. Over the past
few decades, renewable, nuclear and bioenergy have been developing rapidly; how-
ever, these resources are costly and insufficient in meeting energy demands, especially
for transportation [3]. Therefore, refineries have to depend increasingly on uncon-
ventional feedstocks such as heavy oils, oil residues, and bitumen to supply the
increasing demand for fuels [1]. The fundamental characteristics of heavy crude oil
are low American Petroleum Institute gravity (API), low economic value, high vis-
cosity, and high asphaltenes content which makes it more difficult to transport and
process than conventional crude oil [4]. This fact leads to an emphasis on the
upgrading of heavy and residual oil. The purpose of upgrading heavy oil and residues
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is to convert feedstock with high boiling point and low H/C ratio to low boiling point
distillate fractions and higher H/C ratio and to eliminate hetero atoms such as sulphur,
nitrogen, and metals to Environmentally acceptable levels. To achieve this goal,
hydrocarbon molecules are exposed to thermal and catalytic cracking reactions during
the upgrading processes [5]. According to the approaches to achieve higher H/C
ratios, upgrading technologies can be divided into carbon rejection and hydrogen
addition processes. Carbon rejection rejects the carbon into carbonaceous product
(coke) to obtain lighter products (with a high H/C ratio) in these processes. On the
other hand, hydrogen addition processes such as hydrocracking involve the reaction
of raw materials with an external source of hydrogen in the presence of a catalyst,
which leads to an overall increase in the H/C ratio [6]. Hydrogen addition processes
have higher quality and yield of desired products. However, these processes require
the participation of hydrogen and catalysts, which leads to higher investment and
operating costs compared to carbon rejection processes. In contrast, carbon rejection
processes are superior to hydrogen addition processes in terms of simplicity and
operating costs, and therefore have many units in the world [7, 8]. Petroleum residues
processing capacity indicates that the major portion (approximately 63 wt.%) of
petroleum residues are upgraded by thermal processes such as visbreaking and
delayed coking [2].

2. Carbon rejection processes

Carbon rejection technologies have been used by refineries since 1913 to upgrade
various hydrocarbon feeds. These technologies include visbreaking, gasification, and
coking processes. visbreaking and coking technologies can be generally applied to all
residual feeds because they are not limited to constraints such as metal content and
coke-forming tendencies as in the case of catalytic processes for upgrading. In a
carbon rejection process, the feeds (larger molecules) are heated under inert atmo-
spheric pressure to fracture them into smaller molecules [2, 9, 10].

2.1 Visbreaking

Visbreaking remains the oldest and least costly of the upgrading option and is only
used in areas where heavy fuel oil is used to generate electricity and fuel ships.
Visbreaking is a process in which residues are slowly cracked to reduce viscosity, and
its main product is fuel oil, which has a dwindling market and provides low margins.
This is a very low conversion process, and 15–20 wt. % residues are converted into
lighter fractions. The yield of gas and gasoline together is generally limited to a
maximum of about 7 wt. % as the cracking reactions are arrested to prevent
asphaltene flocculation. Current interest in visbreaking is in those areas where motor
fuel demand is relatively low. Vacuum residue and atmospheric residue can be used as
feedstock for the visbreaking process [2, 6, 8, 10].

2.2 Gasification

The Texaco Gasification Process (TGP) was developed in the late 1940s. This
process involves the complete cracking of residues into gaseous products, which has
received less attention than other processes. Residual gasification is done at high
temperatures (>1000°C) and synthetic gas (hydrogen and carbon monoxide), carbon
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black, and ash are the major products. It was modified in the 1950s for heavy oil feeds,
in the 1970s for solid feeds such as coal and in the 1980s for petroleum coke. Almost
from the beginning, this process has been attractive for hydrogen production. gasifi-
cation can be used by refineries to produce hydrogen, increase the yield of high-value
products, eliminate the production of high sulphur fuel oil, minimize the environ-
mental effects of refineries (reduce the emission of NOx and SOx pollutants) and
process a wider range of crude oil [2, 9, 11].

2.3 Coking

Coking is a process in which raw materials are thermally decomposed into prod-
ucts with lower boiling points. Different types of coking processes include delayed
coking, fluid coking, and flexicoking. Delayed coking is the most common technology
used in petroleum refineries to produce petroleum coke. More than 90% of petroleum
coke is produced by this process. The main reasons are the relatively low investment
cost and the claims of a better quality of liquid products compared with the fluid or
flexicoking process [12].

2.3.1 Delayed coking

In the delayed coking process, the general goal of such a technology is to maximise
liquid product yield while minimising coke production. The inherent flexibility of the
delayed coking process for handling various feedstocks gives the refinery a promising
solution to the problem of decreasing residual fuel demand and takes advantage of the
attractive economics of upgrading it to more valuable lighter products. A refinery
with a delayed coker is called a ‘zero resid refinery’ that can convert various feed-
stocks to valuable engine fuels while eliminating unsold refinery flows that are envi-
ronmentally unfriendly. Disadvantages of this technology can be the abundant
production of coke, low yield of liquid products, and highly aromatic products which
require post-treatment. Another disadvantage of delayed coking is that it is a more
expensive process than solvent deasphalting. Environmental pollution from coke par-
ticles is also a concern. In this process, 20–30 wt.% coke is also produced as a by-
product. Although coke is accepted as a by-product of coking processes, excessive
coke formation is economically disadvantageous because the value of coke is much
lower than that of distillates. Even considering these disadvantages, delayed coking is
the most frequently preferred process for refiners to residue processing because of the
low investment cost [2, 6, 8–10].

Delayed coking is a severe form of thermal cracking process that operates at low
pressures, without the use of hydrogen and catalysts, and falls in the temperature
range of 450–500°C. Delayed coking is highly efficient in rejecting mineral solids and
metals as well as some organic nitrogen and sulphur in the coke. The name ‘delayed’
derives from the fact that cracking reactions are given enough time (long) to form
coke in coke drums. The first commercial delayed coker was started in 1930 at
Standard Oil’s Whiting refinery [12, 13].

The global trend of processing heavy raw materials in delayed cokers, in order to
obtain maximum yield of liquid products, has led to the production of coke with fuel
grade that contains large amounts of sulphur and metals. Fuel grade coke, once
considered a by-product of waste, is now an important fuel for the cement industry
and electricity generation [6].
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2.3.1.1 Process description of delayed coking

A schematic flow diagram of the delayed coking is shown in Figure 1. The process
includes a fractionator, furnace, two coke drums, and stripper. the feedstock is
charged directly to the fractionator, where it is heated, and the lighter fractions are
removed as middle distillates. The bottom of the fractionator is pumped to the coking
furnace and then heated to the temperature range of 485–500°C. The heated feedstock
(liquid�vapour mixture) enters one of the pairs of coking drums, where the cracking
reactions continue. The energy obtained in the furnace passages is sufficient to per-
form the cracking reaction when the coking drum is filled. In the furnace, steam is
injected to prevent the formation of premature coking. In addition, to prevent the
formation of coke in the furnace, short residence time and high mass velocity in the
furnace are required. Overhead stream in the coking drum; gases, naphtha, middle
distillates and coker heavy gas oil are sent to the fractionator for separation, then
separated and sent to downstream units for post-treatment and coke deposits on the
inner surface. For continuous operation, two coke drums are used; while one is
onstream, the other is decoking. The typical volume of a modern coke drum is about
1000 m3, with a size range of 5–9 meters in diameter and a height range of 20–45
meters. The temperature in the coke drum ranges from 415 to 465°C and the pressure
varies between 2 and 6 bar. Coker heavy gas oil is recycled as a coker feed and
combined with fresh preheated feed and fed to the furnace, or used in other refining
processes such as hydrocracker or gas oil hydrotreater or as a catalytic fluid cracking
feed. The Coke drum is usually onstream about 24 hours before filling with porous
coke. Figure 2 shows a section of a coke drum and shows how coke forms during a
delayed coking operation. The material at the bottom of the coke drum is fully
carbonised, creating a porous structure through which gases and liquids can pass. The
top layer is not fully carbonised until it is exposed to heat for a long time. Some foam
forms on the top of the drum, so foam forming can be prevented by injecting anti-
foam materials (silicone oil) into the coke drums during the last 5 or 6 hours of the
coking cycle. It is important to prevent the carryover of foam into vapour lines. Level

Figure 1.
Flow sheet of delayed coking [modified from 12].
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indicators are useful for detecting the position of liquid or foam in the drum. After
steaming and cooling the coke drum, the coke is removed by drilling and cutting with
high-pressure (up to 340 bar) water jets [6, 12–17].

Decoking operation of the drum (Figure 3) involves the following steps:

1.The coke deposit is cooled with water.

2.One of the heads of the coking drum is removed to make it possible to drilling of
a hole through the deposit centre.

3.A hydraulic cutting machine, which uses multiple high-pressure water jets, is
inserted into the hole and wet coke is removed from the drum [6].

Most cokers were originally designed for a 20- to 24-hour coking cycle. In the late
1980s and early 1990s, the coking cycle time was reduced to 16–20 hours. In the late
1990s, it dropped to 14 hours. A typical time cycle in delayed coking is shown in
Table 1.

Figure 2.
Coke formation in coke drum of a delayed coking unit [6].
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2.3.1.2 Delayed coking process variables

Delayed coking process variables include process operating variables, feedstock
properties and engineering variables. Furnace outlet temperature, coke drum pressure
and recycle ratios are the main operating variables that affect not only the coke yield but
also its properties. Increasing the drum pressure leads to a higher coke yield and a slight
increase in gas yield, because more molecules, even in the gas oil range, contribute to
coke formation by remaining in the liquid phase. It also reduces the sulphur content
of coke. However, refinery economics requires operating at minimal coke formation.

Figure 3.
Steps of decoking operation [14].

Operation Time, h

Coking 24

Decoking 24

Switching drums and steaming out 3

Cooling with water 3

Draining water 2

Hydraulic decoking 5

Reheading and testing 2

Warming up 7

Spare time 2

Total cycle time 48

Table 1.
Time cycle for delayed coking [6, 14].
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As the temperature of the furnace and drum increases, due to the removal of more
volatile matter, the yield of coke reduces and the higher quality and harder coke is
produced. However, it can cause cutting problems during decoking. Lower tempera-
tures produce more coke, but lower quality. Therefore, the temperature at the furnace
outlet must be optimized to form a minimum amount of coke in the furnace coils. To
reduce the formation of coke in furnace coils, steam is injected into the furnace before
the critical decomposition zone. However, the coke produced by steam injection in this
process is more isotropic, that is, of lower quality. The recycle ratio has the same
pressure effect as in delayed coking units, which varies from 1.03 to 1.30. The highest
values are used in commercial units that produce premium coke, while the lowest
values are used in delayed coking units where the goal is to maximise distillate yields. In
addition, reducing the recycle ratio causes low-quality coke because the concentration
of asphaltenes in the reaction mixture is higher [6, 12–17].

Delayed coking units for processing vacuum residues are designed to operate
under operating conditions that maximise liquid distillates yield and minimise coke
production. These operating conditions include lower pressures, higher temperatures,
and a lower recycle ratio. Feedstock variables are characterization factors and
conradson carbon that affect product yields. Engineering variables also affect process
performance, including mode of operation, capacity, and equipment used in coking
and handling equipment. Operating variables have practical constraints that prevent
further changes. Also, the constraints for each will be different with the type of feed
consumed [14]. The effect of operating variables on coke yield and quality is shown in
Table 2.

2.3.1.3 Delayed coking feedstock

The delayed coking process can be applied to all residues in general, as they are not
limited to constraints such as metal, sulphur, and asphaltene content. Heavy residues
such as atmospheric and vacuum residue usually enter the delayed cokers, however,
there are many raw materials that have been used as delayed coker feedstock for
years. These feedstocks include:

1 - Gilsonite.
2 - Lignite pitch.
3 - Crack components (visbroken tar, cycle oil, decant oil or thermal crack tar).
4 - Refinery hazardous wastes.
5 - Deasphalted residues (pitch).
6 - Coal oils.
7 - Used plastic materials (recycling).

Variable Effect on

Coke yield Coke quality

Increase drum pressure Increase Variable

Increase drum temperature Decrease Improve

Increase coker recycle ratio Increase Improve to maximum

Thermal crack recycle Increase Improve

Table 2.
Effect of operating variables on the yield and quality of coke [6].

117

Coking
DOI: http://dx.doi.org/10.5772/intechopen.106190



8 - Topped bitumen.
9 - C3 to C6 asphalt or lube oil extracts [6, 12, 15, 18]

2.3.1.4 Delayed coker yield prediction

In general, the products of the delayed coking process (based on vacuum residue
feed) include gas (approximately 13 wt. %), naphtha (approximately 11 wt. %),
middle distillate (approximately 45 wt. %), and green petroleum coke (approximately
31 wt. %).

The yield of products from delayed coking depends on the feed composition, in
particular the amount of micro carbon residue (MCR) or Conradson carbon residue
(CCR) content. Product yields can be estimated using the correlation based on the
weight percentage of Conredson carbon residue (wt. % CCR) in the vacuum
residue [14].

Gas C�
4

� �
wt:% ¼ 7:8þ 0:144 ∗ wt:%CCRð Þ (1)

Naphtha wt:% ¼ 11:29þ 0:343 ∗ wt:%CCRð Þ (2)

Light Naphtha wt:% ¼ 0:3322 ∗ Naphtha wt%ð Þ (3)

Heavy Naphtha wt:% ¼ 0:6678 ∗ Naphtha wt%ð Þ (4)

Coke wt:% ¼ 1:6 ∗ wt:%CCRð Þ (5)

Gas Oil wt:% ¼ 100� Gas wt:%þNaphtha wt:%þ Coke wt:%ð Þ (6)

Light Cycle Gas Oil wt:% ¼ 0:645 ∗ Gas Oil wt:%ð Þ (7)

Heavy Cycle Gas Oil wt:% ¼ 0:355 ∗ Gas Oil wt:%ð Þ (8)

The gaseous compounds from the delayed coking process typically include meth-
ane, ethane, propane, butane, carbon monoxide, carbon dioxide, hydrogen, nitrogen,
hydrogen sulphide and ammonia, the composition of which depends on the type of
feed and the operating conditions.

2.3.1.5 Types of coke and their properties

Depending on the properties of feedstock and the operating conditions of the
delayed coking process, different types of the coke can be produced. Coke can be
distinguished by its morphology. Typically, coke can be divided into spherical shot
coke (isotropic, amorphous, with almost no pores), sponge coke (semi-isotropic), and
needle coke (anisotropic, regular crystalline structure, containing numerous fine
pores and crystal sizes in the order of 4–7 nm). Either, according to its use, can be
divided to fuel grade coke (cement industry and power generation), anode grade coke
(aluminium production) or electrode grade coke (steel production). The differences
between these types of coke are not always very clear. Due to the heterogeneity within
the coke drum, one coke type may contain certain values of another coke type.
Therefore, sponge coke may contain some shot coke and needle coke may contain
some sponge coke [6, 15, 19]. Types of coke resulting from the delayed coking process
with their optical structure are shown in Figure 4.

Petroleum coke can be in two forms, green petroleum coke and calcined petroleum
coke. Petroleum coke obtained without calcination is called green coke. Coke calcination
is done in a furnace to remove remaining hydrocarbons by heating green coke to about
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1300–1500°C. During calcination, the coke decomposes further, and the carbon to
hydrogen ratio increases from about 20 in green coke to 1000 for calcined coke [18].

Typical properties for different types of coke are shown in Table 3:

2.3.1.5.1 Shot coke

Shot coke comprises dense low porosity spherical clusters with 2–10 mm diame-
ters, frequently present as agglomerates up to the size of basketballs. These large
agglomerates are fragile and can be broken easily; however, the small spheres are very
hard. Shot coke is obtained from petroleum precursors with high resin and asphaltene
and low API gravity, and it is less valuable than sponge coke. High velocities in the
reactor are required to produce shot coke with spherical particles. Given that a very
turbulent condition is required for the formation of shot coke, shot-coke production in
the laboratory is difficult, because surface velocities are very low [14, 19].

2.3.1.5.1.1 Variables affecting shot-coke formation

The variables which impact coke structure are the quality of the feedstock and the
operating variables including pressure, temperature, vapor velocity, and recycle ratio.

Figure 4.
Delayed coke types and optical textures. a: Needle coke, b: sponge coke, c: shot coke [20].

Properties Fuel-grade green coke Anode-grade calcined coke Calcined needle coke

Sulphur (wt. %) 3–7.5 1.7–3.5 <0.5

Ash (wt. %) 0.1–0.3 0.1–0.4 <0.5

Nickel (ppm) — 165–200 7

Vanadium (ppm) 200–400 120–350 —

Volatile matter (wt. %) 14 maximum 0.5 0.5

Bulk density (g/cm3) — 0.87 —

Real density (g/cm3) — 2.05 2.1–2.14

Table 3.
Typical properties for different types of coke [12].
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• Feedstock quality:

Different authors agree that the feedstock properties associated with the produc-
tion of shot coke are asphaltene content and Conradson carbon residue content.
Researchers claim that the tendency to produce shot coke increases when the ratio
between the asphaltene content and the Conradson carbon residue content
approaches 0.5. Moreover, the characterisation of vacuum residues from different
heavy oil sources shows that this ratio (asphaltene content/Conradson carbon con-
tent) is equal to or higher than 0.5; therefore, if the operating conditions are
favourable, the formation of shot coke is likely when these feedstocks are processed.

Another fact that shows that the feedstock quality has an important impact on the
coke structure is the use of decanted oil mixed with vacuum residue. Decanted oil is the
residual product from the fluid catalytic cracking (FCC) process. This hydrocarbon
stream is highly aromatic (more than 70% aromatics) and its incorporation into the coker
with the feedstock (between 15% and 20% of the total feedstock) suppresses shot-coke
formation. This suppressing action can be related to the solubility effect of the aromatics
on the asphaltenes, although, this has not been shown experimentally [6, 14, 19].

• Operating variables

Operating variables refer to the pressure, temperature, vapour velocity, and recy-
cle ratio within the coker.

Pressure: Reduction of the coker pressure favours the formation of shot coke.
Temperature: Higher temperatures favour shot-coke formation, and temperature

change of 5°C or less can either suppress or promote shot-coke formation. In a com-
mercial delayed coking unit, the heater outlet temperature varies between 490 and
500°C. However, scaling down of these units is reached by operating the small-scale
units at lower temperatures, which may vary between 417 and 450°C.

Vapour Velocity: The feedstock flow is not an important variable that affects
product yields in delayed coking technology, but this variable is an important param-
eter for shot-coke formation because it impacts the vapour superficial velocity, which
is thought to give a spherical shape to shot-coke particles. The vapour superficial
velocities in commercial delayed coking units are between 0.12 and 0.21 m/s. These
vapour velocities are so high that they are not achieved in laboratory-scale units.

Recycle Ratio: It is calculated with the following expression:

RR ¼ HF=FF (9)

HF is the flow of the heater. After mixing the recycling flow with fresh feed at
the bottom of the main fractionator, it is measured at the heater inlet. FF is the fresh
feed stream that is measured before pumping the processed feedstock into the main
fractionator. Both flows are measured in barrels per day.

The recycle ratio in delayed coking units varies from 1.03 to 1.30. The highest values
are used in commercial units that produce needle coke, while the lowest values are used
in delayed coke units where coke yields should be minimised [6, 14, 15, 18, 19].

2.3.1.5.2 Sponge coke

Sponge coke is the most common form of green coke. Sponge coke is a friable
solid material with pores on the surface and internal cavities connecting the pores,
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which is due to the evolution of gas from the liquid in the coke drum. The structure
of this coke causes good drainage of water from the coke drums and easy cutting of
the coke bed with water jets. This coke is typically derived from crude oil, which
contains numerous cross-linkages. The diffusion of gas bubbles into the coke drum
may also cause some spongy coke. In fact, sponge coke is a combination of sponge
and shot structures. Most sponge coke is used to fuel boilers. Some low-sulphur,
low-metal sponge coke can be used to make anodes used in aluminium
production [6, 14].

2.3.1.5.3 Needle coke

Using the proper feedstocks, optimal design techniques, and operating parameters,
delayed coking can be used to produce needle coke, a specialized and rare product in
the refining and coke production industry.

Producing good quality needle coke is not easy, because the control of several
parameters is necessary to control the production process. In other words, it is a
control process of several parameters. Needle coke is a premium coke made from
special petroleum feedstocks. The needle coke has a silvery-grey appearance that has a
broken crystalline needle-like structure, highly ordered, microcrystalline, under a
light microscope. The observed optical texture is called flow domain. Needle coke has
anisotropic components such as fine fibrous and leaflet structure. This coke has long,
thin cavities that result from the gas bubbles released by the solid coke itself. This
high-quality coke can only be produced from feedstocks of high purity (low metals
and sulphur) and with high aromatic compounds, such as cycle oil from the fluid
catalytic cracking unit. In addition, a long filling time is required for the solid coke in
the coke drum to react and release the gases. This type of coke cannot be produced
from vacuum residue [6, 14, 15, 21].

2.3.1.5.3.1 Needle coke applications

Natural graphite is a limited source. It is estimated that 800 million tons can be
mined worldwide. Only 10 to 15% of natural graphite is actually graphite carbon.
Most of it is amorphous and contains minerals or silicate metals. In contrast, needle
coke is continuously produced with high graphitizable content and low impurity
concentration [12].

It was generally accepted that needle coke can be divided into two types according
to the different feedstocks and named coal-based needle coke and petroleum-based
needle coke. Excellent physical and chemical properties of needle coke such as high
mechanical strength, high electrical conductivity (strong oxidation resistance), high
thermal conductivity, high density as well as low thermal expansion coefficient (good
abrasion resistance/heat shock resistance), low ash and sulphur content, low volatility,
low energy consumption and easy graphitizable make needle coke an excellent raw
material to obtain high-quality artificial graphite [12, 22].

There are two methods, basic oxygen furnace (BOF) and electric arc furnace
(EAF), for steel production. Coal, iron, and limestone are used to produce steel in the
BOF method. However, in the EAF method, an electric current passes through the
graphite electrodes to convert the steel scrap into molten steel. Approximately 70% of
world steel is produced by the BOF method and 30% by the EAF method. EAF has
historically been the fastest growing sector of the global steel industry, with EAF steel
production amounting to about 20 million tonnes per year in 1950, and EAF steel
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production expanded rapidly after 1950, and it exceeded 100 million tons in the 1970s.
Needle coke, produced in the delayed coking process of petroleum oil refineries, was
later developed in 1960 and commercialised in 1970. Finally, EAF steel production in
2020 reached about 550 million tons [12].

Inputs/initial costs of steel production through the EAF method include scrap steel,
electricity, and graphite electrodes. There is no known alternative to graphite elec-
trodes used in the EAF method of steel production. Needle coke is a major component
in the production of graphite electrodes. The main application of needle coke is in the
graphite electrode industry, and it can be purchased for 1500–3000 $/ton. In addition,
needle coke is also used in the production of graphite cathodes in the aluminium
industry. Electrodes made of needle coke need to withstand temperatures above
3000°C. Global steel production on the EAF is expected to grow. This has led to a
similar increase in consumption of graphite electrodes. It is expected to eventually
increase the consumption of needle coke [6, 12].

Needle coke is now widely used as a carbon filler for the production of graphite
electrodes in the steel industry for smelting scrap metal for recycling in an electric arc
furnace (EAF), cathodes required for smelting aluminium, anodes for commercial
lithium-ion batteries, electric machines and some inherent parts of mobile phones,
electrode materials for high energy density supercapacitors, anode materials for high-
performance sodium-ion batteries, adsorbents, isotropic graphite, nuclear graphite,
perovskite solar cell, carbon substitute super-activated carbon, graphene precursors,
aerospace and other functional materials are used. Graphite electrodes have a low
coefficient of thermal expansion (CTE), which is defined as an increase in length per
unit temperature increase. Low CTE values indicate anisotropic needle coke, while
high values indicate an isotropic shot coke [6, 12, 22, 23].

In terms of grade, needle coke is divided into an intermediate, premium, and super
premium needle coke. As shown in Table 4, their difference is in the amount of
thermal expansion coefficient and sulphur content.

2.3.1.5.3.2 Feedstocks quality for needle coke production

Precursors for needle coke production have historically been limited to available
residues whose aromatic molecular composition naturally predisposes them to form
highly anisotropic carbon during carbonisation. However, further requirements of the
feedstock include:

Property Quality grade

Super premium Premium Intermediate

Coefficient of thermal expansion (CTE), *10�7/°C <2.0 2.0–3.0 3.1–4.0

Sulphur content, wt.% <0.5 <0.6 <0.8

Real density, gm/cc >2.12 >2.12 >2.12

Ash content, wt.% <0.1 <0.2 <0.2

H content, wt.% <0.03 0.03–0.05 0.03–0.05

Table 4.
Typical calcined needle coke specification [6, 12].

122

Topics on Oil and Gas



• Low ash content

• Low quinoline insoluble (QI) content

• Low asphaltene content

• Reduced content of stable nitrogen or sulphur heterocyclics

• Low oxygenate content

• Low air and carboxy reactivity of the coke during calcination

Coal-based needle coke is made from Coal Tar Pitch, refined coal tar pitch, refined
coal liquefied pitch, and coal extraction. Petroleum-based needle coke is usually
obtained by delayed coking of residual oil, petroleum bitumen, oxidized petroleum
bitumen, and Fluidised Catalytic Cracker Decant Oil [18].

The chemical and physical properties considered in choosing a proper feedstock
for the production of needle coke are summarised as follows:

1.Feedstock should have high aromaticity with 60–85% aromatic carbon
aromaticity;

2.Feedstock should be of high initial boiling point, over 250°C with not more than
25–30% of material boiling below 360°C;

3.Feedstock should have low API gravity;

4.Feedstock should have low sulphur content preferably below 1 wt. % due to the
concern for product quality;

5.Feedstock should have low metal, asphaltenes, and CCR content [6].

2.3.2 Fluid coking

Although the delayed coking process has been selected for large-scale operations,
they are more attractive for processing the small volumes of residues due to the safety
issues involved in decoking the drums at the end of each cycle. In addition, by
reducing the retention time of cracked vapours, the yields of coking distillation prod-
ucts can be improved. To simplify the handling of the coke and to enhance product
yields, Exxon developed a continuous process in the mid-1950s called fluidized bed
coking (or fluid coking), in which the residence time was shorter, with more liquid
and less coke. However, in this process, the products have lower quality. Fluid coking
is a fluidized bed process developed by fluid catalytic cracking (FCC) technology,
except that no catalysts are used and heavy feedstocks such as atmospheric and
vacuum residues, residues of catalytic cracking units and oil sand bitumen turn into
light products. In fluid coking, about 6% of the coke is burned to provide heat to the
process, while the net coke yield is 70 to 75% of delayed coking. The yields of
products resulting from fluid coking are determined by feed properties, fluidized bed
temperature, and residence time in the bed [12, 14–17].
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An example of the material balance for fluid coking of Arab light vacuum residue is
given in Table 5.

2.3.2.1 Process description of fluid coking

Fluid coking is a thermal cracking process consisting of a fluidized bed reactor and
a fluidized bed burner. A flow diagram is shown in Figure 5. Vacuum residue is
preheated and fed to a scrubber that operates at 370°C above the reactor for coke fine
particle recovery. The heavy hydrocarbons in the feed are recycled with the fine
particles to the reactor as slurry recycle. The heavy vacuum residue feed is injected
through nozzles to a fluidized bed of coke particles. Cracking reactions take place in
the reactor at a temperature of 500–550°C, and the feed is converted to vapour and
lighter gases, which enter the scrubber after passing through the cyclones at the top of
the reactor and go to the fractionator column. Steam enters from the bottom of the
reactor to remove heavy hydrocarbons from the coke surface. The evolution of vapour
from the cracking of the feed, and the addition of steam, gives intense mixing of the

Feed Products Yield wt.%

Arab light Vaccum residue (22 wt.% CCR) Reactor Gas, C�
4 11 wt.%

Coker Naphtha (C5–221°C) 15–20 wt.%

LCGO1 (221–343°C) 12–14 wt.%

HCGO2 (343–524°C) 35–36 wt.%

Fuel gas 0.02 FOEB3 bbl Feed

Net coke 21 wt.%
1Light Coker Gas Oil.
2Heavy Coker Gas Oil.
3Fuel Oil Equivalent Barrels.

Table 5.
Yield of fluid coker process [14].

Figure 5.
Flow sheet of fluid coking [modified from 12].
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coke particles within the reactor. The coke formed in the reactor flows continuously to
the burner, where it is heated to 593–677°C and burns with partial combustion of
15–30% of the coke by injecting air into the burner. Coke combustion produces flue
gases with low heating value (20 BTU/SCF), which are rich in CO and H2. Parts of the
heated coke particles are returned to the reactor to provide energy for the endother-
mic cracking reactions and to maintain the reactor temperature. After cooling, the
remaining coke is removed from the process as a stream of fine particles of ‘petroleum
coke’ and is burned in power plants or cement industries. This coke is very isotropic,
rich in ash and sulphur and therefore not used in the carbon and graphite industry
[12, 16, 17].

The lower limit on operating temperature for fluid coking is set by the behaviour
of the fluidized coke particles. If the conversion to coke and light ends is too slow,
then the coke particles become sticky and agglomerate within the reactor. This phe-
nomenon occurs in localised zones of the reactor, likely near the nozzles that inject the
(colder) liquid bitumen feed, giving rise to chunks of coke that fall to the bottom of
the bed. For this reason, optimising the method for introducing feed into the reactor is
crucial. In addition, excellent heat transfer in the fluidized bed helps to reduce
hotspots, which allows the reactor to operate at a higher temperature to cause more
cracking of volatile matters. These factors generally reduce coke yields and increase
the yields of gas oil and olefins compared to the delayed coking process. One
disadvantage of the fluid coking process is the high rate of coke accumulation inside
the unit. The reactor operates in a fouling mode, so coke deposits continuously on the
interior surfaces during operation. The reactor must be shut down for a month or
more every 2 or 3 years to remove the accumulated coke, which can grow to be as
thick as 1 meter on the interior walls of the coker. The second disadvantage is the
emission of significant amounts of hydrogen sulphide and sulphur dioxide from the
reactor burner [16, 17].

At first, it was thought that the fluid coking process would replace the delayed
coking process in the market, but so far this has not happened.

2.3.3 Flexicoking

The decline in coke markets derived from delayed coking and fluid coking due to
constraints in sulphur emissions encouraged the development of flexicoking. Burning
coke to generate process heat (Figure 6) liberates the sulphur in the coke as hydrogen
sulphide and sulphur dioxide gases. The off-gas stream from the coke burner also
contains CO, CO2 and N2. An alternate approach is to use a coke gasifier which can
convert the carbonaceous solids to a mixture of CO, CO2 and H2 without producing
SO2. Flexicoking was designed by ExxonMobil as a fluid coking modifier that was
introduced in 1976 in Japan. This process combines fluid coking with coke gasifica-
tion, which, similar to fluid coking, is a fluidized bed process developed from catalytic
fluid cracking technology. A fluidized bed is added to the process, which acts as a
gasifier in which coke from the heater is reacted with steam and air in a fluid-bed
gasifier to produce a gas of low heating value (20–40 BTU/sCF) and significantly
reduces coke production. Yields of liquid products are the same for flexicoking and
fluid coking because the coking reactor is unaltered, but up to 97% of the coke can be
converted to gas by steam and air in a gasifier. Air is injected into the gasifier to
maintain temperatures of 830–1000°C, but injected air is not enough to burn the
entire coke. Under these conditions, the sulphur in the coke is converted to hydrogen
sulphide, which can be scrubbed from the gas prior to combustion elsewhere.
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After removal of the hydrogen sulfide, a typical gas product contains 18% CO, 10%
CO2, 15% H2, 51% N2, 5% H2O and 1% CH4. Petroleum coke is removed, and eco-
nomical fuel gas is available for use at the refinery. Due to the high initial investment
and mechanical cost, only seven units were built worldwide. The main drawback of
gasification is the requirement for a large additional reactor, especially if the high
conversion of the coke is required [12, 14–17].

2.3.3.1 Process description of flexicoking

In the process, the viscous feedstock enters the scrubber for direct-contact heat
exchange with the overhead product vapours from the reactor. Lower-boiling over-
head constituents in the scrubber go to a conventional fractionator and also to light
ends recovery. The feedstock is thermally cracked in the reactor fluidized bed to a
range of gas and liquid products and coke. The typical bed temperature is 510–540°C.
Vapour products resulting from the conversion reactions in the bed pass through the
cyclone separators, which remove most of the entrained coke and return it to the
reactor bed. The cyclone outlets discharge the vapor product directly into a scrubber,
where the heavy liquid is used to scrub out the remaining coke dust and condense
unconverted high-boiling fractions. The dust-laden liquid is recycled as ‘a slurry cycle’
to the reactor with the feed. The scrubbed vapour is sent to the coker fractionator,
where the stream is split into gas, naphtha, distillate and heavy gas oil streams.

Figure 6.
Flow sheet of flexicoking [modified from 12].
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The heater is located between the reactor and the gasifier, and it serves to transfer heat
between the two vessels. The heater temperature is controlled by the rate of coke
circulation between the heater and the gasifier. Adjusting the air rate to the gasifier
controls the unit inventory of coke, and the gasifier temperature is controlled by
steam injection into the gasifier. Excess coke is converted to a low-heating value gas in
a fluid-bed gasifier with steam and air. The air is supplied to the gasifier to maintain
temperatures of 830–1000°C, but is insufficient to burn all the coke. The heater
transfers heat from the gasifier overhead gas to coke, which in turn supplies the heat
of reaction in the reactor. The heater bed temperature is approximately 610°C. Coke is
continuously circulated between the three vessels to transfer heat and maintain vessel
inventories. A typical gas product, after the removal of hydrogen sulfide, contains
carbon monoxide (CO, 18%), carbon dioxide (CO2, 10%), hydrogen (H2, 15%),
nitrogen (N2, 51%), water (H2O, 5%) and methane (CH4, 1%) [12, 14–17].

In the oxidation zone of the gasifier, the following reactions take place very
rapidly [14]:

Cþ 0:5O2 ! CO (10)

COþ 0:5O2 ! CO2 (11)

In the reduction zone, the following reactions take place slowly:

CþH2O ! COþH2 (12)

H2Oþ CO ! CO2 þH2 (13)

Delayed coking is the most commonly used process among all commercial coking
processes. More than 92% of petroleum coke is produced in the delayed coking process;
About one-third of feed streams are produced in the form of petroleum coke. Due to
the reaction conditions, net coke production from fluid cokers and flexicokers is only
about 5–10 wt.% of the feed material. About 20–25% of 700 refineries worldwide are
equipped with delayed cokers. Of the 140 US refineries in operation, 55 have delayed
coker units. Most of the petroleum coke is produced in the United States, followed by
China, South America, Canada, India, the Middle East andWestern [6, 12].

Coke produced by delayed coker is a marketable product, while coke produced by
fluid coker and flexicoker is burned to meet the reactor heat needs and feed preheat.

3. Conclusion

At present, light crude oil reserves are the main source of energy that meets global
energy demand due to high quality and low production costs. Decline in light crude oil
reserves poses great challenges to meeting the world’s energy needs. Heavy oil and oil
residues have become a suitable alternative source to meet global energy demand.
According to the approaches to achieving higher H/C ratios, upgrading technologies
can be divided into carbon rejection and hydrogen addition processes. However, the
cost of hydrogen addition processes is much higher than carbon rejection processes,
because the production of hydrogen and the catalysts used in hydrogen addition
processes are very expensive. Carbon rejection technologies have been used by refin-
eries since 1913 to upgrade various hydrocarbon feeds. In a carbon rejection process,
raw materials are heated to high temperatures to crack large hydrocarbons into
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smaller ones. Coking (delayed, fluid and flexi) is one of the types of carbon rejection
processes. Delayed coking has been chosen by many refineries as an upgrading process
due to its low investment cost and the inherent flexibility of the process to process any
residuals. In this process, 20–30 wt.% coke is produced as a by-product. Depending on
the properties of the raw materials and the operating conditions of the delayed coking
process, different types of the coke can be produced. Typically, coke can be divided
into spherical shot coke, sponge coke, and needle coke. Using the proper feedstocks,
optimal design techniques, and operating parameters, delayed coking can be used to
produce needle coke, a specialized and rare product in the refining and coke produc-
tion industry. Needle coke is a premium coke made from special petroleum feed-
stocks. There are two methods, BOF and EAF, for steel production. Coal, iron, and
limestone are used to produce steel in the BOF method. However, in the EAF method,
an electric current passes through the graphite electrodes to convert the steel scrap
into molten steel. There is no known alternative to graphite electrodes used in the EAF
method of steel production. Needle coke is a major component in the production of
graphite electrodes. The main application of needle coke is in the graphite electrode
industry. Global steel production on the EAF is expected to grow. This has led to a
similar increase in consumption of graphite electrodes. It is expected to eventually
increase the consumption of needle coke.
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