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Foreword

YOUMARES is a bottom-up conference, which has been organized for 8 years now by highly
engaged young people that are enthusiastic about marine sciences. It was initiated by the work-
ing group on studies and education of the German Society for Marine Research (DGM) with
the aim of building a network for young marine researchers.

From my perspective, part of the success of the YOUMARES conferences is the bottom-up
concept that generates a multitude of new and creative ideas, presentation formats, and com-
munication approaches. Another unique feature is that YOUMARES is also open for pupils
and young university students interested in marine sciences. As a wonderful example, the
organizers of a previous YOUMARES conference contacted local schools and convinced an
English teacher to introduce the topic of fisheries biology in her class. As a result, the entire
school class later attended the YOUMARES fisheries biology session.

The challenge of the bottom-up concept is the natural fluctuation within the organizing
committee and it requires highly engaged people with good organizing skills to sustain
YOUMARES. In my view, on the other hand, the fundamental benefit for team members and
participants is a substantial gain of soft skills, long-lasting contacts and friendships, and the
build-up of personal networks.

Over 180 participants from 23 nations attended YOUMARES 8 and it was, again, highly
inspiring to see the creative ideas developed by organizers and participants. Apart from the
science itself, many sessions at YOUMARES 8 addressed gender aspects in science, compat-
ibility of research and family, or proposal writing aspects, which are not always part of the
classical education in an early scientist’s career.

The publication of these proceedings is unique and faced several challenges: Is the science
sound and does the effort interfere with ongoing tasks, for example, in the authors’ PhD proj-
ect? How can the proceedings be financed without having a research institution in the back-
ground? Who takes care of organizing submissions, peer-review process, and revisions? All of
these aspects were dealt with by the organizers with enormous creativity and momentum.
Their effort included proposal writing, acquisition of funding and supporters who helped orga-
nizing contributions and reviews.

This peer-reviewed publication documents the YOUMARES effort and, at the same time,
supports the future careers of the contributors. Several chapters inherently express young
marine researchers’ concerns toward the fundamental environmental and societal challenges in
the marine realm, such as climate change, littering, or human pressure on coasts. Meeting these
challenges requires multidisciplinary, international, and cross-generation interplay, and to cite
one chapter: “The Static, Boundary-Based Norm of Scientific Thinking Must Be Overcome.”

I congratulate the organizers and contributors for their effort and recommend reading these
proceedings — the laurels of highly engaged marine researchers, who will shape marine science
in future.

Alfred Wegener Institute, Helmholtz Centre for Polar Boris Koch
and Marine Research, Bremerhaven, Germany

MARUM Center for Marine Environmental Sciences, Bremen, Germany

University of Applied Sciences, Bremerhaven, Germany

March 28, 2018
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Preface

This proceedings volume is the final product of the YOUMARES 8 conference, held from 13
to 15 September 2018 in Kiel, Germany. YOUMARES is a conference series organized by and
for YOUng MARine RESearchers under the auspices of the German Society for Marine
Research (Deutsche Gesellschaft fiir Meeresforschung e.V. — DGM). Especially bachelor,
master, and PhD students from all fields of marine sciences are asked to contribute to the con-
ference. Their presentations represent current issues of marine research and are organized in
thematic sessions, which are hosted mostly by PhD students or young post-docs. In addition to
organizing and moderating their session, the session hosts are given the opportunity to write a
literature review of a session-related topic of their choice. These literature reviews, together
with all conference abstracts, are compiled in this book. The articles, i.e., peer-reviewed chap-
ters of this book, represent the current state of knowledge of their specific topic, while the
corresponding abstracts represent ongoing research projects.

The 2017 edition of the YOUMARES series was hosted by the Kiel University and the
GEOMAR Helmbholtz Centre for Ocean Research in Kiel. Over 180 young researchers contrib-
uted over 90 talks and 27 poster presentations. Including all helpers, this eighth edition of
YOUMARES was the biggest YOUMARES conference so far. The icebreaker event took place
in the foyer of the east shore building of GEOMAR, whereas presentations, talks, and work-
shops were held in a seminar building of the Kiel University. Keynote talks were given by Prof.
Dr. Mojib Latif (GEOMAR Helmholtz Centre for Ocean Research, Kiel) on “The Role of the
Oceans in Climate Change,” and by Dr. Claudia Hanfland (Alfred Wegener Institute, Helmholtz
Centre for Polar and Marine Research, Bremerhaven) on “Career Planning — Advice from the
Cheshire Cat.”

We hope that these articles and abstracts are a source of knowledge and inspiration for the
conference participants, authors, and all interested people. We hope that this book will provide
the conference participants with sustainable memories about the conference in Kiel and that it
also encourages interested people to join the YOUMARES network.

Bremen, Germany Simon Jungblut
Hamburg, Germany Viola Liebich
Bremen, Germany Maya Bode

March 2018
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YOUMARES - A Conference from and for
YOUng MARine RESearchers

Viola Liebich, Maya Bode, and Simon Jungblut

Abstract

YOUMARES is an annual early-career scientist confer-
ence series. It is an initiative of the German Society for
Marine Research (DGM) and takes place in changing cit-
ies of northern Germany. The conference series is orga-
nized in a bottom-up structure: from and for YOUng
MARine RESearchers. In this chapter, we describe the
concept of YOUMARES together with its historical
development from a single-person initiative to a confer-
ence venue of about 200 participants. Furthermore, the
three authors added some personals experiences and
insights, what YOUMARES means to them.

Concept and Structure of YOUMARES

Education is the central key component for the progression
of societies. As such, it is the basis to cope with the chal-
lenges of globalization. At the same time, the oceans are the
biggest and most important ecosystem, securing the survival
capabilities of mankind on earth. It is, therefore, of pivotal
interest that young researchers commit themselves to shape
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the future of this ecosystem in a sustainable way. To jointly
develop the most important future topics, a vibrant and inter-
disciplinary network of research, economy, and society is
necessary. As such, YOUMARES is much more than a regu-
lar annual research conference. It is a platform which aims to
establish a network especially for early career scientists
(Einsporn 2011). It thereby promotes the research and com-
munication activities of High School, Bachelor, Master, and
PhD students. Similar to regular conferences, the partici-
pants have the possibility to present their research in oral or
poster presentations. Additionally, different kinds of work-
shops, plenary discussions and social events enable the par-
ticipants to extensively exchange with each other at eye
level. Providing an exchange platform should ultimately lead
to a young researcher network and to the enhancement of
individual and collective competence (Fig. 1).

YOUMARES is an initiative of the working group
“Studies and Education” of the German Society for Marine
Research (Deutsche Gesellschaft fiir Meeresforschung e.V. —
DGM). Right from the beginning in 2010 on, an essential
part of the idea was to drive the organization of the confer-
ence bottom-up (Einsporn 2011). The whole conference is
organized by early career scientists. In each winter a core
organization team publishes a “Call for Sessions”, which
encourages young marine researchers from all kinds of sci-
entific fields to apply alone or in pairs for hosting one of the
scientific sessions at the upcoming conference. The applica-
tions contain the CVs, a motivation letter and most impor-
tantly a “Call for Abstracts” for the proposed session. If two
or more applicant groups propose similar sessions, the core
organization team brings them into contact and encourages
them to organize a joint session. Once the applications are
reviewed and the sessions are being set, the different “Calls
for Abstracts” are published. The session hosts have several
responsibilities. They handle the abstracts of their sessions
and organize, structure, and moderate their session at the
actual conference. Additionally, they are asked to write a lit-
erature review of the field of research (or one aspect of it)

S. Jungblut et al. (eds.), YOUMARES 8 — Oceans Across Boundaries: Learning from each other,
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Fig. 1 The interplay between the provision of an exchange platform
for early career scientists, networking efforts, and the enhancement of
competence

they cover with their session. The product of all these efforts
of the session hosts is the book at hand. It summarizes the
literature reviews of most sessions and all presenter abstracts
of the latest edition of the conference series, YOUMARES 8,
held from 13 to 15 September 2017 in Kiel, Germany.

A Brief History of Getting Larger

YOUMARES was established by the initiative of a single
person — Marc Einsporn. Marc came up with the idea of a
platform where especially the young generation of scientists
would be able to exchange and to present their research to an
audience of a similar career stage. Starting off as a national
conference, the first YOUMARES took place under a differ-
ent name (“Netzwerktreffen junge Meeresforschung™) in
Hamburg in June 2010 with less than 50 participants (Table 1,
Einsporn 2010). Already 1 year later, the name
“YOUMARES” was established and it took place with about
130 participants over 3 days in September (Einsporn 2011).
From then on, the conference acquired an international repu-
tation and was held each September in different cities in
northern Germany. By 2017, eight editions of YOUMARES
took place; so far in seven different cities (Table 1). Already
in 2012, participants came from more than ten different
countries, in 2013 from more than 15 different countries
(Wiedling and Einsporn 2012, Einsporn et al. 2013). Over
the years, YOUMARES has expanded into the largest meet-
ing of young marine scientists in Germany. The most recent
edition, YOUMARES 8, had about 195 participants and 95

V. Liebich et al.

oral presentations (Table 1). Organizing an event of this size
obviously requires a large team of organizers and helpers.

The topical sessions of each YOUMARES edition offer
an interesting insight into the spectrum and the diversity of
research early career scientists are conducting in the marine
field (Table 2). In few cases, the same people applied for
hosting a session in subsequent years. However, some topics
are reoccurring relatively often over the years as for instance
aquaculture, plastic pollution, invasive species, coral reefs
and polar regions.

How to Get in Contact: Personal Experiences
as a Young Researcher

YOUMARES - Science Works Best When Being
Shared

Viola Liebich

I had joined YOUMARES as a participant some years ago
when I was still a PhD student. When I first heard about this
conference I didn’t realize just how special it was, to be hon-
est. Being on-site, I liked the atmosphere and noticed the
rather young audience. However, it was only later in my PhD
career that I joined ‘big’ and ‘professional’ meetings in an
international set-up. The topic of my PhD was the introduc-
tion of invasive species via ballast water and I took a turn
joining an EU project ‘with application’. Applied science
still has a bit of a stale taste to it for many researchers. The
different worlds seem to collide on ballast water manage-
ment conferences when biologists meet vessel fleet manag-
ers, government representatives, lawyers, engineers, and
project managers — the guys in suits as they were called in
my old institute. Dinners often were five courses served with
wine you had to fight off to be not re-filled all the time. Now,
was that an inspiring and relaxing atmosphere? No, I enjoyed
the nice food but didn’t feel comfortable talking to people I
didn’t know and went home with a missed chance to enlarge
my network. But YOUMARES had showed me that we are
as scientists not alone with our topics, ideas, questions, and
problems. I learned from my first supervisor that science
works best when being shared and that is, in my opinion,
what YOUMARES also stands for.

Thus, when I got the chance to organize this year’s
YOUMARES as head of the team, I recalled that feeling.
Above all, I wanted to create that easy atmosphere with peo-
ple of similar minds — as if we would all meet up in a student
house kitchen. At the same time, we had the expectation to
offer a professional conference. The bottom-up approach
done by young volunteers when organizing it should not be
an excuse that the conference and everything around it
doesn’t provide you the best options. Although it was often
challenging to find the time to call after sponsors, facility
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Table 1 Key data of YOUMARES conferences until 2017
No. No. No. | No.
Year | Dates Place Motto participants | sessions | talks | posters | Reference
2010 |12 June Hamburg Netzwerktreffen Junge 46 4 17 ? Einsporn (2010)
Meeresforschung — Young marine
research: Diversity and similarities
2011 |07-09 Bremerhaven | YOUMARES 2 — Oceans amidst science, | 130 6 31 33 Einsporn (2011)
September innovation and society
2012 | 12-14 Liibeck YOUMARES 3 — Between space and 130 10 60 50 Wiedling and
September seafloor — Aqua vita est Einsporn (2012)
2013 | 11-13 Oldenburg YOUMARES 4 — From coast to deep 150 15 53 35 Einsporn et al.
September sea: Multiscale approaches to marine (2013)
sciences
2014 | 10-12 Stralsund YOUMARES 5 — Opportunities and 100 10 35 16 Jessen and Golz
September solutions — Research for changing oceans (2014)
2015 | 16-18 Bremen YOUMARES 6 — A journey into the 126 14 47 27 Jessen et al.
September blue — Ocean research and innovation (2015)
2016 | 11-13 Hamburg YOUMARES 7 — People and the 7 110 11 42 29 Bode et al.
September seas — Interaction and innovation (2016)
2017 | 13-15 Kiel YOUMARES 8 — Oceans across 195 15 95 27 This contribution
September boundaries: Learning from each other
Table 2 Session topics of YOUMARES conferences until 2017
Year | Session number and session Reference
2010 | (1) Biologie und Chemie (Biology and chemistry) Einsporn (2010)
(2) Fernerkundung (Remote sensing)
(3) Mikro- und Molekularbiologie (Micro- and molecular biology)
(4) Aquakultur (Aquaculture)
2011 | (1) Human impacts on the oceans and subsequent environmental responses Einsporn (2011)
(2) Remote sensing: Higher orbits for deeper understanding
(3) Aquaculture: Main research priorities to fulfill our need for sustainable seafood
(4) Living with the Sea: Coastal livelihoods and management
(5) Marine technologies — The art of engineering in synergy with natural sciences
(6) Ocean of diversity: From micro scales to macro results
2012 | (1) Aliens from inner space: Where do they come from, what do they do and how can we stop them? | Wiedling and Einsporn (2012)
(2) Between sea and Anthroposphere: Marine socio-economics in an era of global change
(3) Environmental changes in the pelagic: Consequences and acclimatization strategies — From
plankton to fish
(4) Integrated aquaculture — Polyculture of plants, invertebrates and finfish
(5) Ocean modelling: Theory & concepts
(6) Physical oceanography — Between measuring and modelling
(7) Reefs from shallow to deep — Environmental constraints and perspective
(8) The aquatic climate archive: Tracking the rise and fall of ancient civilizations.
(9) Lessons from the past, for the present and the future?
(10) Water resources in coastal areas — Scarcity and management implications
2013 | (1) Dissolved Organic Matter (DOM) — small in size but large in impact: Basis of life in Einsporn et al. (2013)

the world’s ocean

(2) Aquatic microorganisms: Between producers, consumers and pathogens

(3) Marine plastic pollution: From sources to solutions

(4) Importance of coral reefs for coastal zones: Services, threats, protection strategies

(5) Fluctuations in cephalopod and jellyfish abundances: Reasons and potential impacts on marine
ecosystems

(6) Responses of marine fish to environmental stressors

(7) The ecosystem approach and beyond: Multidisciplinary science for sustainability in fisheries

(8) Aquaculture: Fish feeds the world — but how?

(continued)
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Table 2 (continued)

Year

Session number and session

Reference

(9) How to integrate blue biotechnology in food industry and medicine

(10) Marine measurement technologies: Science and engineering

(11) Operational oceanography

(12) Methods and applications of ocean remote sensing

(13) Coping with uncertainties in marine science — From crisis management to the new risk
approaches in the Baltic Sea chemicals management

(14) Marine habitat mapping: Stretching the blue marble on a map

(15) What’s up with coral reefs?

2014

(1) Small-scale fisheries research — Towards sustainable fisheries using a multi-entry perspective

(2) Individual engagement in environmental change

(3) Aquaculture in a changing ocean

(4) Coral reef ecology, management and conservation in a rapidly changing ocean environment

(5) Tools and methods supporting an ecosystem based approach to marine spatial management

(6) Measurement and control engineering — The clockwork in marine science

(7) Aquatic plastic pollution — Tackling environmental impacts with new solutions

(8) Mangrove forests — An endangered ecological and economic transition zone between
ocean and land

(9) Effects of global climate change on emerging infectious diseases of marine fish

(10) Cold water research — From high latitude coasts to deep sea trenches

Jessen and Golz (2014)

2015

(1) Frame works for sustainable management of water resources

(2) Population genetics as a powerful tool for the management and sustainability of natural resources

(3) Cephalopods and society: Scientific applications using cephalopods as models

(4) Challenges and innovative solutions for monitoring pollution and restoration of coastal areas

(5) ScienceTainment

(6) From invasive species to novel ecosystems

(7) From outer space to the deep-sea: Remote sensing in the twenty-first century

(8) No living without the ocean: Social-ecological systems in the marine realm

(9) How our behavior can make the difference in ocean conservation

(10) Recent approaches in coral reef research: Traditional and novel applications towards building
resilience

(11) Latest developments in land-based aquaculture

(12) Active study in times of Bologna

(13) Multispecies and ecosystem models for fisheries management and marine conservation

(14) Aquatic plastic pollution

Jessen et al. (2015)

2016

(1) From egg to juvenile: Advances and novel applications to study the early life history stages of
fishes

(2) Dissolved organic matter in aquatic systems: Assessment and applications

(3) Fighting eutrophication in shallow coastal waters

(4) Deep, dark and cold — Frontiers in polar and deep sea research

(5) Going global: Invasive and range-expanding species

(6) How do communities adapt?

(7) Marine species interactions and ecosystem dynamics: Implications for management and
conservation

(8) Coastal and marine pollution in the Anthropocene: Identifying contaminants and processes

(9) Social dimensions of environmental change in the coastal marine realm

(10) Phytoplankton: Are we all looking at it differently? Diverse methods and approaches to the
study of marine phytoplankton

(11) Coral reefs and people in changing times

Bode et al. (2016)

2017

(1) Sentinels of the sea: Ecology and conservation of marine top predators

(2) Reading the book of life — -omics as a universal tool across disciplines

(3) Physical processes in the tropical and subtropical oceans: Variability, impacts, and connections to

other components of the climate system

(4) Cephalopods: Life histories of evolution and adaptations

(5) Ecosystems dynamics in a changing world: Regime shifts and resilience in marine communities

(6) The interplay between marine biodiversity and ecosystems functioning: Patterns and mechanisms

in a changing world

This contribution

(continued)
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Table 2 (continued)

Year | Session number and session

Reference

(7) Ocean optics and ocean color remote sensing

(8) Polar ecosystems in the age of climate change

(9) The physics of the Arctic and subarctic oceans in a changing climate

(10) Phytoplankton in a changing environment — Adaptation mechanisms and ecological surveys

(11) How do they do it? — Understanding the success of marine invasive species

(12) Coastal ecosystem restoration — Innovations for a better tomorrow

(13) Microplastics in aquatic habitats — Environmental concentrations and consequences

(14) Tropical aquatic ecosystems across time, space and disciplines

(15) Open session

details, caterers, accommodation offers, and of course all the
scientific input, we put our mind to it. And I am very proud
of this year’s team. We achieved all we could have hoped for
and managed to make YOUMARES 8 the biggest one so far!

YOUMARES and the DGM - Interlinking
the Young and the Experienced

Maya Bode

My first contact to YOUMARES was from a different
point of view: When I was in the final stage of my PhD the-
sis, I participated in the DGM-Meeresforum in Bremen in
2015 where marine researchers met politicians and climate
scientists. Discussions about hot topics such as the plastic
problem, geoengineering and deep sea diversity, and the lim-
its and responsibility of human actions were indeed inspir-
ing. Especially the interdisciplinary exchange between
young and experienced researchers was extremely motivat-
ing: that we, as young marine researchers, really have the
possibility to change what is going on in the world, if we
efficiently use our resources, as such work together, con-
stantly update ourselves about recent research findings and
interlink various disciplines of marine sciences, engineering,
social sciences, politics, and economics. As vast as the ocean
may appear, we know and experience these days that
resources and ecosystem’s carrying capacities are limited
and already overexploited in many regions of the world
ocean. Efficient science with the ultimate aim to serve nature
and society needs creativity and constant interdisciplinary
exchange of knowledge. During the last decades, the society
of marine scientists has grown and together with new tech-
nologies and sophisticated networking, we have the opportu-
nity — better than ever before — to exchange new findings,
bring our knowledge into the world and enhance interdisci-
plinary research, partnerships, and cooperation. YOUMARES
serves as such a platform and has the potential to make
marine research more efficient in the future.

To help to aim this goal, I became a member of the DGM
in 2015 and helped organizing the YOUMARES 7 as scien-
tific coordinator. Then, in 2016, I became a board member of

the DGM with the main motivation to enhance the exchange
of experienced and young marine researchers. Since 2015,
the DGM-Meeresforum takes place each year, 1 day before
the YOUMARES, bringing together young and experienced
scientists, in the afternoon by inspiring talks and discussions
and later in the evening by getting together at the icebreaker
party of the YOUMARES. The DGM was founded in 1980
as a platform for exchange of information and views on all
kinds of marine topics, having around 400 members nowa-
days. For the future, I would like to be part of the DGM
growing larger and achieving a new standing and reputation
among marine researchers and political institutions. With the
experience of the DGM members and potential new young
members, together with the DGM-Meeresforum and
YOUMARES as an annual meeting and conference, we cre-
ate a large and sustainable network all around the world.

YOUMARES - A Conference for the Future

Simon Jungblut

My first contact with YOUMARES was back in 2013.
The conference was about to be held at the University of
Oldenburg and was obviously growing bigger in the last edi-
tions. During this time, I was a student in the “Erasmus
Mundus Master of Science in Marine Biodiversity and
Conservation” and based at the University of Bremen. At
some point, I read about YOUMARES online and shortly
thereafter some posters appeared on the black-boards in our
faculty building. The posters advertised YOUMARES as
“convention for young scientists and engineers”. That raised
my interest. I identified myself with being a “young scien-
tist” and decided to participate in the conference as a listener.
The whole conference was interesting and amazing. I spoke
to a lot of other participants and learned about their study
programs and institutes. In addition, the talks and posters
were interesting and informative. Right from the beginning I
liked the concept of giving young students and scientists a
relaxed and open platform to present and discuss their first
research projects. After hosting sessions in the years 2015
and 2016, I took over the scientific organization of
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YOUMARES 8 in 2017. I was responsible for the scientific
program of the conference. This included collecting and first
review of session applications and later abstract applications,
the arrangement of the time schedule and the on-site coordi-
nation of hosts, conference participants and plenary
speakers.

Being a part of the organization team was a totally new
aspect for me. I liked to connect people and to bring them
together to discuss and to network. The bases for shaping the
networking experiences of young researchers are, to my
experience, the shared research interests of the participants
but also that the conference provides useful interdisciplinary
workshops and other socializing activities. Thus, I see the
future of YOUMARES in promoting such workshops and
activities, side by side with the scientific presentations.
Participants should be able to present their research to a
broad, young audience and to participate workshops provid-
ing skills, which are useful for their future scientific life.
Additionally, there should be enough room and time to effec-
tively connect to other young scientists. Connecting young
researchers might be a key component to help them establish
collaborations. In this sense, a conference like YOUMARES
helps to make research more efficient and more interdisci-
plinary, which ultimately might be a step towards a more
efficient battle against the big problems the world ocean is
facing right now.

Open Access This chapter is licensed under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecom-
mons.org/licenses/by/4.0/), which permits use, sharing, adaptation, dis-
tribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link
to the Creative Commons license and indicate if changes were made.
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Can Climate Models Simulate
the Observed Strong Summer Surface
Cooling in the Equatorial Atlantic?

Tina Dippe, Martin Krebs, Jan Harlal3,

and Joke F. Libbecke

Abstract

Variability in the tropical Atlantic Ocean is dominated by
the seasonal cycle. A defining feature is the migration of
the inter-tropical convergence zone into the northern
hemisphere and the formation of a so-called cold tongue
in sea surface temperatures (SSTs) in late boreal spring.
Between April and August, cooling leads to a drop in
SSTs of approximately 5°. The pronounced seasonal
cycle in the equatorial Atlantic affects surrounding conti-
nents, and even minor deviations from it can have striking
consequences for local agricultures.

Here, we report how state-of-the-art coupled global
climate models (CGCMs) still struggle to simulate the
observed seasonal cycle in the equatorial Atlantic, focus-
ing on the formation of the cold tongue. We review the
basic processes that establish the observed seasonal cycle
in the tropical Atlantic, highlight common biases and
their potential origins, and discuss how they relate to the
dynamics of the real world. We also briefly discuss the
implications of the equatorial Atlantic warm bias for
CGCM-based reliable, socio-economically relevant sea-
sonal predictions in the region.
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The Equatorial Atlantic: A Climate Hot Spot

The tropical oceans are a crucial element of the global cli-
mate system. Defined here as the ocean area between 15°N
and 15°S, they occupy only about 13% of the earth’s surface,
but receive approximately 30% of the global net surface
insolation.! Processes both in the ocean and the atmosphere
redistribute surplus heat from low to higher latitudes. Without
these mechanisms, the tropics would get steadily warmer,
while the polar regions would radiate away more heat than
they receive and hence continue to cool. The oceans help to
establish the overall radiative equilibrium that is responsible
for our relatively stable climate (Trenberth and Caron 2001).

Apart from the energy surplus, another defining feature of
an equatorial ocean is that the effect of the earth’s rotation
vanishes at the equator, giving rise to a physical framework
that is subtly different from its higher-latitude counterpart.
The effect of the earth’s rotation manifests in a pseudo-force
that is called the Coriolis force. It deflects large-scale motion
towards the right of the movement on the northern hemi-
sphere and towards the left on the southern hemisphere. It
provides rotation to large weather systems and explains why
large-scale movement curves or even becomes circular. An
exception is the equator, where the Coriolis force vanishes
and movement can be straightforward. Additionally, the non-
existent Coriolis force at the equator acts as a barrier for the
transmission of information within the ocean, for example

'Based on data by Trenberth et al. (2009).

S. Jungblut et al. (eds.), YOUMARES 8 — Oceans Across Boundaries: Learning from each other,
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Fig.1 The observed tropical
Atlantic mean state sea surface
temperature (SST) and precipita-
tion: Annual mean sea surface
temperatures are shown as
shading, precipitation in
contours. White boxes indicate
the Atl3 and WAl region in the
eastern and western tropical
Atlantic, respectively. The used
datasets are the NOAA Optimum
Interpolated SST dataset (OISST,
Reynolds et al. 2007; Banzon

et al. 2016), and the NOAA
Climate Prediction Center (CPC)
Merged Analysis of Precipitation
dataset. (CMAP, Xie and Arkin
1997)
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via equatorial Kelvin waves. Communicating information
from the southern to the northern hemisphere and vice versa
is hence a non-trivial enterprise in the ocean.

While the basic set-up of the marine tropical climate sys-
tem is identical in all three tropical oceans, details differ
between basins. The Pacific Ocean has the largest extent and
is characterized by a relatively simple land-ocean geometry;
it behaves much like a perfect theoretical ocean. The tropical
Atlantic, in contrast, is much narrower and the surrounding
continents interact with the ocean in complex ways. For
example, the tropical Atlantic appears to be more susceptible
to extra-equatorial influences (e.g., Foltz and McPhaden
2010; Richter et al. 2013; Liibbecke et al. 2014; Nnamchi
et al. 2016), and variability is due to a number of interacting
mechanisms on overlapping time scales (Sutton et al. 2000;
Xie and Carton 2004). Therefore, the tropical Atlantic is less
readily understood than the tropical Pacific, and still poses
substantial challenges to the scientific community.

The mean state of the tropical Atlantic is characterized by
a complex interplay of atmospheric and oceanic features.
These are i) the trade wind systems of both the northern and
southern hemispheres, ii) a system of alternating shallow
zonal® currents in the ocean, and iii) a zonal gradient in
upper-ocean heat content that is also reflected in a pro-
nounced zonal gradient in sea surface temperatures (SSTs),
with warm temperatures in the west and cooler surface
waters in the east. Figure 1 illustrates the mean state of SST
and precipitation.

The trade winds are part of the climate system’s hemi-
spheric response to the strong temperature gradient between
the polar and the equatorial regions. Intense (solar) surface

2¢Zonal” refers to an east-west orientation, i.e. one that is parallel to the
equator. A north-south orientation is called “meridional”.
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heating at the equator produces warm and humid, ascending
air masses. During the ascend, part of the air moisture con-
densates and releases latent heat, which further accelerates
the rising motion. The upward flow moves mass from the
surface layer towards the top of the troposphere, effectively
decreasing surface pressure and forming a low-pressure
trough. At the surface, a compensation flow towards the low-
pressure trough is established. Due to the rotation of the
earth, however, the flow veers to the west and creates the
surface trade winds. The northeasterly and southeasterly
trade winds of the northern and southern hemispheres,
respectively, converge in the inter-tropical convergence zone
(ITCZ), a zonal band of intense precipitation and almost van-
ishing horizontal winds (Fig. 1). Because the ITCZ is located
to the north of the equator in the Atlantic, the equatorial
Atlantic is not dominated by the ITCZ itself, but by the trade
wind system of the southern hemisphere that provides rela-
tively steady easterly winds on the equator. (See below for
why the ITCZ is, on average, not residing on the equator in
the tropical Atlantic.)

A consequence of the easterly wind forcing at the ocean
surface and the vanishing Coriolis force at the equator is that
the wind pushes the warm surface waters westward. Water
piles up to the east of Brazil in the Atlantic warm pool, pro-
viding water temperatures of approximately 28 °C at the sur-
face. Conversely, the surface layer of warm water in the
eastern tropical Atlantic is thinned out considerably — the
eastern part of the basin stores much less heat in the upper
ocean than the western part. A pronounced zonal gradient in
upper-ocean heat content is established. Figure 8a illustrates
this mean state.

The pressure below the ocean surface is not uniform
across the basin either. At the equator, the bulk of warm
water in the western ocean basin adds pressure to the water
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Divergence-driven upwelling

Fig. 2 Upwelling driven by horizontal divergence. Consider an ocean
in a state of rest. In a simple model, a layer of warm water is sitting on
top of a layer of colder water. Both the interfaces between the warm
surface layer and the atmosphere, and between the colder subsurface
water and surface layer are approximately even (horizontal dashed blue
lines). When a divergence is created in the upper layer, mass is trans-
ported away from the divergence (light blue arrows in the surface layer).
Because water is approximately incompressible, mass must be con-
served. A vertical flow from the subsurface layer compensates the hori-
zontal divergence (dark blue, upward arrow). In reality, this domes the
interface between the surface and the subsurface layers. The sea surface
adapts to the doming interface by decreasing in a similar fashion, albeit
with a much smaller amplitude

column, while eastern ocean pressure is reduced. The result-
ing east-west pressure gradient is balanced by a strong east-
ward current right below the surface — the equatorial
undercurrent (EUC) (Cromwell 1953; Cromwell et al. 1954).
At the surface, on the other hand, the direct wind forcing and
meridional pressure gradients produce a complex system of
alternating zonal current bands (e.g., Schott et al. 2003;
Brandt et al. 2006, 2008).

The three-dimensional flow of the upper equatorial oceans
directly below the well-mixed surface layer is characterized
by a slow but steady upward motion of, at best, a few meters
per day (Rhein et al. 2010). This so-called “upwelling” is
maintained by two processes. First, the Coriolis force deflects
the off-equatorial components of the wind-induced west-
ward displacement of surface water masses into opposite
directions. On the northern hemisphere, westward flow veers
north, while the Coriolis force directs it south on the south-
ern hemisphere. Zonal wind-driven upper ocean mass trans-
ports diverge; they effectively transport mass away from the
equator. However, because mass is conserved, sea level sags
imperceptibly, and upwelling transports colder, subsurface
water closer to the surface by creating a “dome” in the inter-
face between the warm surface water and cooler subsurface
water. The ratio between the surface and subsurface layer
thicknesses changes in response to the surface divergence.
Figure 2 illustrates how divergent flow in the surface layer
creates upwelling and changes the geometry of the involved

interfaces between both the atmosphere and the ocean, and
the ocean surface and subsurface layers.

Second, a small meridional contribution to the equatorial
wind field contributes to maintaining equatorial upwelling.
These meridional contributions are illustrated in Fig. 7b by
the equatorial wind vectors that do not point straight to the
west but rather to the northwest, as they are part of the south-
ern hemisphere trade wind regime crossing the equator into
the northern hemisphere for most of the year. In the ocean,
they induce meridional surface mass transports slightly off
the equator (Philander and Pacanowski 1981). Again, the
Coriolis force redirects these meridional motions into zonal
mass transports of opposite signs, which contribute to the
upper ocean horizontal divergence.

Over the course of the year, the set-up of this basic state
varies. Due to the tilted rotational axis of the earth, the lati-
tude of maximum insolation shifts into the northern hemi-
sphere in boreal — i.e. northern hemispheric — summer, and
into the southern hemisphere in boreal winter. The ITCZ,
accompanied by the trade wind systems of both hemispheres,
migrates in a similar fashion. However, the ITCZ does not
oscillate around the equator but stays north of it for most of
the year (Hastenrath 1991; Mitchell and Wallace 1992). Xie
(2004) reviewed the “riddle” of the asymmetric ITCZ and
concluded that it is, contrary to intuition, not so much the
overall distribution of landmasses and oceans that anchors
the Atlantic ITCZ to the northern hemisphere, but a
combination of air-sea coupling and the shape of the West-
African shoreline. More recently, Frierson et al. (2013) also
demonstrated how the meridional temperature gradient
between the warm northern hemisphere and the relatively
colder southern hemisphere impacts the ITCZ behavior. All
factors combine to pull the trade wind system of the southern
hemisphere across the equator and establish the highest SSTs
to the north of the equator.

Driven by the changing trade wind systems, the zonal sur-
face current systems vary in strength and location. The inten-
sity of the Equatorial Undercurrent, while firmly pinned to
the equator, varies as well (Johns et al. 2014). Variations in
the wind forcing lead to seasonally recurring intensifications
of the zonal heat content gradient.

One of the most striking elements of the tropical Atlantic
seasonal cycle is the formation of the Atlantic cold tongue in
the eastern equatorial Atlantic during boreal summer. The
cold tongue is characterized by an intense cooling of the
upper ocean. Figure 3a shows that SSTs in the Atl3 region
(3°S-3°N, 20°W—-0°E) drop from 28 °C to about 23 °C
between April and August, forming a distinct, tongue-
shaped pattern of relatively cool surface water that stretches
from the West African coast into the central equatorial
Atlantic (Figs. 3b, c). The observed temperature difference
between April and August in the upper 50 m of the Atl3
region alone corresponds to a change in thermal energy of
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Fig. 3 Observed cold tongue based on the NOAA Optimum
Interpolated SST dataset (OISST). (a) Exemplary time series of
monthly mean Atl3 sea surface temperature (SST, dark blue) and the
climatological seasonal cycle (light blue). For the seasonal cycle,

1351.16 EJ.? That is 13 times the US-American energy con-
sumption of 2014, or 2.6 times the total global energy con-
sumption of 2011.

The formation of the cold tongue co-occurs with seasonal
changes in the atmospheric circulation. An important and
well-known aspect of this is the strong co-variability between
the onset of the cold tongue and the onset of the West African
monsoon (e.g., Okumura and Xie 2004; Brandt et al. 201 1a;
Caniaux et al. 2011), a key element of large-scale precipita-
tion in western Africa and hence a crucial factor of agricul-
ture. Understanding the complex processes that shape the
coupled atmosphere-ocean-land climate system of the equa-
torial Atlantic is a task of high societal relevance.

In concert with accurate and long-term observations, cli-
mate models are an essential tool to investigate the equatorial
Atlantic. Here we address the question of how well state-of-
the-art climate models are able to reproduce the observed
seasonal cycle of the equatorial Atlantic. The section
“Climate models: A crash course” gives an overview on cou-
pled climate models and introduces the concept of model
biases. The section “Can climate models reproduce the
observed seasonality of the equatorial atlantic climate sys-
tem?” reports common biases in the tropical Atlantic and
how they relate to the formation of the modeled cold tongue.

3Based on thermal data from the World Ocean Atlas (WOA2013v2,
Locarnini et al. 2013).

monthly mean data has been averaged for each calendar month for the
period 1981-2012. (b) and (c¢) Climatological SST fields for April and
August, illustrating the climatological conditions when SSTs reach
their maximum just before the onset of the cold tongue, and when the
cold tongue is fully developed, respectively

An outlook in the last section addresses the usefulness of
climate models for studies of cold tongue variability, a cru-
cial source of tropical Atlantic climate variability that
strongly affects the surrounding continents.

Climate Models: A Crash Course

Climate models numerically solve the Navier-Stokes equa-
tions for a set of specified assumptions. The Navier-Stokes
equations are a system of non-linear partial differential equa-
tions that describe the behavior of fluids, from a drop of
water that hits the surface of a puddle, to global circulation
systems such as the trade wind systems. They are highly
complex and can only be solved numerically when they are
approximated to focus on a specific class of fluid processes.
For climate models, these processes are mostly related to the
large-scale global circulation, synoptic phenomena, and pos-
sibly mesoscale phenomena* such as ocean eddies. The
approximated Navier-Stokes equations that are used in cur-
rent climate models are called the primitive equations.
Climate models consist of a number of “building blocks”.
The two core building blocks are an atmosphere and an
ocean general circulation model (GCM). Given appropriate
surface and boundary forcing, both GCM types can be run

4Size on the order of 10-50 km.
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independently. Phillips (1956) demonstrated this by design-
ing the first successful atmospheric GCM. To allow the oce-
anic and atmospheric blocks to interact with each other, a
coupling module exchanges information at the air-sea inter-
face. A coupler and the atmospheric and oceanic GCMs
together form the simplest coupled GCM (CGCM). Such a
basic CGCM lacks a number of relevant processes, relating
for example to the land and sea ice components of the cli-
mate system or the impact of vegetation. To introduce these
important aspects into the model, CGCMs are “upgraded”
with additional building blocks to form earth system models.
If a basic CGCM is a simple brick house of only one room, a
full-fledged earth system model is a mansion with special-
ized rooms for different tasks. Important additional building
blocks for an earth system model are modules that simulate
the behavior of sea ice, ice sheets and snow cover on land,
vegetation and other surface processes such as river runoff
into the ocean, atmospheric chemistry, biogeochemistry in
the ocean or even geological processes of varying
complexity.

In order to solve the model equations numerically,
CGCMs need to discretize the real world into finite spatial
and temporal units. The basis for such a discretization is a
three-dimensional grid of grid boxes that each contain a sin-
gle value of a given variable. The CGCM applies the model
equations to the grid boxes and integrates them forward in
time. Essentially, each grid box is a mini-model that is, how-
ever, exchanging information with neighboring grid boxes.

An important characteristic of a model grid is its resolu-
tion, i.e. the size of its grid boxes.’ It defines, among other
things, which processes can be resolved. As an example,
consider the development of cumulus clouds. While cumulus
clouds have a horizontal scale of less than 10 km, state-of-
the-art models use a resolution of about 100 km. On such a
grid CGCMs cannot simulate cumulus clouds directly.
Consequently, the climatic impacts of such clouds have to be
parameterized, i.e. their effect must be captured by the model
in a simpler way that is supported by observations. For con-
vective® and mixing processes alone — important aspects of
cumulus clouds -, a number of parameterization schemes
exist that subtly alter the behavior of large-scale processes in
the models.

In addition to horizontal processes, models must be able
to capture vertical motions in the climate system. Cumulus
clouds, for example, extent vertically throughout varying

*Note that, usually, not all grid boxes of a GCM have the same size,
neither in terms of absolute surface area, nor in terms of longitudinal
and latitudinal extent. A common practice in ocean models, for exam-
ple, is to refine the latitudinal resolution towards the equator to better
resolve the fine structures of the equatorial oceans. In a similar fashion,
Sein et al. (2016) recently discussed grid layouts for ocean models that
increase their spatial resolution in certain target areas.

¢Convection: upward motion in the atmosphere.

portions of the troposphere, and vertical movement within
clouds is a key factor of precipitation. On a larger scale,
ascending air masses within the ITCZ define an important
aspect of the tropical climate system (cf. Section “The
equatorial atlantic: A climate hot spot”). Models need to be
able to reproduce these vertical movements. They require
vertical layering, giving rise to the three-dimensional struc-
ture of a model grid. A common feature of all models is that
their vertical levels are unevenly distributed. Because prop-
erties usually change drastically close to the air-sea inter-
face, resolving these strong gradients requires a high
vertical resolution. Conversely, the thickest levels are far-
thest away from the air-sea interface. In the ocean, the last
model level usually ends at the sea floor; the atmosphere,
however, is not bounded that clearly. Some models only
resolve the troposphere, our “weather” sphere that reaches
up to approximately 15 km, while a number of recent atmo-
sphere models incorporate the stratosphere as well (up to
80 km).

Figure 4 illustrates schematically how the different
“building blocks” of a CGCM work together and how the
real world must be discretized into grid boxes to allow a
numerical solution of the primitive equations.

CGCMs are initialized either from a state of rest — i.e. the
ocean and atmosphere are without motion and only establish
their general circulation patterns during the first stage of the
simulation, the so-called “spin-up” — or from a more specific
state that is generally derived from observations. In both
cases, the model needs time to smooth out initial imbalances
and establish an equilibrium. Additionally, climatically rele-
vant forcing parameters must be prescribed to the model in
the form of boundary conditions. A prominent example of
such a boundary condition is the strength and variability of
the solar forcing, our energy source on earth, or the atmo-
spheric CO, concentration.

Climate models are used to address a host of research
questions. They aid scientists in interpreting observations,
infer mechanisms, or provide information on how the cli-
mate system might evolve in the future. All of these tasks,
however, require that CGCMs are able to produce a realistic
climate. Due to various limitations, this is not always the
case. A common manifestation of the shortcomings of a cli-
mate model is the formation of biases.

A bias is a systematic difference between the modeled
and the observed climate. This difference can occur in any
statistical property of any model variable. While standard
biases are routinely monitored during the development and
application of climate models, non-obvious biases may be
present in simulations that look fine otherwise. Consider, for
example, SST in a given location. While routine bias con-
trols may have found a realistic mean SST, closer inspection
could reveal that SST anomalies tend to be too high. Because
positive and negative anomalies cancel each other out on
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Fig. 4 Schematic of a Coupled General Circulation Model (CGCM).
On the most basic level, the earth is a closed system that receives energy
from the sun and radiates away thermal energy (yellow arrows at the
“top of the atmosphere”). A CGCM tries to simulate the processes
within this system. It consists of a number of modules that interact with
each other. Important modules in state-of-the-art CGCMs are the ocean-
and-sea-ice module, the atmospheric module, and additional modules
that simulate, for example, land surface processes or vegetation. These
“building blocks” of the CGCM exchange information with each other
via an additional “coupling module”. Coupling is a computationally
expensive operation that can account for up to a third of the total
required computational resources of a CGCM. A CGCM solves an
approximation to the Navier-Stokes equations numerically. These are a
set of non-linear partial differential equations that describe the motion
of fluids. To solve them, the model must discretize the real world into
finite spatial and temporal units. In the three-dimensional space domain,
this discretization results in a layered grid. Each grid box contains a
single value for each model variable. Processes acting on spatial scales
that are smaller than the extent of the grid box must be parameterized.
Prominent examples of these “sub-grid” processes are, for example, the
formation of clouds and precipitation

average, this biased variance would not be obvious. In a sim-
ilar manner, positive and negative SST anomalies might not
be distributed realistically, with the model perhaps produc-
ing a few very strong positive anomalies and many weak
negative anomalies that still form the expected average. In
this case, the modeled SST distribution is skewed with
respect to observations.

An additional limitation on the hunt for biases is that a
bias can only be diagnosed in comparison to a reliable obser-
vational benchmark. Many parameters of the real climate
system, however, are hard to observe or have only been
observed for a short time. In general, large-scale patterns on
the earth’s surface and throughout the atmosphere can be
observed relatively easily with satellite-borne remote sens-
ing instruments. SST, for example, has been carefully moni-
tored by a number of satellite missions since the 1980s.
Processes below the ocean surface, however, can usually not
be monitored from space. Instead, observational data have to
be obtained by measurements from ships, moored instru-
ments and autonomous vehicles such as gliders and floats.

For the tropical oceans, the TAO/TRITON mooring array in
the Pacific (McPhaden 1995), the PIRATA array in the
Atlantic (Bourles et al. 2008), and the RAMA array in the
Indian Ocean (McPhaden et al. 2009) provide, among others,
information on temperature, salinity, current velocities and
air-sea fluxes. Additionally, an increasing number of hydro-
graphic observations have become available over the last
decade due to the Argo program (Roemmich et al. 2009).
While all of these measurements provide invaluable informa-
tion about the state of the tropical oceans, they are not spa-
tially continuous and have only been operational for the last
few decades. Obtaining information about the evolution of
the climate system in the past remains a core challenge of
climate research.

Although no climate model is exactly like the other,
some biases are shared by a wide range of state-of-the-art
CGCMs. Figure 5 shows the global pattern of the annual
mean SST bias for the average of 33 CGCMs and an experi-
ment with the Kiel Climate Model (KCM, Park et al. 2009).
Positive values indicate that modeled SST is warmer than in
observations and vice versa. We validated the performance
of these CGCMs and the KCM in terms of SST against the
satellite derived Optimum Interpolated SST dataset (OISST,
Reynolds et al. 2007; Banzon et al. 2016). Figure 5 shows
that while the KCM is a unique model that has individual
flaws and strengths, the characteristics of its equatorial
Atlantic SST bias are well comparable to other current
CGCMs (examples of other models are shown, among oth-
ers, in Wahl et al. 2011; Xu et al. 2014; Ding et al. 2015;
Harlal3 et al. 2017).

The KCM is a state-of-the-art CGCM that was integrated
with radiative forcing for the period 1981-2012 in rather
coarse resolution. The ocean-sea ice model NEMO (Madec
2008) was run with 31 vertical levels and a horizontal resolu-
tion of 2° that is refined to 0.5° in the equatorial region. The
atmospheric model ECHAMS (Roeckner et al. 2003) is run
with 19 vertical levels and a global horizontal resolution of
approximately 3.75°. Results from KCM simulations are
selected here for consistency reasons. We stress again that
while the KCM differs wildly from other CGCMs in some
aspects, its simulation of the tropical Atlantic is representa-
tive for most current-generation CGCMs.

Can Climate Models Reproduce
the Observed Seasonality of the Equatorial
Atlantic Climate System?

The Equatorial Atlantic Warm Bias: Symptoms
The annual mean SST bias varies considerably between

different regions of the ocean (Fig. 5). Striking features of
the global SST bias pattern are the pronounced warm biases
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Fig. 5 Annual mean global sea surface temperature (SST) bias in (a)
the ensemble mean of 33 Coupled General Circulation Models
(CGCMs) contributing to the Coupled Model Intercomparison Project,
Phase 5 (CMIP5, Taylor et al. 2012) and (b) one integration of the Kiel
Climate Model (KCM). For CMIP5, the chosen experiments were “his-
torical” experiments that were forced by the observed changes in atmo-
spheric composition. The KCM was run with an atmospheric horizontal
resolution of approximately 3.75° and with 19 vertical levels. The
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ocean model had a horizontal resolution of 2° that was refined to 0.5°
towards the equator, and 31 vertical levels. The annual mean SST bias
was diagnosed with respect to the NOAA Optimum Interpolated SST
dataset (OISST) for the period 1982-2009. Using an ensemble mean of
three ensembles instead of a single integration to diagnose the KCM
SST bias changed the results only negligibly. This demonstrates how
robust a feature the annual mean SST bias pattern is in the KCM
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Fig. 6 Seasonal cycle of Atl3
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Seasonal Cycle of AtI3 SST: Model vs. Observations

sea surface temperature (SST) in
observations (NOAA Optimum
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along the subtropical western shorelines of all continents.
These biases appear, for example, along the western
US-American as well as the Peruvian and Chilean coasts in
the Pacific, or off Angola and Namibia in the Atlantic. They
are anchored to the eastern boundary upwelling systems,
where cold subsurface waters are brought close to the ocean
surface. Here, SST biases can reach annual mean ampli-
tudes of up to 7 °C in current climate models (Xu et al.
2014).

In this section, we focus on the pronounced warm bias
that covers the equatorial Atlantic cold tongue region. The
annual mean SST bias in the Atl3 region has a magnitude of
approximately 2 °C.” In the upper 50 m of Atl3 in the KCM,
this corresponds to a heat surplus of approximately 380 EJ,
an amount of energy that could melt 47 times the ice volume
of the Antarctic ice sheet.®

An important aspect of the equatorial Atlantic SST bias is
that it varies over the course of the year. Figure 6 shows that
the SST bias of the KCM is smallest in boreal winter, with a
value of less than 1 °C in February. During the cold tongue
formation, it rapidly increases to almost 4 °C until July. For
the rest of the year, it slowly decreases again. This implies

"Note, however, that by no means all climate models develop such a
strong equatorial Atlantic warm bias. Some models are capable of sim-
ulating a more realistic tropical Atlantic, but these models represent but
a tiny minority of all current CGCMs.

$We used the thermal data from WOA2013v2 to compare our model

results with. The Antarctic ice volume is based on the Bedmap?2 dataset
(Fretwell et al. 2013).

that the KCM struggles to simulate the observed strong cool-
ing that is associated with the development of the cold tongue
in boreal summer. Indeed, Fig. 6 shows that the KCM — simi-
lar to most state-of-the-art CGCMs (e.g., Richter and Xie
2008; Richter et al. 2014b) — does not produce a coherent
cold tongue that is comparable in strength to observations. A
key process of the equatorial Atlantic climate system is miss-
ing from the simulations.

Because the ocean and the atmosphere are strongly cou-
pled in the tropics, the missing cold tongue is only one
symptom of a fundamentally biased equatorial Atlantic in
current climate models. Figure 7 illustrates the bias of the
zonal wind component in the KCM. During spring, the
KCM strongly underestimates the magnitude of zonal wind
in the western tropical Atlantic (Fig. 7a). While the absolute
value of zonal wind is higher in the KCM than in observa-
tions, especially during spring, the magnitude is much
smaller. Instead of the generally easterly winds (negative
values), associated with the trade winds, the KCM simulates
very weak westerly winds (positive values). This “westerly
wind bias” — so-called because the simulated zonal winds
are much too westerly compared to the observed trade
winds — is another typical bias pattern in state-of-the-art
GCMs. It agrees with an ITCZ that is displaced too far to the
south, a feature that is common to both coupled and atmo-
sphere-only GCMs (e.g., Doi et al. 2012; Richter et al. 2012;
Siongco et al. 2015).

An important question is: How do the different bias symp-
toms relate to each other dynamically, and how do these
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Fig. 7 Tropical Atlantic
near-surface winds and zonal
wind bias in spring. (a) Same as
Fig. 6, but for the zonal
component of 10 m wind in
WALl (b) Climatological mean
of observed 10 m wind (arrows)
and the Kiel Climate Model
(KCM) zonal wind bias in
February—April (shading) in the
equatorial Atlantic. The wind
climatology is based on the
Scatterometer Climatology of
Ocean Winds (SCOW, Risien and
Chelton (2008)). Arrows combine
the zonal and meridional
components of the climatological
10 m wind, while shading only
refers to the zonal component of
the wind
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dynamics compare to the observed processes that shape the
tropical Atlantic climate system? In the next subsection, we
first review the basic processes that establish the observed
seasonal cycle in the tropical Atlantic, and then compare the
observations with what is happening in state-of-the-art cli-
mate models.

Which Processes Produce the Equatorial
Atlantic Warm Bias?

A good first assumption about the seasonal cycle is that it is
driven by the seasonal movement of the sun. Such a seasonal
cycle should be symmetric. In the tropical Atlantic, however,
it is clearly asymmetric. Figure 6 shows that the cooling
period between April and August is much shorter — or, equiv-
alently, more intense — than the subsequent period of gradual
warming that lasts until the following April. Processes other

|
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(=]
=
=
(=]

than the seasonal forcing of solar insolation must contribute
to the fast growth of the summer cold tongue.

Recent studies of the tropical Atlantic suggest that the
rapid formation of the cold tongue involves a coupled, posi-
tive feedback (Keenlyside and Latif 2007; Burls et al. 2011;
Richter et al. 2016). A feedback establishes a relationship
between two or more variables. In a negative feedback small
perturbations in one variable are compensated by changes in
the other such that the system returns to its original, stable
state. The opposite is true for a positive feedback. Here, a
perturbation — even a small one — in one variable provokes
changes in the other variables that reinforce the original per-
turbation. The system continues to diverge from its initial
state. The perturbation grows until the feedback is disrupted.

The dominant positive feedback in the equatorial oceans
is the Bjerknes feedback (Bjerknes 1969). It relates three key
properties of an equatorial ocean basin to each other: SST in
the eastern ocean basin; zonal wind variability in the western
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Fig. 8 The Bjerknes feedback. (a) Mean state. Along the equator, the
surface wind field is dominated by the trade winds of the southern
hemisphere. Both the zonal and meridional components of the trade
winds contribute to surface divergences close to the equator, producing
equatorial upwelling (thick blue arrow). Steady equatorial easterly
wind forcing (blue arrows) pushes warm surface waters (light blue
layer) towards the western ocean basin and builds up the warm pool.
Warm and moist air rises above the warm pool (orange arrow). In con-
trast, the surface mixed layer is thin in the eastern basin, upwelling is
more efficient there, and SSTs are, on average, cooler than in the warm
pool (approximately 25.5 °C and 28.5 °C, respectively; the equatorial
SST distribution is sketched in the bar below the figure). (b) The posi-
tive Bjerknes feedback alters the state of the tropical ocean. The trade

ocean basin; and the zonal distribution of upper ocean heat
content along the equator, with large heat reservoirs and
thick surface layers in the western warm pool, and thin sur-
face layers in the cold tongue region in the east.

Figures 8a and b illustrate, respectively, the mean state of
an equatorial ocean and how the Bjerknes feedback alters it.
Consider a weakening of the easterly trade winds in the
western ocean basin (or equivalently a decrease in easterly
zonal wind stress at the ocean surface). The balance between
the wind stress and the piled-up warm water in the western
ocean basin temporarily fades, and the piled-up warm pool
“sloshes back™ into the eastern ocean basin, redistributing
the upper ocean heat content more evenly across the equato-
rial basin.’ The zonal gradient in heat content is leveled out,
and the additional heat in the eastern ocean basin helps to
establish a positive SST anomaly. This process can last sev-
eral months in the equatorial Pacific and approximately

°In the framework of this explanation, an interesting observation is that
the Bjerknes feedback can only operate as long as the reservoir of warm
water in the western warm pool is not empty. Once this is the case, the
feedback breaks down, the SST anomaly stops to grow and the warm
pool fills up again. A negative feedback has replaced the positive feed-
back. For the tropical Pacific, this sequence of alternating feedbacks has
been described by Jin (1997) in the framework of the recharge oscilla-
tor. The name relates to the idea that the equatorial ocean is “charged”
with warm water in the warm pool region — or, equivalently, heat — that
is then discharged to the atmosphere during a warm event.

winds weaken, and zonal surface winds in the western ocean basin
decrease. The balance between the subsurface pressure gradient and
wind stress forcing is disrupted, and part of the warm pool “sloshes
back” into the central ocean basin, redistributing warm surface water
more evenly across the ocean basin. The tilt in the interface between the
surface and subsurface waters decreases, and upwelling is less efficient
in providing cold subsurface water to the surface layer in the eastern
ocean basin. The cold tongue region warms (orange ovals). Sea level
pressure (SLP) over the warm anomalies decreases, and convection
shifts towards the central ocean basin. The surface wind response to this
shift in surface convection and the zonal SLP distribution further weak-
ens the trade wind regimes and closes the feedback

one month in the equatorial Atlantic. (These different time
scales are mainly due to the different east-west extents of the
basins and hence signal propagation speeds.)

In the tropics, the atmosphere is closely coupled to the
ocean. It reacts strongly to underlying SST variability by
developing an anomalous wind field that converges over a
warmer-than-usual patch of water (Gill 1980). The local
changes in the wind field co-occur with changes in the zonal
pressure gradient along the equator. The altered zonal pres-
sure gradient in turn induces further weakening of the east-
erly trade winds in the western ocean basin, closing the
feedback loop. An equivalent process with opposite signs
takes place when the trade winds intensify in the western
ocean basin.

The Bjerknes feedback is restricted to the equatorial
ocean basins. While the ingredients of the feedback — wind,
upper ocean heat content and SST variability — are present in
every region of the ocean and usually interact with each
other in one way or the other, the fully coupled Bjerknes
feedback requires that information is zonally transmitted
across almost the entire zonal extent of the basin, both in the
atmosphere and the ocean. This is only possible when the
Coriolis force vanishes or is negligibly small, since it would
otherwise deflect the involved physical motions into curved
movements. A direct, zonal exchange between the eastern
and western ocean basins would not be possible in the pres-
ence of the Coriolis force.
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In the tropical Atlantic, a number of seasonal processes in
the coupled atmosphere-ocean system produce a climate
state that allows the Bjerknes feedback to operate during
early boreal summer. Although we explain the processes in a
sequential manner below, note that clear causalities are hard
to establish in a coupled system. Different aspects of the phe-
nomenon — here: the northward movement of the ITCZ and
the development of the Atlantic cold tongue — cannot be dis-
entangled from each other. Neither does the ITCZ move
north because of the cold tongue development, nor does the
cold tongue develop because the ITCZ moves north. Rather,
both phenomena co-occur as manifestations of the same cou-
pled phenomenon.

One key ingredient of the equatorial Atlantic seasonal
cycle is the northward migration of the marine ITCZ (Xie
and Philander 1994). In boreal spring, the ITCZ is in its
southernmost position. The trade wind regimes of both hemi-
spheres converge close to the equator and produce weak
equatorial surface winds. When the ITCZ moves north in late
boreal spring, the southern hemisphere trade winds cross the
equator. Starting in March—April, surface winds intensify
(illustrated by an increase in magnitude in Fig. 7a) and con-
tribute to enhanced equatorial upwelling.

The spring strengthening of western equatorial zonal sur-
face winds enhances the zonal gradient in upper ocean heat
content. Strong easterly winds push the surface waters more
efficiently towards the western warm pool, thinning out the
warm surface layer in the eastern ocean basin and transport-
ing the cooling signal westward. As a result, cold subsurface
water lodges closer to the ocean surface. This background
state requires very little subsurface water to be mixed into
the surface layer to produce a substantial cooling. The west-
ern equatorial zonal spring winds “precondition” the eastern
equatorial Atlantic for the formation of the cold tongue (e.g.,
Merle 1980; Okumura and Xie 2006; Grodsky et al. 2008;
Hormann and Brandt 2009; Marin et al. 2009).

In concert with the development of the first seasonal cool-
ing signals in May and June, the West African monsoon sets
in (e.g., Okumura and Xie 2004; Brandt et al. 201 1b; Caniaux
et al. 2011; Giannini et al. 2003). From an atmospheric per-
spective, the monsoon onset is characterized by accelerating
southeasterly surface winds in the Gulf of Guinea in late
boreal spring. The strengthening meridional component of
these winds enhances upwelling slightly to the south of the
equator, and downwelling slightly to the north. The intensi-
fied upwelling provides additional initial cooling to the east-
ern equatorial region by mixing colder subsurface water into
the warm surface layer. From the ocean perspective, on the
other hand, cooling SSTs in the eastern equatorial Atlantic
intensify the southerly winds in the Gulf of Guinea, which in
turn contributes to the northward migration of convection
and rainfall associated with the West African monsoon
(Okumura and Xie 2004).

Lastly, oceanic processes contribute to the formation of
the cold tongue. A number of studies found that vertical mix-
ing at the base of the surface layer — where temperature gra-
dients are strongest — seasonally varies in strength (e.g.,
Hazeleger and Haarsma 2005; Jouanno et al. 2011; Hummels
et al. 2013, 2014). A likely explanation for this is that the
intensities of the westward surface current and the eastward
equatorial undercurrent vary over the course of the year.
When the relative velocities of the two currents are strong,
the vertical velocity shear at their boundary increases,!® and
frictional processes mix colder subsurface water into the
warm surface layer. Figure 9 illustrates both the spring state
of the tropical Atlantic and the basic processes that produce
the first cooling signals in early boreal summer.

The net effect of these interacting processes — the north-
ward migration of the ITCZ and the associated strengthening
of the southern hemisphere trade winds on the equator, the
thinning of the of eastern equatorial surface layer, the
enhanced upwelling along the equator and especially in the
cold tongue region, and the increased mixing at the base of
the surface mixed layer — is that the first cold anomalies
develop in the eastern equatorial Atlantic in late April. The
atmosphere in turn reacts to the cold anomalies, and the
Bjerknes feedback sets in. Starting in May, it lends addi-
tional growth to the cold tongue (Burls et al. 2011). In
August, the seasonally active Bjerknes feedback loop breaks
down (Dippe et al. 2017) and a more moderate warming sets
in. In the absence of the Bjerknes feedback the cold tongue
can no longer be maintained and dissolves, due to mixing
processes in the ocean and surface heat exchange with the
atmosphere.

Many models struggle to simulate a seasonally active
Bjerknes feedback that is comparable to observations in both
strength and seasonality. Richter and Xie (2008) pointed out
that model performance with respect to the Atlantic Bjerknes
feedback is quite diverse between models that participated in
the Coupled Model Intercomparison Project, Phase 3
(CMIP3, Meehl et al. 2007). Likewise, Deppenmeier et al.
(2016) found systematic weaknesses in the CMIP5 models.
For example, many models displace the Atlantic warm pool
towards the central equatorial Atlantic (Chang et al. 2007;
Richter and Xie 2008; Liu et al. 2013). This displacement is
a consequence of the westerly wind bias in the western equa-
torial Atlantic (Wahl et al. 2011; Richter et al. 2012, 2014b).
Figure 7 illustrates for the KCM that the spring winds are
much weaker in the model than in observations. Consequently,
the surface wind stress is not sufficient to pile up warm sur-

10¢Velocity shear” is a different term for “velocity gradient”. A flow is
sheared when different layers of the flow have different velocities.
Depending on the magnitude of the shear and the viscosity of the fluid,
the shear produces local turbulence and mixing due to frictional pro-
cesses within the fluid. If no turbulence occurs, the flow is called
“laminar”.
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Fig. 9 Initial cold tongue cooling in the tropical Atlantic. (a) Spring
conditions. The highest sea surface temperatures (SSTs) and the lowest
sea level pressures (SLPs) are found approximately on the equator
(dashed black line), forming the equatorial low pressure trough (dark-
blue shading). The trade wind systems of both the northern and the
southern hemispheres (dark blue arrows) converge in the trough and
anchor the Inter-Tropical Convergence Zone (ITCZ, clouds and strong
precipitation) to the equator. Zonal surface wind forcing is relaxed dur-
ing spring, warm surface waters are distributed more evenly across the
basin. At the ocean surface, the South Equatorial Current (SEC) trans-
ports water towards the west. Below the surface, close to the interface
between the surface layer and the subsurface, the Equatorial Under-
Current (EUC) transports water towards the east. (b) Initial cold tongue
cooling: In early boreal summer, the ITCZ migrates away from the

face waters in the western ocean basin in a manner compa-
rable to observations. Heat content is distributed more evenly
across the equatorial ocean basin and supplies additional
heat to the eastern surface layer. Even if the model produced
wind variability that could serve as a valid initial perturba-
tion to trigger the Bjerknes feedback,!' the biased back-
ground state of the ocean could not support the feedback.
The cold tongue fails to establish.

An interesting equivalent of this mechanism has been
observed in the real ocean by Marin et al. (2009). The study
compares the Atlantic cold tongue in two years with grossly
different wind variability and finds that in the year with rela-
tively weak spring winds in the western equatorial Atlantic —
this compares well to the climatological, biased state in
many CGCMs -, the zonal heat content gradient in the upper
ocean does not develop. The winds fail to precondition the
tropical Atlantic for the growth of the cold tongue.

Studies with current atmospheric GCMs have found the
westerly wind bias in boreal spring to be an intrinsic feature
of (uncoupled) atmospheric GCMs (Richter et al. 2012,

"'This is by no means a given. As shown below and hinted at above, the
equatorial Atlantic bias also manifests in the atmosphere and may well
prevent the model from establishing the link between eastern ocean
SST and western ocean wind variability that is necessary to close the
Bjerknes feedback loop.

b) Initial cooling

NV )W)

ITCZ

SEC1

EUC1?

equator into the northern hemisphere. The trade winds of the southern
hemisphere follow the low pressure trough and cross the equator. In the
western ocean basin, zonal surface winds increase and push the warm
surface water more efficiently towards the west. The warm pool deep-
ens in the west, while the surface layer thins in the east. Additionally,
both the meridional and zonal components of the wind field in the east-
ern ocean basin strengthen and contribute to a local surface divergence
that is compensated by enhanced upwelling (thick, dark-blue arrow).
Lastly, both the SEC and EUC increase in strength. Enhanced vertical
velocity gradients in the vicinity of the interface between the surface
and the subsurface water layers produce shear instabilities (black squig-
¢gly lines) that mix the cold subsurface water efficiently into the surface
layer

2014b; HarlaB et al. 2017). Coupling an already biased atmo-
spheric GCM to an ocean GCM induces positive feedbacks
that amplify the wind and SST biases in the equatorial
Atlantic. Additionally, Grodsky et al. (2012) showed that an
ocean GCM, too, is intrinsically biased in the tropical
Atlantic, although the magnitude of this bias is much smaller
than the warm bias in a coupled model.

The atmospheric westerly wind bias has been linked to a
seesaw pattern in rainfall biases over South America and
Africa (Chang et al. 2007; Richter et al. 2012, 2014b;
Patricola et al. 2012). The proposed physical mechanism that
links precipitation to the wind is the following: Tropical rain-
fall is tied to strong convection. Ascending moist and warm
air masses create a local negative pressure anomaly at the
surface that alters the zonal gradient in surface pressure
along the equator. Surface winds, in turn, are dynamically
related to surface pressure gradients.'?

A current hypothesis of what prevents climate models
from developing a cold tongue comparable to observations in

2Wind compensates pressure gradients. That is why large-scale storm
systems are organized around low core pressures: The storm winds try
to flow into the low pressure at the “heart” of the storm and eliminate
the strong pressure gradient between the storm center and the storm
environment. The Coriolis force provides rotation to storm systems by
deflecting the pressure compensation flow.
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boreal summer thus is: Opposing rainfall biases in South
America and Africa produce a zonal surface pressure gradi-
ent along the equator that is weaker than in observations. The
resulting winds in the equatorial western Atlantic are too
weak in magnitude and cannot reproduce the observed distri-
bution of upper ocean heat content. Consequently, the sea-
sonally induced equatorial upwelling in early boreal summer
is not sufficient to produce the observed cooling that finally
triggers the Bjerknes feedback.

In agreement with these mechanisms, a number of studies
have found that a physically sound way to reduce the equato-
rial Atlantic warm bias is to improve the atmospheric mod-
els. Tozuka et al. (2011) showed that tweaking the convection
scheme can project strongly on the ability of the models to
simulate the correct distribution of climatological SSTs in
the equatorial Atlantic. Harla3 et al. (2015) conducted a
number of experiments with the KCM that varied both the
horizontal and vertical resolution of the atmospheric GCM,
while keeping a constant coarse resolution for the ocean
GCM. For sufficiently high atmospheric resolutions, the
western equatorial wind bias strongly decreased and the
equatorial Atlantic warm bias nearly vanished. The seasonal
cycle as a whole greatly improved. In a follow-up study,
HarlaB et al. (2017) found that sea level pressure and precipi-
tation gradients along the equator are not sensitive to the
atmospheric resolution. Nevertheless, the wind bias in their
study decreased significantly. To explain this, they propose
that the position of maximum precipitation and zonal
momentum transport play an important role in giving rise to
the zonal wind bias. Zonal momentum can be either trans-
ported by mixing it from the free troposphere into the bound-
ary layer or by meridional advection into the western
equatorial Atlantic (Zermefio-Diaz and Zhang 2013; Richter
et al. 2014b, 2017). These findings agree with the study of
Richter et al. (2014a), who found that zonal wind variability
in the western equatorial Atlantic is strongly related to verti-
cal momentum transports in the overlying atmosphere.
Further studies by Voldoire et al. (2014), Wahl et al. (2011),
and DeWitt (2005) confirm the importance of the atmo-
spheric component of a CGCM to properly simulate the
complex tropical Atlantic climate system.

Outlook: Implications for the Usability
of CGCMs in the Equatorial Atlantic

Using the KCM, a CGCM that simulates the tropical Atlantic
in a manner very similar to a wide range of state-of-the-art
CGCMs, we have shown exemplary that coupled global
climate models currently struggle to simulate a realistic
equatorial Atlantic climate system. The dominant feature of
this problem is that CGCMs struggle to simulate the defining
feature of the seasonal cycle — the formation of the Atlantic

cold tongue in early boreal summer. An important cause of
this bias is a strong and seasonally varying westerly wind
bias in equatorial zonal wind in atmospheric models that is
present even in the absence of atmosphere-ocean coupling.
While much progress has been made in understanding and
reducing the equatorial Atlantic warm bias, many models
still produce a profoundly unrealistic seasonal cycle in the
equatorial Atlantic. How does this shortcoming affect the
usefulness of coupled models in the equatorial Atlantic?

A key task of climate models is to forecast deviations
from the expected climate state. For seasonal predictions, the
expected climate state is the climatological seasonal cycle.
Some of these deviations are generated randomly and are, by
definition, unpredictable. Others are the product of — some-
times potentially predictable — climate variability.

In the tropical Atlantic, the dominant mode of year-to-
year SST variability is the Atlantic Nifio'? (Zebiak 1993).
The Atlantic Nifo is essentially a modulation of the seasonal
formation of the cold tongue (Burls et al. 2012). This modu-
lation can manifest in a range of different cold tongue mea-
sures. For example, cold tongue growth might set in earlier
(or later), the cold tongue might cool more strongly, or it
might, in its mature phase, occupy a larger area in the tropi-
cal Atlantic than usual. Caniaux et al. (2011) argued that all
of these measures reveal an aspect of cold tongue variability,
but that they do not vary consistently with each other.

Still, the Atlantic Nifio is generally described in terms of
Atl3 summer SSTs. While the seasonal cycle of Atl3 SSTs
spans a range of roughly 5 °C, interannual variations of Atl3
SST between May and July rarely exceed amplitudes of 1 °C
(Fig. 10a). The seasonal cycle of the tropical Atlantic is by
far the dominant signal in Atl3 SSTs (Fig. 10b). It is the
background against which the interannual variability of the
Atlantic Nifio plays out.

Even though the Atlantic Nifio constitutes only a rela-
tively small deviation from the seasonal cycle, its effects on
adjacent rainfall patterns can be substantial (e.g., Giannini
et al. 2003; Garcia-Serrano et al. 2008; Polo et al. 2008;
Rodriguez-Fonseca et al. 2011). A key demand of African
countries, where food security heavily relies on agriculture,
is hence to be able to reliably predict the amplitude of the
Atlantic Nifo a few months, ideally even more than a sea-
son, ahead. Only such relatively long-ranged forecasts
would allow African farmers to adapt their farming strategy

PR

3The name “Atlantic Nifio” refers to the Pacific El Nifio, because the
pattern of Atlantic Nifio SST anomalies is similar to the Pacific El Nifio.
Apart from this, a number of differences exist between the two phenom-
ena (discussed for example in Keenlyside and Latif (2007), Burls et al.
(2011), Liibbecke and McPhaden (2012), Richter et al. (2013), and
Liibbecke and McPhaden (2017)). Nnamchi et al. (2015, 2016) argued
that the Atlantic Nifio might not be dynamical in nature, but a product
of atmospheric noise forcing. Alternative names for the Atlantic Nifio
are Atlantic Zonal Mode or Atlantic Cold Tongue Mode.
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Fig. 10 The observed Atlantic a) May-July Atl3 SST anomalies
Nifio, based on the NOAA 1.00
Optimum Interpolated SST
dataset (OISST). (a) Time series 0.75 1
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for the upcoming season. Unfortunately, most models per-
form very poorly with respect to the Atlantic Nifio and can
provide hardly any predictive skill (Stockdale et al. 2006;
Richter et al. 2017).

One reason for these shortcomings is that a prerequisite to
simulate the variability of Atlantic cold tongue growth is a
model that produces a realistic cold tongue. Indeed, Ding
et al. (2015) showed that even a symptomatic — as opposed to
a dynamically motivated and hence more process-oriented —
reduction of the equatorial Atlantic SST bias in the KCM
greatly improves the ability of the model to track the observed
Atlantic Nifio variability. This serves as an example of how
the mean state interacts with climate variability. How the

bias influences the predictive skill of the KCM for tropical
Atlantic SST and whether the real climate system actually
provides the potential to produce reliable forecasts of Atlantic
Nifio variability a few months in advance are the subjects of
current research.

In general, the equatorial Atlantic warm bias has been an
important issue since the earliest attempts of coupled global
climate modeling (Davey et al. 2002) and continues to chal-
lenge the scientific community. It serves as an important
reminder that model output should not always be taken at
face value. Rather, models can struggle to represent observed
physical processes, even though their physical basis in the
form of the approximated Navier-Stokes equations is sound.
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In the equatorial Atlantic, the entire coupled system is off-
key in coupled global climate models due to the misrepre-
sentation of crucial physical processes. However, alternative
ways exist to study the tropical Atlantic with the help of
models. Akin to early modeling studies of the El Nifio-
Southern Oscillation, statistical models can provide some
insight into the equatorial Atlantic (e.g., Wang and Chang
2008; Chang et al. 2004). Simulations with ocean-only
GCMs help to understand the oceanic response to atmo-
spheric processes (e.g., Liibbecke et al. 2010). Additionally,
regional climate models of the equatorial Atlantic have been
employed successfully to study different aspects of the
region (e.g., Seo et al. 2006; Burls et al. 2011, 2012). Lastly,
computational power continues to increase and allows for
higher spatial resolution. If the equatorial Atlantic contains
predictive potential, future generations of improved CGCMs
are likely to unlock it at some point.

The research into various biases, their origins, their
dynamics, and, most importantly, possible ways to reduce
them, remains a core challenge of the global climate model-
ing community.
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The Physical System of the Arctic Ocean
and Subarctic Seas in a Changing

Climate

Camila Campos and Myriel Horn

Abstract

The Earth’s climate is changing and the poles are particu-
larly sensitive to the global warming, with most evident
implications over the Arctic. While summer sea ice
reduced significantly compared to the previous decades,
and the atmospheric warming is amplified over the Arctic,
changes in the ocean are less obvious due to its higher
inertia. Still, impacts of the changing climate on high-
latitude and polar oceans are already observable and
expected to further increase. The northern seas are essen-
tial regions for the maintenance of the Atlantic Meridional
Overturning Circulation, which in turn is a key aspect of
the maritime climate. Alterations in heat and freshwater/
salinity content in the Arctic Ocean and adjacent seas
impact and are closely linked to buoyancy flux distribu-
tions, which control the vertical and horizontal motion of
water masses, thus impacting the climate system on a lon-
ger time scale. In this context, we set our focus on the
Arctic Ocean and Atlantic subarctic seas, review some of
the contemporary knowledge and speculations on the
complex coupling between atmosphere, sea ice, and
ocean, and describe the important elements of its physical
oceanography. This assessment is an attempt to raise
awareness that investigating the pathways and timescales
of oceanic responses and contributions is fundamental to
better understand the current climate change.
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Introduction

The Arctic region (Fig. 1) is a relative small fraction of the
globe’s surface, but plays a crucial role in determining global
climate dynamics due to the intimate and complex couplings
between cryosphere, atmosphere, ocean, and land (Serreze
et al. 2007). Currently, the Arctic is undergoing remarkable
environmental changes and has been in focus of the climate
sciences community (Winton 2008; Overland 2016).

The Arctic near surface air temperature is warming twice
as fast as the global average (Serreze and Francis 2006). This
accelerated response is known as the Arctic amplification
(Winton 2008; Serreze and Barry 2011; Cohen et al. 2014),
and one of the most dramatic indicators of the Arctic warm-
ing has been the decline in the sea ice cover. Satellite obser-
vations reveal that the area of the Arctic sea ice during
summer has steadily decreased by more than 40% in recent
decades (Fig. 2) (Comiso et al. 2008; Pistone et al. 2014).
Notwithstanding, observations further show a year-round
loss of sea ice extent and thickness (Lindsay and Schweiger
2015; Rothrock et al. 2008), which suggest that from year to
year more melt and less recovery is taking place.

The observed rate of sea ice extent reduction during the
last three to four decades has occurred faster than anticipated
by models participating on the Intergovernmental Panel on
Climate Change Fourth Assessment Report: the observed
trend for the September sea ice extent was —9.12 = 1.54%
per decade for the period 1979-2006, while the mean decline
trend of all the models participating in the report was
—4.3 + 0.3% per decade (Stroeve et al. 2007). The acceler-
ated sea ice decline has likely occurred due to a combination
of decadal-scale variability in the coupled ice-ocean-
atmosphere-land system and radiative greenhouse gas forc-
ing (e.g., Serreze and Barry 2011; IPCC 2014; Zhang 2015).
According to model studies, the Arctic sea ice will continue
shrinking and thinning year-round in the course of the
twenty-first century as the global mean surface temperature
rises, with projections of summer ice free Arctic in the near
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Fig. 1 The northern seas (produced with the help of the colormap from Thyng et al. 2016). Bathymetric and geographical map derived from the

2-min ETOPO2 database

future (Wang and Overland 2009; IPCC 2014). Nevertheless,
the impacts of these projections for the weather and climate
locally and elsewhere are not sufficiently well understood.
Numerous studies have been published on the relation
between Arctic sea ice decline and weather and climate.
While some have addressed the question how Arctic sea ice
decline impacts climate (Budikova 2009; Vihma 2014;
Semmler et al. 2016), Lang et al. (2017) and several others
have reviewed the recent decline in Arctic sea ice and the
processes responsible for it (Polyakov et al. 2012; Stroeve
et al. 2012; Barnes and Screen 2015). By far, the majority of
these studies focus on atmospheric pathways and, therefore,

our understanding of the mechanisms, pathways, and times-
cales by which the ocean controls or responds to these
changes remains quite limited.

Previous studies addressed how the inflow of the warm
Atlantic Water (AW) to the Arctic Ocean contributes to the
decline of the sea ice extent and thickness (e.g., Carmack
et al. 2015; Onarheim et al. 2014). Itkin et al. (2014) has
addressed this problem from the reverse perspective, and
showed in idealized experiments that a weaker (i.e., thinner)
sea ice cover allows higher momentum transfer into the
Arctic Ocean and impacts the surface and intermediate ocean
circulation. In other words, there is an intrinsic two-way
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Fig.2 Arctic summer sea ice
decline (Fetterer et al. 2016,
provided by the National
Snow and Ice Data Center
NSIDC, with permission). (a)
Arctic September (minimum)
sea ice extent in 2016 (white
area) compared to the median
ice edge for the period 1981
to 2010 (fuchsia line) and (b)
average monthly September
sea ice extent for the years
1979-2016, blue line: decline
rate of 13.2% per decade
relative to the 1981-2010
average
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relation between the ocean and the sea ice, and any change in
sea ice cover may impact the dynamics and thermodynamics
of the ocean. Recent observations suggest that a diminishing
sea ice cover to the northeast of Svalbard is responsible for
reducing the stratification of the ocean and allowing more
upward heat transfer, which preconditions the ice to further
melting (Polyakov et al. 2010, 2017).

A significant increase in liquid freshwater content has
been observed in the upper Arctic Ocean in the past two
decades (Rabe et al. 2011; Giles et al. 2012; Morison et al.
2012; Rabe et al. 2014), while the Arctic sea ice volume has
been shrinking significantly (Lindsay and Schweiger 2015).
Sea ice and liquid fresh water are important factors for the
Arctic Ocean, where they insulate the atmosphere from the

1986 1990 1994 1998

Year

2002 2006 2010 2014

warm Atlantic-derived water at intermediate depths, by lim-
iting the upward heat transport, hence influencing the sea ice
formation and melting as well as the air temperature.

After a freshening of the subpolar North Atlantic and
Nordic Seas from the 1960s to the 1990s, both regions
became again more saline thereafter (Curry and Mauritzen
2005; Boyer et al. 2007; Mauritzen et al. 2012). The Nordic
Seas and the subpolar North Atlantic are the main regions in
the northern hemisphere, where deep water formation takes
place and thereby are key regions for global climate (Rhein
et al. 2011). Freshwater changes could potentially influence
this overturning system and thereby have a profound impact
on our climate (Koenigk et al. 2007; Rennermalm et al.
2007).
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In this chapter, we provided an introductory overview on
the complex interactions of the coupled Arctic system in a
changing climate with specific interest in the ways in which
Arctic Ocean and adjacent seas may respond and modulate
the observed and projected changes over high and mid-
latitude. Next, we give an overview of the complex interplay
between the dynamics and thermodynamics of the sea ice,
atmosphere and ocean. We start by addressing the sea ice
cycle, variability, and importance in the climate system
(Section “Arctic sea ice”). In Section “Arctic — subarctic
atmosphere” we give background information on the Arctic —
Subarctic atmosphere (Section “Atmospheric circulation:
Why does it matter?”’) and present the main atmospheric cir-
culation modes (Section ‘“Major modes of atmospheric cir-
culation in the Arctic”). Then, we finally get to discuss the
changing climate from the ocean perspective (Section
“Ocean”): at first, we describe the main geographical fea-
tures and the hydrography of the northern seas; subsequently,
we address recent research and discussion of the global rel-
evance of the region in a changing world. Final remarks are
given in Section “Outlook™.

Arctic Sea lce
Sea Ice Cycle

The sea ice cover has a natural cycle as a consequence of the
periodic changes of incident solar radiation over high lati-
tudes. As the cold season arrives, atmospheric temperatures
rapidly begin to drop. This leads to a positive thermal gradi-
ent from ocean to the surrounding air, resulting in a direct
loss of sensible heat from the upper ocean. Dynamical insta-
bility in the upper meters of the ocean is generated as a con-
sequence to density changes caused by cooling, and a vertical
mixing is maintained until a significant layer of the upper
water column approaches homogeneous temperature. Once
the ocean freezing temperature of —1.9 °C is achieved, sea
ice structures begin to form, and during this process a salt
solution (brine) is expelled into the ocean further increasing
its density. However, if mixing is deep enough, the surface
waters may not reach freezing temperatures due to mixing
with the warmer waters at intermediate depths and sea ice
formation will not occur.

After initial formation in fall, sea ice continues growing
through winter months and increases in vertical and horizon-
tal extent. It can be characterized by highly complex and
variable macrostructures, such as ridges, melt ponds, leads
and polynyas. By the end of wintertime, the sea ice extent
has reached its maximum. During spring, the solar radiation
gradually increases thereby initiating the melting phase,
which carries on until the next cooling season. If all the sea
ice melts away, the area is characterized by the presence of

fist year ice. However, if sea ice persists until the end of the
warm season a perennial (multiyear) sea ice cover estab-
lishes. The fundamental differences between them relate to
the vertical growth and surface roughness.

Overall, freezing and melting are controlled by net sur-
face heat energy flux variations during the year, and environ-
mental conditions, e.g., wind and oceanic currents, play a
role in determining expansion and thickening. Furthermore,
the horizontally confined Arctic Ocean allows for thicker sea
ice growth (in comparison to the Southern Ocean), and win-
ter sea ice thickness ranges on average from 3 to 4 m. For
more details the reader is referred to Thomas and Dieckmann
(2010).

Sea Ice Role in the Climate System

Sea ice is a highly reflective surface, with albedo ranging
from 50% to 70%. Albedo is a measure of a surface’s reflec-
tivity, and may be even higher if a snow cover is present. A
thicker ice pack supports a greater layer of snow and this
system can reflect up to 90% of solar energy. Additionally, it
acts as an insulator between ocean and atmosphere, and,
therefore, restricts heat and momentum fluxes at this inter-
face. If the atmosphere or the ocean warms up (above melt-
ing temperatures) sea ice melts and, since the exposed ocean
surface has a much lower albedo than sea ice, the overall
albedo of polar areas decrease. The low reflectance oceanic
surface takes in extra heat, driving major changes in the
regional radiative equilibrium and further sea ice melt. The
described processes is the so-called ice-albedo feedback
mechanism and is accounted as the main reason of nonlinear
changes over polar regions (Winton 2008; Serreze and Barry
2011; Vihma 2014). Changes to ocean density caused by the
sea ice cycle are important processes for the local oceanic
stratification and global oceanic circulation.

A few specific areas of the high latitude oceans are crucial
for the production of dense water masses, which contribute
to the lower limb of the global oceanic overturning circula-
tion. The upper layers of the ocean are densified through
cooling of surface waters and the injection of brine during
sea ice formation resulting in vertical mixing and deep con-
vection (Tomczak and Godfrey 1994). In these regions the
dense water sinks and is replaced by surface water from
other areas and the continuation of this process is one of the
drivers of the Meridional Overturning Circulation; the sink-
ing of these waters is compensated by upwelling at other
sites (Talley et al. 2011). On the other hand, sea ice consti-
tutes a source of relatively fresh water (with an average salin-
ity ranging from 2 to 7 (Thomas and Dieckmann 2010)) and
when it melts it decreases the density of the water directly
underneath, creating a stable surface layer. Changes in the
water density at the deep convection sites may alter mixing
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and convection processes. Hence, the presence of sea ice
strongly modulates interactions between ocean and atmo-
sphere, namely heat, mass, and momentum transfers.

In addition to all physical aspects, sea ice acts as a key
component also for the Arctic ecosystem, it also determines
marine transportation and offshore activities, and is of cru-
cial societal importance. A detailed description of these
aspects is beyond the scope of the present review, but we
refer to the Arctic Climate Impact Assessment — Scientific
Report (ACIA 2004) for a more thorough perspective.

Arctic - Subarctic Atmosphere
Atmospheric Circulation: Why Does It Matter?

The polar regions are the world’s heat sink: at low latitudes
the amount of incoming solar radiation (shortwave) exceeds
the emitted infrared radiation (longwave), whereas there is
an annual energy deficit at the poles, where more heat is
emitted than absorbed. The surplus of energy is then trans-
ported from the equatorial region towards the poles in the
atmosphere and ocean. In the atmosphere, this manifests as
global circulation cells, which, due to turbulent interactions,
transfer energy to smaller processes of regional and local
importance forcing climate and weather patterns. The latter
play a very important role in the coupling with ocean and sea
ice, which on the other hand also force changes on the atmo-
spheric circulation. Therefore, global climate and weather
are highly dependent on these interactions between the com-
ponents of the earth system (Taylor 2009).

Though temperatures have been increasing in polar and
equatorial regions, it has been amplified at high latitudes,
especially over the Arctic (Serreze and Barry 2011). This
amplification is attributed to several feedback mechanisms
(Taylor et al. 2013) and, even though the ice-albedo feedback
is often cited as primary contributor, some studies suggest
that other interactions, like the warming of the lower atmo-
sphere might play a bigger role (Pithan and Mauritsen 2014).
Serreze and Barry (2011) provide a thorough synthesis of
research on Arctic amplification.

The fact that the temperature increase over the Arctic has
been happening at a faster rate than the global average,
decreases the overall meridional temperature gradient over
the globe, which in turn may affect the atmospheric circula-
tion pattern locally as well as remotely (Barnes and Screen
2015). The scientific community has been broadly concerned
with possible changes over mid-latitude weather such as,
e.g., the occurrence of extreme weather events and the weak-
ening and shifting of the westerly winds (Overland 2016).
These winds are strongly coupled to the track and intensity
of storm systems travelling at mid-latitudes, hence it is
expected that changes in the position and strength of the jet

stream leads to noticeable changes in the northern hemi-
spheric daily weather (e.g., Barnes and Screen 2015; Serreze
and Barry 2011).

The particular role and responses of the atmosphere in a
warming climate are beyond the scope of this work. Thus,
for more comprehensive understanding we refer here to sev-
eral studies which review and investigate responses of large-
scale atmospheric circulation to changes in sea ice cover
over the Arctic (Budikova 2009; Bader et al. 2011; Vihma
2014; Semmler et al. 2016). Nevertheless, an overview on
the background characteristics of the Arctic atmospheric sys-
tem are given next.

Major Modes of Atmospheric Circulation
in the Arctic

As explained above, atmospheric circulation and weather are
linked to gradients. The system has an intrinsic seasonal
variability upon which these gradients oscillate. To charac-
terize the major atmospheric modes over the Arctic, a brief
illustration on its climatology is given in terms of sea level
pressure.

The prevailing atmospheric circulation over the Arctic is
anticyclonic, which results from an average high-pressure
system that spawns winds over the region. Although preva-
lent, the circulation regime may shift to cyclonic on the time
scales of 5-7 years (Proshutinsky et al. 2009). Shifts from
one regime to another are forced by changes in the location
and intensity of the pressure systems described below. This
oscillatory mode is part of the Arctic system’s natural vari-
ability and may help to explain the significant, basin-scale
changes of the Arctic atmosphere-ice-ocean system
(Polyakov and Johnson 2000; Proshutinsky et al. 2009,
2015).

The two semi-permanent centers of low pressure, the oce-
anic Aleutian and Icelandic Lows, and the continental
Siberian High, which extends into the Arctic as the Beaufort
High, are observed as pronounced features during winter. In
summer, the gradients of the polar and subpolar regions are
relatively weak, and sea level pressure distribution is domi-
nated by the subtropical, the Azores and the Pacific Highs
(McBean et al. 2005). To describe the main states of the
atmospheric circulation, indices were created. Based on a
surface variable and obtained through statistical analysis,
these are used to characterize complex climate processes and
explain past variability.

The major mode of variability in the Arctic is the Arctic
Oscillation (AO), and is characterized by the relation between
the surface pressure anomaly in the Arctic and in mid-latitudes
(Thompson and Wallace 1998). When the AO is in its positive
phase, surface pressure in the polar region is low. This mode
manifests as the strengthening of the zonal westerly winds
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Fig.3 Schematic of the Arctic Oscillation and its effects (adapted from
AMAP 2012, with permission). Positive Arctic Oscillation (a) and neg-
ative Arctic Oscillation (b) Accordingly, the centres of low (red encir-

which act to confine colder air over the high latitudes. On the
other hand, in the negative phase of the AO, surface pressure
is high in the Arctic, acting to weaken the atmospheric circu-
lation, and thus, allowing an easier escape of the cold polar air
masses towards the mid-latitudes (Fig. 3).

The regional manifestation of the AO in the North Atlantic
is the North Atlantic Oscillation (NAO). It is given by the
correlation of the main pressure centers in the North Atlantic,
namely the Icelandic Low and the Azores High (Fig. 3).
Oscillations between positive and negative phases are tied to
shifts in storm tracks and associated patterns of precipitation
and temperature.

For more detailed information we refer to Serreze and
Barry (2014) and Turner and Marshall (2011).

Ocean
Geography of the Arctic Mediterranean

The Arctic Mediterranean consists of two major parts: the
Arctic Ocean and the Nordic Seas. The Arctic Ocean is the
northernmost part of the Arctic Mediterranean which is
enclosed by North America, the Eurasian continent, Svalbard,
and Greenland (Fig. 1). The Nordic Seas are enclosed by
Svalbard, Norway, Iceland, Scotland and Greenland and
include the Greenland Sea, Norwegian Sea, and Iceland Sea
(also called the GIN Seas). The Arctic Ocean connects to the

weaker
" tradewinds

cled L) and high (blue encircled H) pressure systems over the North
Atlantic indicate the corresponding North Atlantic Oscillation phases
(a: positive, b: negative)

Nordic Seas via the Fram Strait (between Greenland and
Svalbard, ~2600 m deep) and the Barents Sea Opening
(between Svalbard and Norway, ~200 m deep). Other gate-
ways are the narrow channels through the Canadian Arctic
Archipelago (Islands North West of Greenland, ~150-230 m
deep) and the Bering Strait (~45 m deep and only 50 km wide),
which is the only connection to the Pacific Ocean. Towards the
Eurasian Continent the Arctic Ocean consists of wide, shallow
shelves (<50-300 m deep), which make up almost half of the
entire Arctic Ocean and comprise five marginal seas: Barents
Sea, Kara Sea, Laptev Sea, East Siberian Sea and Chuckchi
Sea. At the coasts of North America and Greenland the shelves
are much narrower. The deep basins in the center of the Arctic
Ocean are divided into two major parts, the Amerasian Basin
and the Eurasian Basin. They are separated by the Lomonosov
Ridge, which is approximately 1600 m deep. The Eurasian
Basin consists of the Nansen Basin and the Amundsen Basin,
which are separated by the Gakkel Ridge. The Mendeleyev
Ridge and Alpha Ridge divide the Amerasian Basin into the
Makarov Basin and the Canada Basin. With approximately
4500 m depth, the Amundsen Basin is the deepest, while the
Canada Basin is by far the largest. The boundary of the Nordic
Seas to the North Atlantic is Denmark Strait (~ 500-700 m
deep) and the Iceland-Scotland-Ridge (~300-850 m deep).
There are two fracture zones in the center of the Nordic Seas:
the Greenland Fracture Zone and the Jan Mayen Fracture
Zone. The shelves along the Greenland coast are wide and
shallow with a steep shelf break.
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Arctic Ocean Circulation and Hydrography

Since the Arctic Ocean is a largely enclosed ocean, there are
only two water masses that enter the basin from other oceans:
Pacific Water (PW) and Atlantic Water (AW). The low-
salinity PW is transported through the Bering Strait (Fig. 4)
and is mainly advected at the surface into the Amerasian Basin
and adjacent shelf regions. In addition to continental runoff
and precipitation, the low salinity PW is an important Arctic
fresh water source. Due to relatively small differences in
temperature throughout the water column of the Arctic
Ocean, the stratification is mainly determined by salinity
changes (Fig. 5). Thus, the fresh (light) waters stay in the
upper ocean and build the so called Polar Mixed Layer. Large
parts of the Arctic Ocean are covered by sea ice which is
built from these fresh surface waters at near-freezing tem-
peratures. By sea ice formation and melt, freshwater is con-
centrated at the surface.

The AW is warmer but saltier than PW and Meteoric
waters comprising continental run-off and net precipitation.
Thereby, it is denser and can be found deeper in the water
column. The significant difference in salinity creates a strong
halocline between the Polar Mixed Layer and the AW layer
establishing a strong permanent stratification in the deep
basins (Fig. 5). The halocline, which is defined by high verti-
cal salinity gradients (32.5 < S < 34.5), is thickest in the
Canada Basin (200-250 m) and thinnest in the Nansen Basin
(100-150 m). The temperatures of the halocline remain close
to the freezing point. Due to heat loss and mixing with shelf
waters there are many modifications of AW at intermediate
depths. Just below the halocline, temperatures are highest in
the Nansen Basin and decrease towards the Canada Basin

Fig. 4 Schematic of the
Arctic Ocean circulation
(reproduced from Carmack

et al. 2015, American
Meteorological Society, used
with permission). Blue arrows
indicate the surface
circulation, pink-blue arrows
the main pathways of the
Pacific Water at intermediate _
depths and red arrows show = o >
the Atlantic Water circulation.
GIN Seas: Greenland-Iceland-
Scotland Seas, usually called
the “Nordic Seas”

(Fig. 5). The densest waters are formed on the shelves of the
Barents Sea, where the AW subsequently releases heat to the
atmosphere and is mixed with brine rejected from newly
formed sea ice before it sinks down the shelf break into the
Nansen Basin (Fig. 4). This Arctic bottom water is the dens-
est water of the world ocean, but can only be found in the
Arctic region (Tomczak and Godfrey 1994). Only a small
part is able to flow over the sill of the Fram Strait into the
Nordic Seas balancing the bottom/deep water formation on
the Arctic shelves (e.g., Bonisch and Schlosser 1995).

The surface circulation in the central Arctic Ocean mainly
comprises two features: the Beaufort Gyre and the Transpolar
Drift (Fig. 4). The Beaufort Gyre is an anticyclonic circula-
tion in the Canada Basin that is forced by a high pressure
system in the lower atmosphere, the so called Beaufort High.
Fresh surface waters from the shelves and from the Pacific
accumulate in the interior of the gyre and leave the Arctic
through the Canadian Arctic Archipelago or the Fram Strait.
The Transpolar Drift is a wind-driven current that directs sea
ice and waters from the Siberian shelves and the Bering
Strait to the Fram Strait, where they exit the Arctic Ocean
into the Nordic Seas and subpolar North Atlantic.

The relatively warm and saline AW, which is the main
water source of the entire Arctic Ocean, enters the Nordic
Seas from the south. The Norwegian Atlantic Current carries
the AW through the Nordic Seas at the surface and splits into
two main branches. One branch enters the Arctic Ocean
through the Barents Sea Opening, the other, which then is
called West Spitsbergen Current, flows through the Fram
Strait. Only a part of the West Spitsbergen Current propa-
gates further north into the Arctic Ocean, the other part recir-
culates close to the Fram Strait. The AW dives underneath
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Fig.5 Upper Arctic Ocean 0
hydrography (reproduced
from Rudels 2009, with
permission from Elsevier).
Potential temperature and
salinity of the upper Nansen
Basin (NB, orange),
Amundsen Basin (AB, green),
Makarov Basin (MB, purple),
and Canada Basin (CB, blue).
PML Polar Mixed Layer
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the sea ice when reaching it North of Fram Strait and later
meets the other cooled AW branch, which flows down the
Barents Sea shelf slope into the Nansen Basin. Steered by the
topography, the AW flows along the shelf breaks and spreads
all over the Arctic Ocean forming counterclockwise circula-
tions in all deep basins (Fig. 4).

For more details on the Arctic Ocean hydrography and
circulation see Rudels (2009).

Fresh water

As salt is mainly conserved in the present-day oceans, the
only way to change ocean salinity, which determines the
stratification in the Arctic Ocean, is by removing or adding
fresh water. Therefore, fresh water, both liquid and stored in
sea ice, plays a key role in many physical processes in the
Arctic. It is of high relevance for local and global climate and
the thermohaline circulation, as the fresh surface layer in the
Arctic Ocean limits the upward heat transfer from the AW
layer to the atmosphere and sea ice and as a freshening of the
upper Nordic Seas and subpolar North Atlantic may decrease
deep convection due to higher stratification (e.g. Aagard and
Carmack 1989; Haak et al. 2003; Hiakkinen 1999; Yang et al.
2016).

33.0

33.5
Salinity

By freshwater content or oceanic freshwater transport, we
understand an equivalent amount of fresh water that is
required to dilute water with a reference salinity to obtain the
observed salinity. For the Arctic Ocean most studies use a
reference salinity of 34.8 as it is approximately the average
salinity of the Arctic Ocean (e.g., Aagard and Carmack 1989;
Serreze et al. 2006; Holland et al. 2007; Haine et al. 2015).
Others choose the reference salinity 35 as it is approximately
the salinity of the AW inflow (e.g., Rabe et al. 2011, 2014).
With a changing climate and related ocean changes, the esti-
mates of the average Arctic Ocean salinity and AW inflow
salinity might need to be adjusted. However, there is a start-
ing discussion amongst scientists on the sensible choice of
the reference salinity, challenging the common way to calcu-
late freshwater content and transport (Tsubouchi et al. 2012;
Bacon et al. 2015).

More than 100,000 km? of fresh water with respect to a
reference salinity of 34.8 are stored in the Arctic Ocean
(Haine et al. 2015) (Fig. 6). About 95,000 km? are stored as
liquid freshwater and about 15,000 km? in sea ice (Haine
et al. 2015). Liquid fresh water is added to the Arctic Ocean
by precipitation, continental run-off, glacier/ice sheet/sea ice
melt, and PW inflow and is removed by evaporation, sea ice
formation and advection to the North Atlantic. All these
sources and sinks are affected by the recent climate change
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Fig. 6 Arctic freshwater variability (adapted from Haine et al. 2015,
with permission from Elsevier). (a) Arctic liquid freshwater volume
(Arctic Ocean, Canadian Arctic Archipelago and Baffin Bay) and (b)

influencing the freshwater budget of the Arctic Ocean and
adjacent seas.

River Runoff and Atmospheric Fluxes

The major source of liquid fresh water in the Arctic Ocean is
the continental runoff. The rivers discharge approximately
3300 km® year™! fresh water to the upper Arctic Ocean,
which accounts for 11% of the total global river discharge
(Fichot et al. 2013). Considering that the upper Arctic Ocean
only makes up 0.1% of Earth’s total ocean volume, this is a
remarkable contribution. Net precipitation (precipitation
minus evaporation) over the Arctic is estimated to
2200 km? year™' (Haine et al. 2015).

Syntheses of Arctic river discharge data revealed an
increase of 7-10% in the last 30 to 60 years correlated with
the NAO and global mean surface air temperature (Peterson
et al. 2002; Overeem and Syvitski 2010). Niederdrenk et al.
(2016) showed in a model study that a strong Icelandic low
promoting warmer and wetter conditions over Eurasia leads
to increased precipitation and thus enhanced river runoff to
the Arctic Ocean. This mechanism is proposed to be respon-

Year

export flux (through Davis and Fram Strait) from observations (red) and
an ideal outflow model (blue). The arrows indicate estimates from Rabe
etal. (2011, 2014)

sible for the most of the Arctic river runoff variability.
Although Déry and Wood (2005) found a 10% decrease in
annual river discharge from Canadian rivers into the Arctic
Ocean and North Atlantic, the total river discharge into the
Arctic Ocean increased by 5.6 km? year=? during the second
half of the twentieth century (McClelland et al. 2006). There
is evidence for an intensification of the global water cycle
related to global warming (Huntington 2006) explaining the
positive trends in precipitation and continental runoff.

Arctic Glacier and Greenland Ice Sheet Melt

Due to the warming atmosphere and ocean, freshwater fluxes
from both, the Greenland Ice Sheet and Arctic glaciers,
increased significantly in the last few decades (Yang et al.
2016). The Greenland Ice Sheet mass-loss more than dou-
bled from 2002 to 2009 (Velicogna 2009). Yang et al. (2016)
estimated the acceleration of the trend to 20 Gt year™.
Freshwater flux anomalies from surface meltwater and solid
ice discharge from 1995 to 2010 sum up to about 3000 km?
(Bamber et al. 2012). Thereby, the highest freshwater flux
with an increase of about 50% was released into the Irminger
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Sea and the Labrador Sea (Bamber et al. 2012). This
increased freshwater flux is mainly attributed to increased
ice discharge from accelerated outlet glaciers in south
Greenland (van den Broeke et al. 2009), which might be trig-
gered by the warming of the waters at the glacier ice-ocean
interface resulting in increased basal melting (e.g., Holland
et al. 2008). Although the freshwater flux is highest in the
South, there are also indications in the Northeast of Greenland
that warm waters get close to the outlet glaciers and may
initiate increasing glacier retreat and associated freshwater
fluxes to the ocean (e.g., 79 North Glacier, Schaffer et al.
2017). Also the ice mass loss of glaciers in the Canadian
Arctic Archipelago has sharply increased in recent years and
almost tripled between 2004 and 2009 (Gardner et al. 2011;
Lenaerts et al. 2013).

Oceanic Transport of Sea Ice and Liquid

Fresh water

About 2500 km? year~! of liquid fresh water (relative to a
salinity of 34.8) enter the Arctic Ocean through the Bering
Strait, while 3200 km? year~! and 2800 km? year~' exit the
Arctic via the Canadian Arctic Archipelago and Fram Strait,
respectively (Serreze et al. 2006; Haine et al. 2015). There
are only small amounts of sea ice transported through the
Bering Strait (140 km?® year!) and the Canadian Arctic
Archipelago (160 km? year~!), whereas large amounts of sea
ice are exported through Fram Strait (1900 km? year~! solid
freshwater transport) (Serreze et al. 2006; Haine et al. 2015).

Observations presented by Woodgate et al. (2012) showed
a slight increase in Bering Strait freshwater flux since 2001
due to increased volume fluxes, which can be explained by
changes in the Pacific-Arctic pressure head and local winds.
Although the liquid freshwater outflow through the Canadian
Arctic Archipelago and the Fram Strait show large interan-
nual variability, there is no significant long-term trend since
the beginning of record (Haine et al. 2015). However, a new
data record of Fram Strait sea ice area export, which was
developed from satellite radar images and surface pressure
observations across Fram Strait by Smedsrud et al. (2017),
reveals a positive trend of about 5.9% per decade from 1979
to 2014. Tonita et al. (2016) related changes in the simulated
Fram Strait sea ice export to atmospheric blocking events
over Greenland, which block the winds over the Strait that
mainly drive the sea ice transport. These Greenland blocking
events are proposed to happen more frequently in recent
years due to climate change (e.g., Hanna et al. 2016).

The freshwater export through the various channels of the
Canadian Arctic Archipelago varies mainly due to volume
flux anomalies governed by variations in the large-scale
atmospheric circulation (Jahn et al. 2010a, b; Peterson et al.
2012) or driven by the sea surface height gradient across the
strait (e.g., McGeehan and Maslowski 2012; Wekerle et al.
2013). Proshutinsky and Johnson (1997) identified two

wind-driven circulation regimes in the Arctic Ocean that
either accumulate fresh water in the western Arctic Ocean
(anticyclonic) or releases it to the North Atlantic (cyclonic).
During anticyclonic circulation regimes, fresh water accu-
mulates in the Beaufort Gyre north of the Canadian Arctic
Archipelago due to a wind-driven spin-up as a response to
anomalously high sea level pressure over the Arctic (low AO/
NAO). During cyclonic regimes (high AO/NAO), the
Beaufort Gyre slows down due to cyclonic winds and
releases the accumulated fresh water (Proshutinsky et al.
2002; Giles et al. 2012). This fresh water mainly exits the
Arctic via the Canadian Arctic Archipelago and partly via the
Fram Strait. A tracer study by Jahn et al. (2010a) showed that
the main sources of the freshwater export through the
Canadian Arctic Archipelago is PW and North American
runoff. Although the Arctic Ocean’s circulation alternated
between the cyclonic and anticyclonic pattern at 5-7 year-
intervals in the past, it has remained in an anticyclonic mode
for 17 years since 1997 (Proshutinsky et al. 2015).
Proshutinsky et al. (2015) speculated that freshwater fluxes
from the Greenland Ice Sheet to the North Atlantic inter-
rupted an ocean-atmosphere feedback loop that previously
lead to an automatic decadal alternation between cyclonic
and anti-cyclonic circulation regimes (“auto-oscillatory
system”).

The variability of liquid freshwater export through Fram
Strait is driven by both, variations in the volume flux and
changes in the salinity of the advected waters (e.g., Jahn
et al. 2010b). The salinity of the waters exported through
Fram Strait depends of the source water, which is mainly
Eurasian runoff or PW (Jahn et al. 2010a). During years of
an anticyclonic circulation anomaly (low AO) Eurasian run-
off is released from the Eurasian Shelf (Jahn et al. 2010a)
and directed towards Fram Strait by a strong Transpolar Drift
(Morison et al. 2012). During a cyclonic circulation regime
(high AO) the Eurasian runoff is kept by a cyclonic circula-
tion in the Eurasian basin (Morison et al. 2012) and PW that
is released from the Beaufort Gyre flows along the northern
shelf of Greenland and penetrates into Fram Strait (Jahn
et al. 2010a). In agreement with this, Karcher et al. (2012)
found, from iodine-129 observations and modeling, chang-
ing contributions of AW and PW in the Fram Strait outflow
to result from changes in the Arctic Ocean circulation as a
response to the large-scale atmospheric circulation.

Heat and Volume Fluxes in the Arctic Ocean

It is by now evident that changes in any of the components
of the Earth system play a role in determining climate
responses over high latitudes and consequent teleconnec-
tions. Therefore, it is expected that the interannual vari-
ability and recent decline trend of sea ice cover are not
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Fig.7 Stored energy in the Earth climate system (modified from IPCC
2014). Discretisation of energy accumulation change in zeta joules (ZJ)
in each component of the climate system relative to 1971 for periods as
given. Ocean: upper ocean heat change (from surface to 700 m) in light
blue; deep ocean (below 700 m, including below 2000 m estimates
starting from 1992) in dark blue. Ice melt: glaciers and ice caps (light
grey), Greenland and Antarctic ice sheet estimates starting from 1992,
and Arctic sea ice estimate from 1979 to 2008. Land: continental warm-
ing (orange). Atmosphere: warming estimate starting from 1979 (pur-
ple). Uncertainty in the ocean estimate also dominates the total
uncertainty (dot-dashed lines indicate the uncertainty from all five com-
ponents at 90% confidence intervals)

only controlled by atmospheric heating and cooling, but
also largely by heat flux from the underlying ocean. The
oceans are the largest thermal reservoir of the Earth’s cli-
mate system (Fig. 7). According to recent estimates,
around 90% of the warming of the Earth’s system over the
last century has been stored in the oceans (e.g., Levitus
et al. 2012; Riser et al. 2016). The biggest share of this
amount is kept trapped in the upper ocean, hence being
potentially available for atmosphere warming and sea ice
melt. Thus, small changes in the pathways and amounts of
heat carried and stored by the ocean currents could have a
significant effect on present and future changes in Arctic
coupled ocean-ice-atmosphere system. For an in-depth
review and speculation on this topic see Carmack et al.
(2015).

Shortwave radiation and sensible heat fluxes are the
sources of net heat input in the upper ocean (Itoh et al. 2011).
Most of the heat input to the upper ocean in summer is given
off in autumn and winter as longwave radiation and turbulent
sensible heat fluxes to the atmosphere cool the open water
and the ice/snow surfaces (e.g., Serreze et al. 2009). Still,
important observations indicated that a surplus of heat is pre-
served in the ocean during winter, potentially hindering the
seasonal growth of sea ice (e.g., Timmermans 2015).

Another source of heat into the Artic system is the rela-
tively warm AW carried through the main gateways connect-
ing the Arctic Ocean with the Atlantic Ocean: the Fram Strait
and Barents Sea. There is also some exchange with the
Pacific Ocean, but, according to up-to-date estimates
reviewed in Beszczynska-Moller et al. (2012), the net vol-
ume and heat fluxes flowing from the Pacific Ocean into the
Arctic through the Bering Strait are small, particularly when
compared to those through Barents Sea (0.8 Sv and 10* to
20* TW, against 2.0 Sv and 50** to 70*** TW, respec-
tively"). In fact, the inflow of AW to the Barents Sea accounts
for about half of the northward heat transport to the Arctic
Ocean and the Barents Sea combined (Smedsrud et al. 2013).
Notwithstanding, the heat carried by the AW into the Barents
sea is lost to the atmosphere as latent, sensible, and long
wave radiation (Smedsrud et al. 2010).

Atlantic Water
Recent observations report a warming of the North Atlantic
Ocean resulting in trackable changes in the Arctic Ocean.
Since the 1990’s, temperature and salinity have rapidly
increased from the eastern North Atlantic subpolar gyre
branch to the Fram Strait (Holliday et al. 2008). Furthermore,
during the last decade, a net temperature increase of the
incoming AW in the Fram Strait of 1 °C has been reported
(Schauer et al. 2008; Polyakov et al. 2013). Over the period
from 1997 to 2006, an increase of 1 °C was described for AW
entering the Barents Sea (Beszczynska-Moller et al. 2012).
The warming of the AW is accompanied by estimates of
volume transport increase into the Barents Sea, setting the
so-called “Atlantification” of the basin (Arthun et al. 2012;
Oziel et al. 2016; Smedsrud et al. 2013). Oziel et al. (2016)
suggested that the increased inflow of AW into the Barents
Sea would also cause the enhancement of the outflow of the
dense modified AW mode (also called Barents Sea Water)
into the intermediate layers of the Arctic. The reason to this
is that more warm waters could initiate a sea ice melt-freeze

!'Estimation of heat transport is dependent on a chosen reference tem-
perature. For thorough understanding we refer to Schauer and
Beszczynska-Moller (2009). Here:

* referenced to freezing temperature
** referenced to 0 °C
*#%% heat flux for closed volume budget
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loop assuring a constant mixing and sinking of denser water.
On the contrary, Rudels et al. (2013) state that under a regime
of stronger inflow of the warm AW, no cooling to freezing
temperature would occur. In this case, no brine-induced con-
vection would occur, thus modulating the production of less
dense Barents Sea Water. In either case, changes in the cool-
ing and mixing of AW in the Barents Sea could impact the
ventilation of the intermediate layer inside the Arctic, since
50-80% of the water occupying this layer is influenced by
water mass originated on the Barents Sea basin (Schauer
et al. 2002).

It has been hypothesized that the inflow of warm AW into
the Arctic Ocean has a considerable influence on the decline
and variability of sea ice extent and thickness (Arthun et al.
2012; Smedsrud et al. 2013; Carmack et al. 2015; Long and
Perrie 2015). Roughly 20% of the total trend in sea ice vol-
ume loss since 2004 is related to observed episodes of AW
warming (Ivanov et al. 2012).

In their study “Is weaker sea ice changing the Atlantic
Water circulation?”, Ttkin et al. (2014) try to understand and
predict the effects of recent loss of sea ice on the overall
intermediate circulation. It is presented that a thinner sea ice
cover offers less hindrance to momentum transfer to the
ocean, thus allowing a spin up of the Arctic circulation. The
strengthening of the surface anticyclonic circulation results
in the accumulation of water in the interior of the Beaufort
Gyre, as a consequence of the enhanced Ekman convergence
(Deser et al. 2014; Itkin et al. 2014; Long and Perrie 2015).
Later, the stored water adds up to an increased outflow into
the Atlantic Ocean, and is compensated by the increased
inflow through the Barents Sea.

The Atlantification of the Arctic Ocean has been recently
shown to extend even further into the Arctic Ocean as sea
ice-ocean-atmosphere interactions change; at the same time
the usual vertical stability of the Arctic Ocean is decreasing
as the warm waters reach further upward and more heat is
made available for inducing further melting of sea ice
(Polyakov et al. 2017).

Outlook

Along with pronounced atmospheric warming, the summer
Arctic sea ice has been projected to disappear by the second
half of the twenty-first century (Overland and Wang 2013).
How this will affect the atmosphere-sea ice-ocean interac-
tions and influence the weather and variability in and beyond
the Arctic boundaries has been more and more under discus-
sion (Jung et al. 2014; Suo et al. 2017).

Model simulations predict that the hydrological cycle will
further intensify and thereby increase the Arctic freshwater
content, as well as the liquid freshwater export (e.g., Arzel
et al. 2008; Holland et al. 2007). At the same time, the sea ice

volume will further shrink, which possibly results in a
decreasing sea ice export as projected by Arzel et al. (2008).

Accelerating melt of the Greenland Ice Sheet and Arctic
glaciers due to increasing air temperature provides even
more freshwater to the North Atlantic with its deep water
formation sites (Yang et al. 2016) and contributes to the pro-
jected increase in sea level rise (Rahmstorf 2007). Predictions
on the impact of the increasing freshwater input to the North
Atlantic are very diverse and range from almost no impact to
a complete shutdown of the Atlantic Meridional Overturning
Circulation (AMOC). Boning et al. (2016) argue from their
model simulation that the accumulation of Greenland Ice
Sheet melt water has not been large enough yet to have a
significant impact on the AMOC. Though, they found that an
accumulated freshwater runoff of about 20,000 km?, that
could be reached by 2040 considering the current observed
trend in runoff, would slowdown the AMOC by more than
5 Sv. Liu et al. (2017) even projected a complete collapse of
the AMOC 300 years after an abrupt doubling of the atmo-
spheric CO, concentration from the 1990 level. However,
Behrens et al. (2013) showed how sensitive model simula-
tions are to small variations in precipitation and the choice of
sea surface salinity restoring to climatological values. From
these small variations they found in their model simulation a
variation of an accelerated AMOC of ~22 Sv to a nearly-
collapsed state of ~6 Sv. Swingedouw et al. (2009) showed
with their model experiment that the AMOC response to the
freshwater input is not linear and depends on the mean state
of the climate.

Changes in ocean characteristics and sea ice cover can
have significant influence on the biogeochemical feedbacks
and marine ecosystem (Bates and Mathis 2009; Johannessen
and Miles 2011). The reduction of the sea ice cover allows
for more light to reach and warm the ocean surface, promot-
ing an increase in primary production (Slagstad et al. 2015).
This, in turn, is intrinsically related to an expected increase
CO, uptake by the ocean (Bates and Mathis 2009). Still,
some controversy exists with indications that the ocean may
soon enough saturate, and loses its CO, uptake capacity (Cai
et al. 2010).

Indeed, fundamental questions on the pathways and time
scales in which the ocean drives and responds to changes in
the coupled system still remain unresolved, hence still
demanding much effort in order to better understand the role
of the northern seas in the context of a changing climate.

Appendix

This article is related to the YOUMARES 8 conference
session no. 9: “The Physics of the Arctic and Subarctic
Oceans in a Changing Climate”. The original Call for
Abstracts and the abstracts of the presentations within this
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session can be found in the appendix “Conference
Sessions and Abstracts”, chapter “2 The Physics of the
Arctic and Subarctic Oceans in a Changing Climate”, of
this book.
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Marine Optics and Ocean Color Remote

Sensing

Veloisa Mascarenhas and Therese Keck

Abstract

Light plays an important role in aquatic ecosystems, both
marine and freshwater. Penetration of light underwater
influences various biogeochemical processes and also
influences activities and behavioral patterns of marine
organisms. In addition, dissolved and particulate water
constituents present in the water column absorb and scat-
ter light, giving water its characteristic color. The concen-
tration or abundance of these constituents, referred to as
optically active constituents (OACs) also determine light
availability underwater. Thus color being an indicator of
water column content, serves as a water quality parame-
ter. Monitoring of the ocean color variables, such as the
OAC concentrations and their optical properties, there-
fore, allows assessment of the health of an ecosystem.
Advances in optical methodologies have improved the
understanding of our ecosystems through multispectral
and hyperspectral in situ measurements and observations.
However, the ocean environment is vast and dynamic and
so limitations of spatial and temporal coverage have been
overcome with satellite remote sensing that provides
oceanographers with repeated synoptic coverage. Being
recognized as an essential climate variable (ECV) ocean
color is monitored as part of the climate change initiative
(CCI) of the European Space Agency (ESA). This chapter
aims to provide the reader with an overview of the science
of ocean color, introducing involved common terminolo-
gies and concepts and its global coverage using satellite
remote sensing.
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Introduction to Ocean Color, Fundamental
Concepts, and Optical Tools

Veloisa Mascarenhas

Role of Light in Water

Sunlight plays a key role in the ecology of aquatic ecosys-
tems. Its interaction with water, dissolved and particulate
suspended materials is an important physical phenomenon
and influences several biogeochemical processes in the
global ocean. Penetration of sunlight below water surface
facilitates associated biological processes like primary pro-
duction or plankton distribution in the water column (Kirk
1994). In addition to facilitating photosynthetic processes
which form the base of ecological food chain, sunlight also
influences the behavioral patterns and activities of marine
organisms which are affected by the ambient light field that
undergoes vertical changes within the water column (Frank
et al. 2012). Mesopelagic fish and zooplankton abundances
in different coastal locations are known to correlate with
light availability (Aksnes et al. 2004) and changes in light
availability conditions are in turn known to have implica-
tions for mesopelagic regime shifts (Aksnes et al. 2009).

Fate of Light in Water: Optically Active
Constituents and Optical Properties

Fresh and marine waters are a witch’s brew of dissolved and
particulate matter, both organic and inorganic (Mobley 1994).
The dissolved and particulate materials in addition to water
molecules interact with light and are therefore known as opti-
cally active constituents (OACs). Phytoplankton, colored dis-
solved organic matter (CDOM), and suspended particulate
matter (SPM) being variable in time and space are the three
OAC:s extensively studied across fresh and marine water eco-
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systems (Binding et al. 2008; Garaba et al. 2014; Holinde and
Zielinski 2016; Mascarenhas et al. 2017). The OACs in the
medium interact with the ambient light via processes of
absorption and scattering, which gives water its characteristic
color. The processes of absorption and scattering are referred
to as inherent optical properties (IOPs) of water and depend
solely on the OACs present in water. Spatial and temporal
variability in the type and abundance of these OACs subse-
quently induces variability in the IOPs of water. In addition to
the IOPs, water bodies are also characterized in terms of their
apparent optical properties (AOPs). The AOPs depend both
on the OACs and the incident light field.

Phytoplankton are drifting microscopic algae that photo-
synthesize and form the base of food webs in aquatic (marine
and freshwater) ecosystems. Chlorophyll, a green pigment in
the phytoplankton absorbs preferentially the blue and red
wavelengths of the visible light spectra and reflects green.
Therefore, oceans with high concentrations of phytoplank-
ton appear in shades of blue-green depending on the type and
density of the phytoplankton population (e.g., North Sea
water during algal blooms in Fig.1). Although small in size,
these organisms cause large scale impacts. For example, it
has been proposed that phytoplankton can steer Pacific tropi-
cal cyclones (Gnanadesikan et al. 2010). CDOM, the opti-
cally active component of the dissolved organic matter pool,
absorbs UV light in the surface waters which is harmful for
phytoplankton (Kirk 1994). However, phytoplankton also
compete with CDOM for light in the shorter visible wave-
length spectra. Also known as yellow substances, gilvin, or

Atlantic Northsea

Ocean

Northsea
coastline

i

gelbstoff, CDOM occurs naturally in aquatic environments
primarily as a result of tannin-stained waters released from
decaying detritus (Coble 2007). Waters comprising of high
concentrations of CDOM range from yellow-green to brown
(e.g., lake water with dead organic material in Fig. 1).
Inorganic suspended matter (ISM), the inorganic component
of the SPM, strongly scatters longer (red) wavelengths,
thereby giving waters with high sediment concentrations a
reddish-brown color (e.g., Wadden Sea in Fig. 1). Pure water,
however, absorbs longer wavelength red light. Therefore,
open ocean waters with very low concentrations of OACs
appear blue (e.g., Atlantic Ocean and North Sea water in
Fig. 1). Hence, the OACs influence light availability under-
water and determine the color of the oceans (Fig. 1).
Sunlight at the ocean surface is partly reflected (governed
by Snell’s law and Fresnel equations), while the rest is trans-
mitted through the water column. Underwater light is then
either absorbed and/or scattered by water molecules and the
OAC:s present in the water column. The backwards-scattered
light then gives water its characteristic color and carries
information of ocean constituents, which is captured by sat-
ellite sensors hundreds of kilometers above the earth’s sur-
face (see section “Space-borne remote sensing”). Detailed
understanding of light interactions with the OACs of a
medium and its propagation in the medium is fundamental to
radiative transfer studies in aquatic ecosystems. Therefore,
optical oceanography, i.e., the study of light interactions in
the oceans, is vital in understanding the underwater light
field, bio-optical relations, and related ecosystem dynamics.

Lakewater
with
dead organic
material

Northsea Waddensea
by

algal blooms

Fig. 1 Various colors observed in fresh and marine waters influenced by the presence of varying optically active constituents. (Reproduced with

permission from Marcel Wernard, NIOZ)
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Fig.2 Spectral reflectance in case-1 (Pacific Ocean) and case-2 waters
(Norwegian Fjord). Case-1 waters consisting of very low optically
active constituents (OACs), reflect light in the blue region. Case-2

In waters (mostly open ocean) consisting of very low phy-
toplankton abundances, most visible light is scattered by the
water molecules. Water selectively scatters and absorbs cer-
tain wavelengths of visible light (Pope and Fry 1997). Longer
wavelengths are quickly absorbed from water while shorter
wavelengths penetrate deeper, which gives the deep open
oceans their characteristic blue color (Fig. 2, blue spectra).
In coastal waters (influenced by terrestrial runoff) with
higher proportions of dissolved and particulate matter, both
absorption and scattering increases, making them appear
green (Fig. 2, green spectra) or brown depending on its con-
stituents (Morel and Prieur 1977). Detailed and accurate
understanding of the water constituents and their interaction
with light is essential in studies of radiative transfer (Chang
and Dickey 2004).

Light Penetration and Euphotic Depth

Only the surface layer of the ocean receives sufficient light to
allow phytoplankton growth through primary production.
Sunlight entering the ocean may travel up to 1000 m deep but
there is barely any significant light beyond 200 m. Based on
light availability, water columns are divided into 3 different
zones. The upper 150-200 m layer of the ocean is called the
‘sunlit’ or the ‘euphotic’ zone. The extent of this layer is
determined by the depth at which the Photosynthetically
Active Radiation (PAR) reduces to 1% of its surface value. In
bio-optical literature, PAR values are given in units of mol
photons s~! m~2 or einst s~ m~2, where one einstein is one
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0,012

0,008

reflectancce (Sr )

0,004

400 500 600 700

wavelength (nm)

waters with high concentrations of OACs (here chlorophyll a in phyto-
plankton), reflect strongly the green wavelengths. (Data: Daniela Voss,
ICBM, University of Oldenburg)

mole of photons (6.023 x 10* photons). PAR is a broadband
quantity, often estimated using only the visible wavelengths,
400-700 nm (Mobley 1994). Beyond approximately 200 m
depth, the intensity of light decreases rapidly with increasing
depth and is insufficient to support any photosynthetic activ-
ity. From about 200—1000 m the zone is referred to as ‘twi-
light’ or ‘dysphotic’. Below 1000 m the zone is known as
‘aphotic’ or ‘midnight’ zone and is entirely dark.

The depth of the euphotic zone (Zeu) depends highly on
the turbidity of the water column caused by varying concen-
trations of organic and inorganic optically active constituents
(OACs) present either in dissolved form or in suspension.
Phytoplankton populations, dead organic matter, CDOM, and
inorganic sediments diminish the amount of light available
for photosynthetic activity causing the depth of light penetra-
tion to differ dramatically between oceanic and coastal waters
(Fig. 3a). In open ocean waters with relatively low phyto-
plankton, the blue-green wavelengths penetrate deeper in the
water column. In contrast, high concentrations of both sus-
pended particulate (phytoplankton and sediments) and dis-
solved matter strongly absorb the blue-green wavelengths in
coastal waters thereby restricting penetration in deeper
waters. The longer red wavelengths, however, are quickly
absorbed by water molecules in near surface waters irrespec-
tive of the water optical type (Fig. 3b). In estuarine and fjordal
ecosystems, with different fresh and saltwater mixing zones,
the euphotic depth reduces gradually with increase in turbid-
ity from the outer (downstream) to inner region (upstream)
(Mascarenhas et al. 2017). It is in the euphotic zone, that the
majority of primary production takes place.



44

V. Mascarenhas and T. Keck

Depthin
meters

50

100

200

Fig. 3 Penetration of light underwater. (a) Spectral attenuation of vis-
ible light wavelengths (400-700 nm) in open and coastal waters. (Image
courtesy of Kyle Carothers, NOAA-OE) (http://oceanexplorer.noaa.gov/
explorations/04deepscope/background/deeplight/media/diagram3.
html). (b) Light attenuation in clear (open) and turbid (coastal) waters.
Low concentration of OACs allows deeper light penetration in open

Optical Classification of Water Types

Natural waters vary highly in their composition and thus also
in the extent to which they transmit light underwater. Thus,
oceanographers introduced ocean classification schemes
based on the optical properties of water. The classification
provided a broad indication of the water optical character.
Jerlov first attempted to classify open ocean waters into 5 (I,
IA, IB, II and III) and coastal waters into 9 different optical
water types (numbered from 1 to 9) based on spectral light
transmission curves (Jerlov 1976). Morel and Prieur (1977)
subsequently introduced the Case 1 (optical properties domi-
nated by phytoplankton and covarying material) and Case 2
(optical properties dominated by suspended sediments and

ocean waters, while higher concentrations limit light penetration in tur-
bid coastal waters. Measured with a Secchi disk (the black and white
disk), the extent of light penetration, referred to as the Secchi disk
depth, is an index of water clarity. (Courtesy of the Integration and
Application Network, University of Maryland Center for Environmental
Science (ian.umces.edu/symbols/))

CDOM that vary independently of phytoplankton) classifica-
tion schemes (based on the shape of reflectance spectra,
Fig. 2).

Nature of Light and Light from the Sun

Light consists of numerous localized packets of electromag-
netic energy, called photons moving with a velocity of
2.998 x 10® ms™! in vacuum. Each photon carries a linear and
an angular momentum. In addition, they also have an associ-
ated wavelength and frequency. Thus, photons exhibit both
particle and wave nature and both aspects are fundamental
for a proper understanding of light. Energy of a photon is
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inversely proportional to its wavelength. That means shorter
wavelengths possess more energy than the longer (Watson
and Zielinski 2013).

How Is Radiation Measured?

In ocean (and also in freshwater ecosystems) optics, radiant
energy is measured using two classes of light detectors: ther-
mal and quantum. Thermal detectors (thermometers, ther-
mocouples, bolometers, and pyranometers) absorb radiant
energy and convert it into heat energy, wherein the detector
responds to consequent changes in temperature of the absorb-
ing medium. Quantum detectors (photographic films, photo-
voltaic, photoconductive, and photoemissive) react directly
to the number of incident photons and not on the cumulative
energy of the photons (Mobley 1994; Cunningham and
McKee 2013).

Spectral radiance (unit: W sr™! m=2 nm™') is the funda-
mental radiometric quantity of interest in aquatic optics. It is
the radiant flux emitted, reflected, transmitted, or absorbed
by a given surface, per unit solid angle per unit projected
area. It describes the spatial, temporal, directional, and spec-
tral structure of light. However, full radiance distributions
are difficult to measure and assimilate. Therefore, quantities
such as total scalar irradiance (W m~2 nm~"), downward and
upward (planar and scalar) irradiances are obtained by inte-
grating radiances over defined intervals of solid angle.
Profiling radiometer assemblies enable precise descriptions
of radiative transfer in natural waters (Moore et al. 2009).

Reflectance (Fig. 2), an important AOP fundamental to
remote sensing of the oceans, is computed from the above
mentioned radiance and irradiance measurements. Earlier,
ocean color remote sensing scientists used irradiance reflec-
tance (the ratio of upwelling irradiance to downwelling irra-
diance) to develop algorithms for IOPs and other ocean
parameter retrievals (Morel and Prieur 1977). However,
recently, remote sensing reflectance (ratio of upwelling radi-
ance to downwelling irradiance, measured just above the
water surface) is more preferred by optical oceanographers
(O’Reilly et al. 1998), as it is less sensitive to conditions
such as sun angle and sky conditions. Radiative transfer
studies relate water AOPs to IOPs.

Optical Tools
Optical oceanography relies strongly on field observa-

tions. Although the use of optics in the study of oceans
dates back to ancient times, advances in optical technol-

ogy have played a crucial role in improving our under-
standing and exploration of the aquatic environments via
means of imaging, vision, and sensing. Some of the earli-
est ocean color measurements were those of Secchi disc
depth using a Secchi disk (Fig. 3b) named after the nine-
teenth century priest and astronomer Pietro Angelo Secchi
aboard the papal yacht L'Immacolata Concezione to
determine water transparency (Wernand 2010). These
measurements were made using white discs of 0.4-3.75 m
diameter to measure ocean clarity. Observations of light
penetration depth were also made during Britain’s 1872—
1876 HMS Challenger expedition (Wernand 2013). The
depth is determined by lowering the disc in water until it
disappears from view.

In 1887, Francois Alphonse Forel introduced his ocean
color comparator scale ranging from blue to green for identi-
fication of ocean color, later extended by Willie Ule from
green to brown. Referred to as the Forel-Ule scale, it is well
known and most commonly used in oceanography and lim-
nology to determine color of natural waters. Wernand and
van der Woerd (2010) proposed a reintroduction of the scale
to expand the historical datasets and facilitate correlation
with recent satellite ocean color observations. The scale is
well characterized and stable ensuring coherent and well-
calibrated datasets. Such simple methods have enabled par-
ticipation from citizens through a number of citizen science
projects such as the citclops (http://www.citclops.eu/) and
eye on water (http://eyeonwater.org/) across Europe and
beyond (Busch et al. 2016).

Optical sensors measure interaction of light (via absorp-
tion and scattering) with water constituents and thereby
enable an assessment of the variability in water optical prop-
erties in relation to the observed OAC concentrations
(Zielinski et al. 2009; Busch et al. 2013). Such observations
are fundamental in the establishments of bio-optical models
that relate OACs to their optical properties. Via methods of
bio-optical inversion, these models enable determination of
bio-geo-chemical parameters form remotely sensed signals
(see section “Why do we use satellite measurements?”).
Commonly used measurements of ocean color parameters
include those of light transmission, absorption, scattering,
fluorescence, and radiance distribution via methods of spec-
trophotometry, fluorometry, and radiometry respectively
(Dickey et al. 2011). Sensors with selective membranes have
enabled additional in situ monitoring of parameters like
nutrients, dissolved oxygen, and carbon dioxide (Moore
et al. 2009). However, field observations are limited in space
and time and thereby lack regular or repeated global cover-
age. Therefore, satellite missions, which began monitoring
the Earth in the 1960s, play an essential role by remotely
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monitoring the global oceans and providing oceanographers
with repeated synoptic coverage.

The next section of the chapter introduces the topic of
satellite remote sensing of ocean color. It discusses briefly
the developments in ocean color remote sensing over the last
few decades, the challenges and processes involved and its
applications.

Space-Borne Remote Sensing

Therese Keck

Why Do We Use Satellite Measurements?

Remote sensing is a technique describing properties of an
object without having physical contact. Human eyes are sen-
sible to the solar electro-magnetic spectrum from 400 to
700 nm ranging from violet to red (visible spectrum, VIS).
Similar to the cones in our eyes, which detect different “col-
ors”, water color measurement instruments are designed
mostly within the optical spectrum in the visible and near-
infra-red from 380 to 800 nm. Beyond these borders, water is
strongly absorbing and the instruments receive no signal
anymore. A monochromatic measurement may contain
information about specific properties and a combination of
certain bands can result, for instance, in an RGB image.
Most of the instruments measure in a passive way by receiv-
ing reflected and back-scattered light from the water.

Generally, one of the most common questions in satellite
remote sensing is “Why do we spend so much effort in con-
verting electro-magnetic signals sensed with expensive and
complex instruments which are far away in space”? Indeed,
in situ and field measurements directly offer properties of the
observed matter (e.g., algae content, temperature). Similar
results from remote sensing require planning and operation
of expensive sensors and their platforms as well as sophisti-
cated algorithms to retrieve physical “products” (e.g., chlo-
rophyll a concentration, water vapor content, temperature)
from the satellite sensor signals. Nevertheless, the advantage
is a relatively high and continuous spatial and temporal cov-
erage of the entire globe.

For example, in Lake Erie (Fig. 4) at the border of Canada
and the United States, large algae blooms appear every sum-
mer that can vary quickly in spatial and temporal dimension
(Rowe et al. 2016). Harmful algae blooms (HABs) have a
strong impact on the environment and are toxic to animals
and humans. Satellite remote sensing enables us to investi-
gate such events without being at the location or taking in situ
samples. Therefore, measurements from even hardly or sel-
dom reachable areas such as the open ocean or at high lati-
tudes can be provided. Analyzing satellite sensor images,

Fig. 4 The western Lake Erie at the border of Canada and U.S. is
known for extreme algae blooms. The OLCI RGB image shows a large
bloom from 15 September 2017. (OLCI data provided from Copernicus/
Eumetsat, RGB image produced with the freely available software
SNAP (http://step.esa.int/main/toolboxes/snap/))

information about the spatial extent, location, and chlorophyll
concentration are retrieved alongside other parameters. These
data can be used to create climatologies and warnings.

Additionally, it is possible to detect a pattern’s temporal
and spatial variability because satellites revisit the same geo-
graphic area every few days (e.g., the polar-orbiting satellites
Terra and Aqua have a revisiting time of 1-2 days) or scan
the area every few minutes (e.g., the geostationary Meteosat
Second Generation MSG-10; EUMETSAT 2017). We are
able to observe the atmosphere, the Earth’s surface, and the
waters with space-borne remote sensing since more than
50 years on a daily to weekly base in a reasonable spatial
resolution ranging from a few meters to several kilometers
covering the entire earth. However, there is also remote sens-
ing on Earth conducted in the field (e.g., on ships or at the
Aeronautic Robotic Network (AERONET) stations) or in the
air with instruments mounted on planes.

The knowledge of short- and long-term variability in the
oceans and their constituents measured by remote sensing
techniques serves as an important resource in oceanographic
science. Since the 1960s, space-borne remote sensing sup-
ports human needs. “Satellite product users” (e.g., govern-
mental administrations, environmental agencies, or scientific
institutions) use “satellite products” to monitor freshwater
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pools and to warn against pollution. Both play an important
role for health and the environment.

The knowledge of the water constituents allows the pre-
diction of fishing grounds and thereby providing economic
benefits and sustainable exploitation of the oceans. In the
case of natural disasters, satellite imagery provides a quick
analysis of the extent and the impact finding quick ways for
evacuation and first aid.

For example, the people in Cape Town, South Africa,
suffer from severe drought since 2017 ongoing until now
and the fresh water supply is strongly restricted since the
beginning of 2018 due to a decrease of the largest reservoir,
the Theewaterskloof Dam, to around 13% of its average
capacity (A. Voiland, 2018-01-30, https://earthobservatory.
nasa.gov/IOTD/view.php?id=91649, accessed 09 February
2018).

Environmental changes are observed by the variation in
the constituents, the water extent, or the water level. Satellite
images show erosion changes along coastlines or the growth
of islands. Tracking phytoplankton supports fisheries, the
transportation industry, and tourism industry identifying
regions of high fish content (Moreira and Pires 2016), which
they can either systematically avoid or locate. In order to
warn against the toxicity of the HABs, governmental insti-
tutes are interested in identifying and tracking phytoplankton
using remote sensing (Schaeffer et al. 2015).

The water availability and the water cycle play an impor-
tant role in climate change. Climate models benefit from an
improved understanding of changes and mechanisms analyzed
from data retrieved from satellite remote sensing. Additionally,
performing photosynthesis, phytoplankton is part of the car-
bon cycle and consume carbon dioxide, which is a major con-
tributing agent in the frame of global warming. Field et al.
(1998) reported that around 47% of the total net primary pro-
duction is performed in marine ecosystems. Thus, it is of high
importance to retrieve and understand the variability of the
water constituents on all available temporal and spatial scales
which already can almost be covered by remote sensing.

Overview of Technical Details

Platforms

The sensors that measure signals from the Earth’s atmo-
sphere, waters and land surfaces are mounted on satellite
platforms. Each satellite flies in a specific orbit around the
Earth and is loaded with power supplies, navigation tools,
and support systems for the instruments. Generally, the most
common satellite orbits are geostationary or polar-orbiting,
which leads to differences in spatio-temporal resolutions.
Geostationary satellites continuously monitor specified geo-
graphical locations above the Earth’s surface in height of
approximately 36,000 km. Therefore, they cannot cover the
complete globe. For example, the Geostationary Ocean

Color Imager GOCI onboard the Communication Ocean and
Meteorological Satellite 1 (COMS) captures images over
Korean waters eight times a day (Ryu et al. 2012). Usually,
television and communication satellites operate in this orbit
due to the stable location.

Polar-orbiting satellites circle around the globe in approxi-
mately 100 min at a height of about 700-800 km. Their sensors
are capable to cover the entire surface of the earth. The time to
receive a full coverage depends on the sensor’s swath (the scan-
ning line or area on the ground) and can last from 2 to several
days. The sensor Moderate Resolution Imaging Spectrometer
(MODIS) onboard the platforms Aqua and Terra has a revisiting
time of less than 3 days due to its large swath of 2330 km (Xiong
et al. 2005). Polar-orbiting satellites are usually sun-synchro-
nous: They cross the equator at the same local time (LT). Aqua
passes the equator from South to North (ascending node) at
1:30 pm. LT and Terra has an equator-crossing time of
10:30 am. LT in a descending node (Xiong et al. 2005).
Figure 5a illustrates the product chlorophyll a calculated from
MODIS/Terra for all available orbits for 2017-07-28.

Instruments

The measurement sensors or instruments are installed
onboard the platform. There are two main measurement
techniques. MODIS is a whiskbroom scanner, which oscil-
lates across the satellite flight direction. Subsequently, it
scans a part of the swath area from one side to the other and
backwards while the satellite continues moving (Xiong et al.
2005). A sensor with a pushbroom measuring technique does
not rotate: The whole swath width is scanned at once and
pushed forward with the satellite flight direction and move-
ment. The Medium Resolution Imaging Spectrometer
MERIS onboard the Environmental Satellite (Envisat) is a
prominent example (ESA 2006).

Most of the remote sensing instruments in space have
multiple measuring bands or channels to detect a certain
spectral range of light and its intensity. Mainly, a channel is
defined by its central wavelength and the band width
described by an individual response function. The function
determines the ability of a band to detect a specific part of the
electro-magnetic spectrum. For instance, the MODIS band 1
ranges from 620-670 nm detecting all photons within this
wavelength range (Xiong et al. 2005). The response function
defines how much of an infinitesimal wavelength interval
contributes to the finally measured signal at this band.
Chlorophyll a exhibits interesting features with an increase
in absorption towards 670 nm in this spectral range (Bricaud
et al. 1998). Using measuring bands with a large band width
leads to a loss of specific spectral features which particularly
reduces the information quality in water bodies. Therefore, it
is important to carefully specify the spectral settings of a
channel depending on the sensor’s objective.

There are spectrometers with a higher spectral resolution
than MERIS or MODIS. For example, the latest space-borne
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Fig. 5 Global coverage of the MODIS (Terra) Level-3 product
Chlorophyll a concentration (OCI-Algorithm) on a daily base (28 July
2017) and monthly mean for June 2017. (Pictures provided by Ocean

sensors HICO (Hyperspectral Imager for the Coastal Ocean)
or the future HSI (Hyperspectral Imager) onboard EnMAP
(The Environmental Mapping and Analysis Program) are
hyperspectral sensors exhibiting measurement bands every
5-10 nm, which enables us to investigate even narrow spec-
tral features (e.g., the phytoplankton peak near 683 nm).

Measurement

The satellites operate at a height where the atmosphere is
already extremely thin and, therefore, negligible. Hence,
we distinguish between at-sensor-measurements at top of
the atmosphere (TOA) and bottom of atmosphere (BOA)
measurements which are back-calculated from the TOA
measurements. The TOA measurement signal contains

Biology Processing Group/NASA, downloaded from https://ocean-
color.gsfc.nasa.gov/cgi/13 (29 July 2017))

information about the atmosphere and the underlying water
body or land surface. Depending on the atmospheric com-
position (gas mixtures, aerosols, clouds), the intensity
reduces by absorption and scattering in the incident direc-
tion. It can also increase if diffuse sky light scatters in the
direction of the incoming solar radiation.

At the water surface, the incident radiation is partly
reflected in the atmosphere and the other part penetrates the
water. Depending on the water conditions defined by the
water properties and the constituents, most of the radiation is
absorbed or scattered. A little part is scattered backwards and
leaves the water again. The amount of water-leaving photons
depends on the atmospheric and water conditions and the
radiation has to pass the atmosphere again to approach at the
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sensors at top at the atmosphere. Mathematically, the mea-
sured signal is a function of all conditions and constituents of
the atmosphere and the water. We can access these parame-
ters by inversion (exemplary, see inversion techniques
described in Rodgers 2000). Generally, the retrieved TOA
signal contains approximately 90% atmospheric and 10%
oceanic information.

Additionally, the TOA measurement changes with the
spectrum and the viewing geometry. As outlined beforehand,
in the near infrared we expect a very low or no signal above
(clear) water bodies due to the strong absorptive properties
of waters beyond 750 nm but a high response in the blue vis-
ible range. Most of the optical instruments have a nadir view-
ing geometry where the measurement sensor looks directly
downwards. An off-nadir measurement with a viewing zenith
angle (VZA) greater than 0° from the normal axis between
satellite and surface increases the path between the location
of the water-leaving radiation and the sensor. The signal can
increase by diffuse scattering in the atmosphere and/or atten-
uates due to more opportunities for absorption and scattering
by molecules and particles.

The main natural obstacles (along others) in optical
remote sensing are clouds, sunglint, and the interfering
atmosphere. Clouds appear thick and white to the human
eyes and also to optical sensors. In different wavelengths
regimes, for example for microwave measurements, clouds
are transparent and the sensors can measure the underlying
surface. Usually, microwave instruments are used for the
detection of sea surface temperature, surface height or land
applications. For optical measurements, certain algorithms
(“cloud masks”) exclude pixels with expected cloud cover-
age. Sunglint occurs at smooth and highly reflective surfaces
such as water or fresh snow if the solar light is directly
reflected into the sensor. The bright reflection usually over-
saturates a sensor’s measurement capability and also con-
tains very low or no information about the water body.
However, a change in the viewing geometry reduces or even
avoids the measurement of sunglint.

The measured TOA radiation has to pass the atmosphere,
which highly changes the received signal that leaves the
water. The measurement can be “back-calculated” to a BOA-
measurement, which is ideally equal to the water-leaving
signal. Therefore, it is necessary to estimate the influence of
the atmosphere on the TOA-signal by proxies and additional
measurements. Using the estimation, the signal can be cor-
rected for the atmosphere (“Atmospheric Correction™).

Selected Sensors for Water Remote Sensing

Historically, scientific Earth observation started in the late
1950s to support weather forecasts and to analyze weather
phenomena. In the following, we present some selected sen-
sors that have or had the main mission to observe water bod-
ies. Therefore, each sensor’s bands were carefully chosen for

water applications. However, they are also used above land
and most of the introduce sensors also have land and atmo-
spheric missions.

The Coastal Zone Color Scanner (CZCS) onboard the
US-platform NIMBUS-7, operational from 1978 to 1987,
was one of the first satellite sensors mainly designed to
observe the oceans. The CZCS measurements were a first
step towards global mapping of chlorophyll a concentration
and the impact of the oceans on the carbon cycle. In 1996,
the Sea-viewing Wide Field-of-view Sensor (SeaWiFS)
onboard Seastar began sensing the ocean in eight channels
within 400 nm to 900 nm. SeaWiFS operated until 2010
and was slightly tilted to avoid sun glint. MODIS, intro-
duced in section “Instruments”, is mounted on board the
satellites Aqua and Terra operating from 1999 and 2002,
respectively, until present time. The Medium Resolution
Imaging Spectrometer MERIS was one of 11 instruments
onboard the Environmental Satellite Envisat that operated
from 2002 until a technical platform failure in 2012.
MERIS supported the chlorophyll a fluorescence investiga-
tion with a band at 681 nm nearly to 683 nm where the fluo-
rescence peaks and some bands usable for chlorophyll a
algorithms (ESA 20006).

The Ocean and Land Color Imager (OLCI) on board
Sentinel-3 continues the heritage of MERIS with 6 addi-
tional bands (ESA 2013). Sentinel-3A was launched in 2016
and Sentinel-3B is planned for 2018 (https://earth.esa.int/
web/guest/missions/esa-eo-missions/sentinel-3, 29  July
2017). Hyperspectral imagers usable for water measure-
ments are the Hyperspectral Imager for the Coastal Ocean
(HICO) installed on the International Space Station (ISS)
and the Hyperspectral Imager (HSI) onboard EnMAP. HICO
operated from 2008 to 2014 (http://hico.coas.oregonstate.
edu/, 29 July 2017-07-29) and EnMAP is planned for launch
in 2019 (http://www.enmap.org/).

Using Remote Sensing Measurements

Preprocessing

Before the space-borne measurements are available for the
user, they are usually preprocessed. The state of processing
is defined by its level. The processing is mostly done by the
operating space agency and, hence, the expressions may
sometimes vary slightly and the agencies may not provide all
levels for all sensors. Referring to Martin (2014) the levels
(L) are briefly introduced:

Level 0 data sets contain the raw measurements without any
correction besides measurement or transfer artifacts.

Level 1 data sets contain temporal and spatial information.
Level 1B data provide measurements converted to a
radiometric unit (e.g., radiance).
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Level 2 data sets contain physical parameters calculated
from L1B data (e.g., sea surface temperature). L2 data
require the application of multiple channels, land-sea-
masks and cloud masks, and usually an atmospheric cor-
rection that accounts for the influence of the atmosphere
on the signal.

Sometimes, Levels 3 products are available for specific
locations or a specific gridding. They may also contain tempo-
rally merged products, e.g., monthly means, to reduce data
gaps due to clouds or other obstacles. Figure 5a illustrates
daily Chlorophyll a product from 28 July 2017 and a monthly
mean for the month of June 2017 is given in Fig. 5b. Level 4
data may incorporate match-up data of in situ and field mea-
surements. In oceanic applications, the atmospheric correction
for the Level 2 data is mainly applied to convert the TOA mea-
surements into values that would have been measured if the
atmosphere were absent. There is a wide range of applications
and algorithms that can conduct atmospheric corrections.

Applications

All levels are usually provided in a scientific binary data for-
mat and are mostly available for free (e.g., MODIS data) or on
request for scientific purposes. Oceanic remote sensing data
can be downloaded via the following selected webpages:

 https://oceancolor.gsfc.nasa.gov/ for SeaWiFS, MODIS,
MERIS, CZCS, and others. They provide Chlorophyll-
concentration, sea surface temperature, and a quasi-RGB
image per orbit or on a temporal averaged base.

* https://scihub.copernicus.eu/s3/#/home for OLCI data as
Level 1 or Level 2

EumetView provides a quick access to OLCI data with
orbital RGB images (access via http://eumetview.eumetsat.
int/mapviewer/). The RGB image can be downloaded. The
WorldView page for the MODIS measurements (https:/
worldview.earthdata.nasa.gov/) supports RGB images,
reflectance, and several layers (e.g., sea ice and chlorophyll
concentration) for an easy overview of the entire globe. Both
views provide images in near-real time.

The free software SNAP (download via http://step.esa.int/
main/toolboxes/snap/) by ESA is a useful tool for statistical
analyses of satellite data and display results per band or as
RGB image (see Figs. 4 and 6). For some sensors, it provides
atmospheric corrections, conversion to a higher level and
generation of products like chlorophyll concentration.

For example, the two band ratio “blue-green-ratio” gives
a first estimation of the amount of algae and chlorophyll,
respectively, in the ocean in arbitrary units (Martin 2014). In
clear waters, the maximum reflectance is located in the blue
part of the visible spectrum. The peak shifts to the green
regime in the presence of phytoplankton. The blue-green-

ratio BG = “blue channel”/“green
channel” = R(440 nm)/R(555 nm) compares these two
extremes. A higher blue-green-ratio indicates a “more blue”
water and we expect low or no algal content. Unfortunately,
this ratio is easily disturbed by additional substances
(CDOM, sediments) that change the shape of a reflectance
spectrum. Therefore, this ratio is only applicable for a first
guess in clear waters with phytoplankton dominance.

Bio-optical Models

Bio-optical models link optical measurements of reflectance
or radiance and biological parameters like chlorophyll a con-
centration, water quality, euphotic depth, and others. These
biogeochemical variables are a main interest of the end-users
who want to decide or analyze specific issues. Depending on
the observed water, the complexity of a bio-optical model
can vary from a ratio to an extensive non-linear function.
Morel and Prieur (1977) introduced optically simple waters,
which only contain phytoplankton (case-1) and optically
complex waters (case-2). Exemplarily in case-1 waters, sev-
eral chlorophyll a concentration algorithms are based on
blue-green ratios (BGs). BG is the relation between a “green”
and “blue” measurement band in the VIS providing a qualita-
tive estimate of the relative presence of phytoplankton.
According to Martin (2014), the MODIS Ocean-Color-3-
band-Algorithm OC3M is an empirical relation between the
maximal ratio of some blue-green ratios from measured
reflectance and chlorophyll ¢ [mg m~3] measurements:

R, = log,,(max| Ry (443nm,488nm )/ R (551nm)])
log,, (Chla) = 0.2424 -2.742 % R, +1.802* R} +0.002R; —1.228R}

Where Rgg refers to remote sensing reflectance, Ry to the
maximal ratio and Chla to chlorophyll a concentration.

There is a wide range of “OC” algorithms depending on
the instrument and the degree of the polynomial. Bio-optical
models also can describe the spectral shape of IOPs based on
only a few measurements, for example,

Acpom = Aepom (440) *exp (—S % ()L _ 440))

where acpom refers to absorption by CDOM, and S to the
slope of the absorption spectra. CDOM absorption (m™)
exponentially decreases with longer wavelengths and a bio-
optical model for spectral CDOM is often based on a mea-
surement at approximately 440 nm. The equations for a.n
and phytoplankton absorption (a,,) are commonly used mod-
els to describe CDOM in case-2 waters and phytoplankton
absorption in case-1 waters (Gilerson et al. 2008; Brewin
et al. 2011; McKee et al. 2014). Usually, the shape factor S


https://oceancolor.gsfc.nasa.gov/
https://scihub.copernicus.eu/s3/#/home
http://eumetview.eumetsat.int/mapviewer/
http://eumetview.eumetsat.int/mapviewer/
https://worldview.earthdata.nasa.gov/
https://worldview.earthdata.nasa.gov/
http://step.esa.int/main/toolboxes/snap/
http://step.esa.int/main/toolboxes/snap/

Marine Optics and Ocean Color Remote Sensing

¢ reflec_2 [l

Fig.6 MERIS captured the North Sea and Baltic Sea on 06 June 2008.
(a) and (b) Level-2 reflectance for the channels 442 nm and 560 nm,
respectively, share the color bar from panel. (¢) RGB image calculated
with several bands. (d) blue-green-ratio between the 442 nm and the

of the exponential decrease ranges from 0.005 nm=! to
0.031 nm™' (Brewin et al. 2015; Bricaud et al. 2012; Chen
et al. 2017) and the reference is usually set to an available
blue wavelength (440 nm).

In case-2 waters, Stedmon et al. (2000) and Kowalczuk
et al. (2006) analyzed CDOM in Danish coastal waters and

560 nm band. (Produced with the freely available software SNAP
(http://step.esa.int/main/toolboxes/snap/) and the MERIS data are pro-
vided from the Ocean Biology Processing Group/NASA)

in the Baltic Sea and found a dependency on the origination
of CDOM and seasonal stratification, respectively. This
shows the complexity of case-2 waters. Bricaud et al. (1995)
and Bricaud et al. (1998) found an empirical equation for
chlorophyll concentration and absorption with spectral
dependent coefficients A [m® mg~'] and B [dl] in open
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oceans. Therefore, the model is mainly valid for case-1
waters:

a, (%)=A(2)*chla""

where a,, refers to phytoplankton absorption, chl a is the
chlorophyll a concentrations, A and B wavelength dependent
parameters. Retrieving results from this bio-optical model,
the chlorophyll concentration is needed. Therefore, the
model is highly dependent on accurate measurement results
of chlorophyll, which can be complicated in case-2 waters
due to the possible presence of additional water constituents
such as CDOM.

Alongside the relations between optical properties and
biogeochemical constituents and the spectral expression of
IOPs, bio-optical models can also relate different IOPs to
each other. For instance, the degradation products of phyto-
plankton have similar optical properties to CDOM and the
amount increases with increasing chlorophyll a (e.g., Bricaud
et al. 2012). Thus, there is a natural correlation of both
absorption coefficients. Based on data of the North Sea
merged from Nechad et al. (2015), a bio-optical model relat-
ing CDOM and a,,440 yields for 440 nm.

cdom (440nm) = 0.24*a , (440nm)"*

There are also bio-optical models related to scattering of
non-algal particles of phytoplankton. However, estimating or
measuring scattering coefficients is more difficult than
absorption coefficients due to a high dependence on the
viewing angle and the anisotropic behavior of the scattering
phase function constraining the direction of the scattered
light (Petzold 1972).

Pure water absorption and scattering coefficients have
been measured and analyzed in laboratory experiments and,
for instance, are provided by Pope and Fry (1997). Bio-
optical models are a highly important part in modeling of
water bodies and the simulations and prediction can differ
significantly due to the choice of the models. There are a
wide range of bio-optical models that can be found in litera-
ture due to the difficulty in measurement (e.g., measurement
technique and site selection) and various empirical and sta-
tistical relations and concepts.

Conclusions and Outlook

Ocean color is an index of ecosystem health. Changes in
ocean color indicate changes in its optical constituents that
contribute to ocean color. Regular monitoring of these
changes is important as it allows the health of ecosystems to
be kept in check. Advances in optical methodologies have
greatly improved our understanding of the oceanic environ-

ment. However, the ever increasing effects of anthropogenic
influence and climate change, repeated spatial and temporal
coverage is of utmost relevance. Satellite remote sensing,
therefore, plays an important role by providing opportunities
of global monitoring of the vast and dynamic oceanic eco-
system. Being recognized as an essential climate variable
(ECV) ocean color is monitored as part of the climate change
initiative (CCI) project of the European Space Agency (ESA)
in the global climate observing system (GCOS).

However, accurate interpretation of the remotely sensed
signal is challenging and requires good estimation of atmo-
spheric corrections. Furthermore, the complexities are
amplified in the complex case-2 waters owing to the contri-
bution of non-varying optical components like CDOM and
inorganic suspended sediments. Development of region spe-
cific algorithms therefore becomes necessary. Hence, in situ
observations still continue to play an important role in bio-
optical algorithm development and validation purposes.
Moreover, satellite observations of the surface ocean in com-
bination with bio-optical algorithms (derived from in situ
autonomous profiling systems, e.g., buoys, floats) are being
incorporated into the development of 3D bio-optical ocean
models with potential applications in physics and biogeo-
chemistry of the dynamic environment at a number of rele-
vant scales.

For further reading we recommend ‘Ocean optics web
book’ (http://www.oceanopticsbook.info/) and the ‘IOCCG
Report Series’ (http://ioccg.org/what-we-do/ioccg-publica-
tions/ioccg-reports/).

Acknowledgments Authors are extremely thankful to the reviewer for
providing helpful comments, which greatly improved the chapter. The
chapter contains modified Copernicus Sentinel data (2017) and Ocean
Biology Processing Group (OBPG) data products and images.

Appendix

This article is related to the YOUMARES 8 conference ses-
sionno. 7: “Ocean Optics and Ocean Color Remote Sensing”.
The original Call for Abstracts and the abstracts of the pre-
sentations within this session can be found in the appendix
“Conference Sessions and Abstracts”, chapter “3 Ocean
Optics and Ocean Color Remote Sensing”, of this book.
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Phytoplankton Responses to Marine
Climate Change - An Introduction

Laura Kase and Jana K. Geuer

Abstract

Phytoplankton are one of the key players in the ocean and
contribute approximately 50% to global primary produc-
tion. They serve as the basis for marine food webs, drive
chemical composition of the global atmosphere and
thereby climate. Seasonal environmental changes and
nutrient availability naturally influence phytoplankton
species composition. Since the industrial era, anthropo-
genic climatic influences have increased noticeably — also
within the ocean. Our changing climate, however, affects
the composition of phytoplankton species composition on
a long-term basis and requires the organisms to adapt to
this changing environment, influencing micronutrient
bioavailability and other biogeochemical parameters. At
the same time, phytoplankton themselves can influence
the climate with their responses to environmental changes.
Due to its key role, phytoplankton has been of interest in
marine sciences for quite some time and there are several
methodical approaches implemented in oceanographic
sciences. There are ongoing attempts to improve predic-
tions and to close gaps in the understanding of this sensi-
tive ecological system and its responses.
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Introduction

Phytoplankton are some of the smallest marine organisms.
Still, they are one of the most important players in the marine
environment. They are the basis of many marine food webs
and, at the same time, sequester as much carbon dioxide as
all terrestrial plants together. As such, they are important
players when it comes to ocean climate change.

In this chapter, the nature of phytoplankton will be inves-
tigated. Their different taxa will be explored and their eco-
logical roles in food webs, carbon cycles, and nutrient uptake
will be examined. A short introduction on the range of meth-
odology available for phytoplankton studies is presented.
Furthermore, the concept of ocean-related climate change is
introduced. Examples of seasonal plankton variability are
given, followed by an introduction to time series, an impor-
tant tool to obtain long-term data. Finally, some predictions
of phytoplankton community shifts related to climate change
will be presented.

This review aims to give an introduction of phytoplank-
ton, climate models and the interaction of phytoplankton
with the environment. We want to point out small scale
changes caused by seasonality as well as examples of whole
ecosystem changes.

What Is Phytoplankton?

Plankton play a key role in the ocean as they provide the
foundation of marine food webs. In general, the term plank-
ton (“planktos” = wandering or drifting) indicates that these
organisms dwell in water as they are not able to move against
the currents (Hensen 1887). Nekton, on the contrary, can
move freely and include mostly organisms bigger than
around 2 cm. The broad range of planktonic organisms
divides into several trophic levels and size classes as pro-
posed by Sieburth et al. (1978). They belong to all different
types of taxonomic groups such as viruses, archaea, bacteria,
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fungi, algae, protozoa, and animals. Viruses and bacteria
(virio- and bacterioplankton) as well as archaea belong to
femto- and picoplankton, which range from 0.02 to 0.2 pm
and 0.2 to 2.0 pm in size, respectively. Mycoplankton (fungi)
can mostly be found within nanoplankton (2.0-20 pm).
Phytoplankton spans from picoplankton up to microplankton
(2-200 pm), whereas zooplankton, in rare cases, can reach
up to 200 cm (megaplankton).

The high diversity of phytoplankton extends from pro-
karyotes (cyanobacteria) to several groups of eukaryotes.
Classification of phytoplankton groups constantly changes
due to the increasing amount of molecular phylogenetic
studies and is under constant flux of opinion (e.g., Parfrey
et al. 2006). Cyanobacteria have been traditionally classified
using morphological features. However, due to the different
scientific communities, the bacterial classification is not eas-
ily comparable with the phycological taxonomy. In the last
decades, several new concepts have been introduced (see
e.g., Hoffmann et al. 2005; Komarek 2010; Komérek et al.
2014). With new approaches that are based on molecular
techniques and the arising problems to integrate this new
information into the classification, there have been several
approaches for reaching a consensus in both communities
(e.g., Komarek 2006; Palinska and Surosz 2014). So far, all
major cyanobacterial groups, even cyanobacteria that have
been categorized as freshwater species, can be found in the
marine environment (Burja et al. 2001; Paerl 2012).

Adl et al. (2005) revised the classification of protozoa
from Levine et al. (1980) and expanded it to other protists in
the name of the International Society of Protistologists. They
compared modern morphological approaches, biochemical
pathways and molecular phylogenetics data to create a new
classification. Only 7 years later Adl et al. (2012) revised this
classification. This new revision proposes a division into six
super-groups: Archaeplastida, Amoebozoa, Opisthokonta,
Excavata, and SAR (Stramenopila, Alveolata, and Rhizaria).
Throughout the last years, the concept of different super-

Fig. 1 Exemplary schematic drawings of three important phytoplank-
ton groups. (a) Triangular diatom Trigonium sp., (b) dinoflagellate
Pyrodinium bahamense and (c) coccolithophorid Emiliania huxleyi

groups has been applied for the eukaryotic phytoplankton.
Changes and uncertainties are still present in the super-
groups that are named here. Additionally, several groups of
organisms exist, which do not belong to any of the super-
groups, for example some groups of flagellates.

Phytoplankton Taxonomy and Morphology

Depending on area, season, and size class, different groups
can act as dominating organisms in the food web and, there-
fore, regulate the seasonality of the predators as well. The
most frequent dominating eukaryotic phytoplankton belong
to diatoms (Stramenopila), dinoflagellates (Alveolata) or
haptophytes (also called prymnesiophytes, no super-group)
(Fig. 1). Other groups include Chlorophyta (Archaeplastida),
Cryptophyta, Centrohelida and Telonemia, with the last three
not belonging to any of the super-groups (e.g., Paerl 1988;
Arrigo et al. 1999; Adl et al. 2012).

Diatoms (Bacillariophyta) possess a so-called frustule of
silica that consists of two overlapping valves (hypotheca and
epitheca) and a girdle (cingulum). Reproduction is mostly
asexual. The old cell divides and each daughter cell builds up
a new smaller theca inside the parent wall. If the theca gets
too small for further reproduction the cell dies. Prior to death,
the cell releases auxospores, which grow into new cells.
Another characteristic feature is the symmetry of diatoms.
They are either centric or pennate symmetric. They occur as
single cells or more often in colonies (Gross 1937). Diatoms
are mainly autotrophs, with several heterotrophic strategies
to survive during darkness (e.g., Tuchman et al. 2006;
McMinn and Martin 2013).

Dinoflagellates consist of thecate and athecate groups.
Thecate dinoflagellates possess a cover of cellulose plates in
contrast to athecate dinoflagellates, which are more variable
in shape. Both groups possess two characteristic parts: epi-
some and hyposome. The cells also feature two grooves. A

(prymnesiophytes). (Adapted from the open source Plankton*Net Data
Provider at the Alfred Wegener Insitute for Polar and Marine Research
(a) and (c), and from Landsberg et al. (2006) (b))
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cingulum divides the cells into two parts and houses one
transverse flagellum and the sulcus houses a second longitu-
dinal flagellum. Dinoflagellates can be auto-, mixo-, and het-
erotrophs (e.g., Carvalho et al. 2008; McMinn and Martin
2013). Several species can cause so-called “red-tides” and
harmful algae blooms (Loeblich 1976; Taylor et al. 2008).

Haptophytes belong to flagellates and consist of different
groups and genera. They include, for example, coccolitho-
phorids and the potentially toxic algae genus Prymnesium,
which includes some cytotoxin, ichthyotoxin, neurotoxin,
and haemolytic toxin producing species (Seoane et al. 2017).
Motile haptophytes possess two flagella and a haptonema.
The haptonema is a characteristic cell organelle and resem-
bles a third flagellum. In contrast to the other two flagella, it
is not used for swimming but to capture particles and to
attach to surfaces (Hibberd 1976; Kawachi et al. 1991;
Jordan and Chamberlain 1997; Andersen 2004).

Primary Production and Essential Elements

Due to its broad distribution and abundance in the ocean,
phytoplankton is the fundamental primary producer and
serves as a food source at the base of oceanic food webs. It is
part of the microbial loop due to its interaction with bacteria
and its decomposition by viral lysis and bacteria.

In general, phytoplankton is dependent on the availability
of nutrients, light, and other prevalent conditions such as
regional and seasonal changes both physically (temperature,
salinity, currents, mixing of water layers, precipitation) as
well as biologically (e.g., parasites, grazing of potential
predators) (Falkowski and Oliver 2007; Racault et al. 2012,
further reading: Mackas et al. 1985; Fenchel 1988; Reid
et al. 1990).

Phytoplankton uses photosynthesis as energy source and,
doing so, contributes with 48% noticeably to global carbon
fixation by taking up and incorporating carbon from carbon
dioxide. Another important environmental function of phyto-
plankton is the production of oxygen during photosynthesis
(Field et al. 1998). Since photosynthesis requires light, active
phytoplankton can only be found in the euphotic zone of the
ocean (Fig. 2). Depth of the euphotic zone may differ enor-
mously depending on the presence of biological and non-
biological substances absorbing and scattering light within
the water column. However, phytoplankton itself often nar-
rows the euphotic zone (Lorenzen 1972).

Phytoplankton as primary producers are part of the bio-
logical carbon pump, since they take up carbon dioxide
(CO,) from the atmosphere and bind the carbon in their cells,
which are then taken up by higher trophic levels or become
part of sinking particles and remineralisation. Time scales
for the carbon to re-enter the cycle and to be reused can vary
from days, over weeks and years up to several millennia,

especially for carbon reaching the sediment surface (Emerson
and Hedges 1988; Shen and Benner 2018). Sinking particles
that originate from fragmentation, aggregation or egestion
after consumption by higher trophic levels such as zooplank-
ton can either be consumed again or be decomposed by
microbial processes. At the same time, active vertical migra-
tion by the organisms distributes the carbon further within
different water layers and therefore has a significant impact
on the oceanic carbon cycle and productivity (Azam 1998;
Buesseler et al. 2007). As consequence, phytoplankton are
subject to high fluctuations and show seasonality as well as a
spatial heterogeneity.

To produce biomass, phytoplankton need certain nutri-
ents, the most important being carbon (C), nitrogen (N) and
phosphorous (P). For marine primary production, Redfield
(1958) calculated the ratio in which these essential nutrients
are required as C:N:P = 106:16:1.

Important sources of nitrogen are nitrate and ammonium.
Ammonium can be taken up effectively by phytoplankton
and provides up to 35% of nitrogen assimilated depending
on species and location (Eppley et al. 1971, 1979). Nitrate
uptake as nitrogen source requires a higher amount of energy.
Thus, ammonium uptake is generally preferred (Thompson
et al. 1989). Furthermore, nitrate uptake is relatively slow.
Phytoplankton show a great metabolic diversity. For example
some phytoplankton species are incapable of nitrate uptake,
whereas other species even prefer the uptake of nitrate to
ammonium. Ammonium can, in high concentrations, even
suppress growth (Glibert et al. 2016; Van Oostende et al.
2017). Nitrogen can be taken up faster by amino acids and
fastest via ammonium (Dortch 1982), though only some
phytoplankton species are able to take up amino acids
(Wheeler et al. 1974).

In competitive environments, however, organic nitrogen
such as urea can serve as valuable source to phytoplankton
(Bradley et al. 2010). The availability of nitrogen in different
forms can also have an influence on the respective species
composition (Glibert et al. 2016; Van Oostende et al. 2017).

Phosphorus is also essential for phytoplankton and is usu-
ally taken up via phosphate, which frequently acts as limiting
nutrient (Perry 1976). Both nitrogen and phosphorus can act
as limiting nutrients for primary production (Smith 2006).
Some phytoplankton species are capable of reducing their
phosphorus demand by producing substitute lipids instead of
phospholipids (Van Mooy et al. 2009). Marine diatoms,
which can make up large fractions of phytoplankton com-
munities, are furthermore dependent on silicate to form their
characteristic external shell (Harvey 1939; Paasche 1973a, b;
Treguer et al. 1995; Turner et al. 1998).

Apart from these crucial elements, a range of trace metals
is required for phytoplankton growth. Morel and Price (2003)
made a first attempt to calculate a stoichiometry for essential
trace metals including iron, manganese, zinc, copper, cobalt,
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Fig. 2 Cycling of marine phytoplankton. Phytoplankton live in the
photic zone of the ocean, where photosynthesis is possible. During pho-
tosynthesis, they assimilate carbon dioxide and release oxygen. If solar
radiation is too high, phytoplankton may fall victim to photodegrada-
tion. For growth, phytoplankton cells depend on nutrients, which enter
the ocean by rivers, continental weathering, and glacial ice meltwater
on the poles. Phytoplankton release dissolved organic carbon (DOC)

and cadmium. Particularly iron is a crucial trace metal that is
strongly affecting the productivity of phytoplankton in vast
areas of the ocean (Martin and Gordon 1988; Morel et al.
1991). To facilitate trace metal uptake, phytoplankton can
make use of ligands, which are organic molecules that are
able to complex metals and help to keep them in solution.
Especially ligands complexing iron, so called siderophores,
are beneficial for phytoplankton (Hassler et al. 2011; Boiteau
et al. 2016).

Due to the strong effect iron has on the productivity of
phytoplankton, its role was assessed in large scale experi-
ments. After the first successful iron fertilization experi-
ments, which tested the importance of iron in situ on a large
scale (e.g., Martin et al. 1994; Coale et al. 1996), the possi-
bility to reduce inorganic carbon with iron fertilization was
defined, yielding in sequestering of carbon dioxide during

=

into the ocean. Since phytoplankton are the basis of marine food webs,
they serve as prey for zooplankton, fish larvae and other heterotrophic
organisms. They can also be degraded by bacteria or by viral lysis.
Although some phytoplankton cells, such as dinoflagellates, are able to
migrate vertically, they are still incapable of actively moving against
currents, so they slowly sink and ultimately fertilize the seafloor with
dead cells and detritus

blooms (Bakker et al. 2001, 2005; Boyd et al. 2007). While
Buesseler et al. (2004) showed that the “Southern Ocean Iron
Experiment” caused a small increase in carbon flux in the
region, the “Kerguelen Ocean and Plateau compared Study”
could prove an even higher carbon sequestration efficiency
(Blain et al. 2007).

Other, more complex molecules are even more important
for phytoplankton growth. Some species require exogenous
vitamins to grow. Especially vitamin-B depletion can nega-
tively influence phytoplankton productivity (Gobler et al.
2007).

Oceanic dissolved organic carbon (DOC) is one of the
largest marine carbon reservoirs. Kirchman et al. (1991) cal-
culated turnover rates of DOC using its bacterial uptake.
DOC and dissolved organic nitrogen (DON) cycle differ-
ently from each other. During phytoplankton blooms, more



Phytoplankton Responses to Marine Climate Change — An Introduction

59

DOC than DON is produced, presumably by phytoplankton
(Kirchman et al. 1991). The amount of DOC bacteria can
assimilate depends on the phytoplankton species releasing it
(Malinsky-Rushansky and Legrand 1996). Phytoplankton
release of DOC alone cannot meet bacterial needs and thus
allochthonous DOC sources as well as sloppy feeding, viral
lysis, hydrolysis by exoenzymes, and zooplankton excretion
play a role in releasing additional DOC into the ocean
(Fig. 2) (Mopper and Lindroth 1982; Baines and Pace 1991;
Jiao and Azam 2011). DOC produced by phytoplankton con-
tains both high and low molecular weight substances.
Bacteria assimilate these low molecular weight substances,
such as amino acids, peptides, and carbohydrates rather
quickly. High molecular weight substances are only slowly
or not at all assimilated and can contribute to refractory DOC
(Sundh 1992). During phytoplankton blooms, polysaccha-
ride particle formation can transform DOC to particulate
organic matter. Such polysaccharides can provide binding
sites for trace metals and could participate in controlling
their residence time in the ocean (Engel et al. 2004).
Therefore, a variety of potentially relevant bioactive mole-
cules exists within the complex DOC pool produced by phy-
toplankton that influences the ecological interplay of
phytoplankton with its environment.

Methods for Studying Phytoplankton Species
Composition

Several comprehensive reviews providing good overviews
over a variety of methods are available for plankton research.
Techniques to assess phytoplankton diversity were collected
by Johnson and Martiny (2015). Applications of flow cytom-
etry have been reviewed by Dubelaar and Jonker (2000). A
revision of case studies for molecular methods to estimate
diversity is available from Medlin and Kooistra (2010).
Reviews for nutrient quantification, pigment analysis and
remote sensing are also available (Cloern 1996; Jeffrey et al.
1999; Roy et al. 2011; Blondeau-Patissier et al. 2014).
Methods that yield useful approaches to help understand-
ing phytoplankton species composition and its interconnec-
tion to environmental conditions are summarized in Fig. 3.

Climate Influences on Phytoplankton

Since the beginning of the industrial era, anthropogenic
influences on the climate have steadily increased. Covering
more than two thirds of the Earth’s surface, the area for
exchange between the atmosphere and sea surface is large.
Apart from that, the ocean is subject to several effects trig-
gered by climate change.

Climate Change in the Ocean

The two most prominent changes to the ocean triggered by
climate change are ocean warming and acidification. Both
aspects affect the ocean globally. Increasing anthropogenic
carbon dioxide emissions have increased partial pressure of
carbon dioxide, both, in the atmosphere and the ocean. The
ocean acts as sink for anthropogenic carbon dioxide and is,
by increasingly taking up carbon dioxide, gradually acidi-
fied. It is estimated that surface water pH decreased by 0.1
since the beginning of the industrial era. With increasing
acidification, ocean surface water becomes gradually corro-
sive to calcium carbonate minerals, of which many seashells
are composed (Fig. 4) (Ciais et al. 2013; Rhein et al. 2013).

The ocean has a high heat capacity and absorbs solar radi-
ation more readily than ice. It is virtually certain that the
upper ocean has warmed. This warming dominates the global
energy change inventory and accounts for more than 90% of
the total energy change inventory, while melting ice, warm-
ing of continents, and the warming of the atmosphere play
only a minor role. Warming of the upper ocean is an impor-
tant factor that has led to an average sea level rise of 0.19 m
between 1901 and 2010 and it is likely that the sea level rise
will accelerate (Fig. 4) (Rhein et al. 2013).

Furthermore, there are plenty of regional changes con-
nected to climate change such as patterns of salinity trends.
The IPCC report defines a region as a territory characterized
by specific geographical and climatological features, whose
climate is affected by scale features (e.g., topography, land
use characteristics, and lakes) and remote influences from
other regions (IPCC 2013). Local changes in salinity are
expected (Fig. 4). In general, a higher contrast between fresh
and salty regions is expected with salty regions becoming
saltier and vice versa. Sea level rise in combination with
wind stress is expected to result in high waves in some
regions. Intermediate and deep water changes are yet diffi-
cult to assess, since long-term data are lacking. Generally,
changes in salinity, density, and temperature appear to occur
regionally. Anthropogenic influences on coastal runoff and
atmospheric deposition of nutrients are another important
regional factor. Changing nutrients, such as the input of
nitrogen fertilizers, can influence the biological carbon pump
and ultimately lead to an increasing eutrophication of waters
(Fig. 4) (Ciais et al. 2013; Rhein et al. 2013).

Seasonality and Future Changes
in Phytoplankton Communities

Phytoplankton communities undergo seasonal changes.
Depending on regional properties like climatic or biogeo-
graphic conditions, the changes can differ greatly. While
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Fig. 3 Schematic overview of the methods used for phytoplankton
studies. Three different possibilities to process the sample are using raw
samples, fixation or preservation, and filtration. For microscopy and
flow cytometry raw samples either are measured immediately or have to
be fixed for later measurements. Since molecular methods, pigment

regions near the equator undergo relatively small changes in
temperature during the year, the poles are influenced by large
changes caused by severe differences in sunshine intensity
and daylight duration. As the environmental factors are
already highly influenced by these changes, phytoplankton
communities need to adapt to these different conditions as
well. Specifically useful study sites are the poles, since sea-
sonal climate variability is very distinct. Other sites that are
under continuous and alternating changes are shelf and
coastal systems, which are for example influenced by fresh-
water inflow from the mainland as well as tides and wave
actions. The following examples of different regional sea-
sonal changes over the globe and the corresponding phyto-
plankton community successions shall give a small overview
about the vast influence of climate conditions on phytoplank-
ton communities.

In the Arctic summer, glacial ice melt water adds iron and
other nutrients into the Labrador Sea (Fig. 2). Apart from the
coastal summer blooms resulting from that input, glacial
meltwater nutrients travel distances of up to 300 km on the
ocean’s surface (Arrigo et al. 2017). In the western Arctic,
even at closely located sites, different stages of seasonal
development could be observed for local phytoplankton
communities. The considerable variability in quantitative
abundances and biomass values of local phytoplankton spe-
cies is highly dependent on the irregularity of seasonal pro-
cesses in the physical environment, ice melting, heating, and
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analysis and detection of molecular tracers usually require concentrated
cells, filter residues serve for phytoplankton measurements. Molecular
characterization and quantification of trace molecules is performed
using chromatography, mass spectrometry (MS), and nuclear magnetic
resonance (NMR) spectroscopy

the dynamics of stratification (Sukhanova et al. 2009).
Furthermore, massive and widespread phytoplankton blooms
could occur under the Arctic sea ice, given regional nitrogen
concentrations higher than 10 pmol L' in 50% of the ice
covered continental shelf. Those under-ice blooms are also
an important factor to be taken into account when estimating
changes in the arctic environment (Arrigo et al. 2012).

In the Antarctic, species abundance and composition are
largely influenced by seasons in the distinct regions subjected to
differences in environmental factors and processes (Deppeler
and Davidson 2017). Tréguer and Jacques (1992) divided the
Southern Ocean into four different zones, without considering
the Permanent Ice Zone, with regard to their different nutrient
regimes, physical parameters, and extents of primary produc-
tion. While diatom-dominated blooms and severe nutrient
decreases can be observed in the Coastal and Continental Shelf
Zone, the Seasonal Ice Zone is characterized by a very variable
hydrological system depending on the ice cover retreat and
growth. The Permanently Open Ocean Zone is a nutrient rich
region, while the northern part is characterized by a silicate limi-
tation and the Polar Front Zone can harbor high amounts of
phytoplankton. There are, however, vast regions, which are suf-
fering under iron limitations. In general, nanoplankton domi-
nates within sea ice and open water unless diatom blooms occur,
which happens in May, November and December at the bottom
of the ice as well as in January and February in open water (e.g.,
Perrin et al. 1987; Swart et al. 2015).
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Fig.4 Overview about climatic changes and their effects on the ocean
after Ciais et al. (2013) and Rhein et al. (2013). Regional effects are
displayed in italics. Excess solar radiation enters the atmosphere. Ice
reflects this radiation, but it is taken up by the surface ocean, leading to
its warming. Ocean warming results in land ice melt and thermal
expansion, which both result in a sea level rise. Heating of vast areas
of the surface ocean also slowly heats up the intermediate water layer
which, among others, can ultimately lead to regional changes of deep
water. Regional freshening occurs on sites with melting land ice.
Regional salinification on the contrary happens in areas of vast evapo-

In the Cooperation Sea, which is located in the Seasonal
Ice Zone as defined by Tréguer and Jacques (1992), nutrient
concentrations increase throughout the year until December,
where nitrate and silicate drop notably followed by a phos-
phate decrease. Here, the largest species diversity occurs
during summer, while plenty of dead diatoms are observable
in winter (Perrin et al. 1987).

On the Weddell Sea ice edge, huge differences between
spring and autumn can be observed. During spring, long
chains of vegetative cells form and diatoms as well as hapto-
phytes build up gelatinous colonies in the open water, while
only short chains and few single cells occur under the ice.
The same conditions hold true for autumn, where short
chains and single cells dominate. Furthermore, diatom spores
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ration. Surface ocean warming also decreases the solubility of gases,
leading to a reduced oxygen concentration and thus changes in the
sea-oxygen flux. Excess anthropogenic carbon dioxide enhances its
uptake by the ocean and leads to a gradual acidification of the ocean. A
decreasing pH results in bicarbonate undersaturation, which causes
dissolving of shells and other minerals. Regional input of reactive
nitrogen can lead to fertilization and eutrophication. Another regional
effect is the occurrence of high waves. Heating, reduced oxygen con-
centrations and eutrophication lead to higher stratification of water
masses

with storage products and enlarged cells are produced then,
as results of their sexual reproduction cycle. Thus, the ice
edge serves as boundary of different life stages (Fryxell
1989).

One of the most productive regions in the Southern Ocean
is the Western Antarctic Peninsula, where phytoplankton
blooms occur around November to December, after the sea
ice retreats in October. In 2012, the bloom was dominated by
diatoms and Phaeocystis sp., with diatoms being the most
dominant group at the peak of the bloom. Mixing events can
cause a crash in the phytoplankton population, which hap-
pened in mid-December in this region. Afterwards, the popu-
lation consisted of large groups of cryptophytes and
Phaeocystis sp. In March, a second, smaller bloom,
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dominated by diatoms and Phaeocystis sp., could be observed
(Goldman et al. 2015).

Within the Eastern English Channel, diatoms,
Chrysophyceae, Raphidophyceae and Prymnesiophyceae
contribute most to carbon biomass. 40 species of diatoms,
and two species for Chrysophyceae and Raphidophyceae can
be found, respectively. A yearly occurring Phaeocystis sp.
spring bloom represents the group Prymnesiophyceae.
During summer, mostly large diatoms (>100 pm) dominated
the community, whereas during the rest of the year mostly
small cells could be found. Furthermore, Cryptophyceae
(seven genera) could be found in early spring and autumn,
Dinophyceae (26 genera or species) were found with the
highest abundance in summer as well as Chlorophyceae and
Prasinophyceae (Breton et al. 2000).

Not et al. (2004) found that in the eukaryotic picoplank-
ton the Prasinophyceae Micromonas pusilla was the domi-
nating species in the Western English Channel. In contrast to
bigger size classes, picoplankton shows a high abundance
throughout the year. The microphytoplankton bloom was
dominated by a few diatom species like Guinardia delicat-
ula, Chaetoceros socialis, Pseudo-nitzschia spp. and
Thalassiosira spp. during late spring and had maximum
abundances during late summer (Ward et al. 2011).

Long-term data from Helgoland in the German Bight sug-
gested interactions of different environmental conditions
with phytoplankton seasonality. Increase in sunshine hours
correlates with increasing Secchi depths (measure of water
transparency) and water temperature. Less turbulence in the
water body leads to increasing Secchi depths. Higher tem-
peratures improve growth rates of phytoplankton, but cause
lower abundances in early spring. Increased river discharge
causes a decrease in salinity in spring, which negatively cor-
relates with Secchi depth. Increasing Secchi depth and thus a
bigger euphotic zone benefits the growth of phytoplankton.
Concentrations of nutrients such as nitrate, phosphate, and
silicate decline rapidly during spring, when the phytoplank-
ton bloom starts and stay at low levels until autumn, when
another phytoplankton bloom occurs. Depletion of nutrients
causes inhibition of phytoplankton growth. In autumn and
winter, new nutrients are released, causing concentrations to
increase again. High zooplankton abundances cause belated
phytoplankton blooms during spring. Higher grazing pres-
sure during winter decreases phytoplankton abundances,
which then need a longer recovery time (Wiltshire et al.
2015). The phytoplankton community is dominated by dia-
toms in spring and early summer according to daily counts
(Wiltshire et al. 2008). Dinoflagellate abundance rose from
spring and reached maximum values during summer, where
Noctiluca scintillans, Gyrodinium spp., and Protoperidinium

spp.- dominated. Mixotrophic dinoflagellates occurred in
lower abundances than heterotrophs, which correlate with
phytoplankton availability. However, during summer 2007, a
bloom could be observed, in which several dinoflagellates
such as Lepidodinium  chlorophorum, Scrippsiella/
Pentapharsodinium spp., and Akashiwo sanguinea occurred
(Loder et al. 2012). Cryptophytes could be found throughout
the year with decline during diatom dominated times (Metfies
et al. 2010).

As a sub-tropical region, the estuaries of the Gulf of
Mexico are representing a warmer temperate region with
long periods of warm temperatures as well as tropical storms
(Georgiou et al. 2005; D’sa et al. 2011; Turner et al. 2017).
In a study in the Pensacola Bay (Florida, USA) from 1999 to
2001, Murrell and Lores (2004) investigated the role of cya-
nobacteria on the seasonal dynamics. The three most abun-
dant taxa were belonging to diatoms (Thalassiosira sp.,
Pennales, and Cyclotella sp.), and diatoms represented over
50% of total abundance of phytoplankton counts. During
December and January, dinoflagellates had high abundances
(Prorocentrum minimum, Gymnodinium sp.), whereas high
abundances of chlorophytes and cryptophytes were found
during the spring and summer months. Cyanobacteria
showed a strong correlation with high water temperatures
and had highest abundances in summer. Further character-
ization indicated that the cyanobacteria belonged to the
Synechococcus genus. In total, cyanobacteria made up of a
large percentage of total chlorophyll (on average 43%) and
dominated the chlorophyll biomass during their summer
peak (Murrell and Lores 2004).

Another study showing similar results was conducted by
Dorado et al. (2015) in Galveston Bay (Texas, USA) from
February 2008 to December 2009. North of Galveston Bay
high phytoplankton biomass could be observed, with diatoms
being the dominating phytoplankton group, followed by
dinoflagellates, cryptophytes, and green algae. In compari-
son, the phytoplankton biomass was lower in the southern
part of the bay and dominated by cyanobacteria. Cyanobacteria
and green algae correlated inter alia to temperature and chlo-
rophyll a. Results of a multivariate analysis also showed that
dinoflagellates and cyanobacteria are more abundant in areas
where vertical mixing is limited (mid- and lower region of the
bay). Seasonal patterns showed that diatoms, dinoflagellates,
and cryptophyte abundances were highest during winter and
spring, whereas cyanobacteria were most abundant in sum-
mer. It was found that high freshwater discharge correlated
with diatom growth, indicating that a decrease of freshwater
is accompanied with lower nutrient concentrations. These
conditions coupled with the temperature changes are then
more favorable for cyanobacteria growth.
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Time Series Monitoring of Phytoplankton
Diversity

Due to the importance of phytoplankton for the environment
and their large seasonal variability, long-term studies dealing
with phytoplankton diversity are a very important feature to
monitor changes and to yield predictions for the future
(Zingone et al. 2015).

Examples for European time series are Plymouth Station
L4 (Harris 2010) in the western English Channel, Helgoland
Roads in the south-eastern North Sea (Wiltshire et al. 2010)
or the HELCOM surveys in the Baltic Sea (Wasmund et al.
2011). One example for an automated system is the
Continuous Plankton Recorder survey, which collects infor-
mation about plankton communities in the North Atlantic
basin (Reid et al. 2003; McQuatters-Gollop et al. 2015).

In general, time series use different time scales and sam-
pling intervals, depending on the methods chosen, the
amount and variety of parameters and sampling area.
Therefore, sampling can range from daily sampling (e.g.,
Helgoland Roads) over monthly sampling to sampling dur-
ing certain periods like phytoplankton spring blooms. A dis-
tinction can be made between manual sampling and
automatic systems like ferry boxes, floats, gliders, and moor-
ings for measurements in the open ocean or other places that
are difficult to access. The latter are being implemented more
and more, especially during the last decades (Wiltshire et al.
2010; Church et al. 2013).

The responses monitored depend on the focus of the
respective phytoplankton studies. Short-term responses
caused by nutrient changes can be tested in lab experiments
as well as in situ during short time cruises. The observation of
responses to habitat changes, regime shifts, climate change
and other permanent adaptions require studies that cover one
or more stations over a longer time period, which for climate
change related studies is at least 30 years (e.g., Walther et al.
2002). Therefore, plankton time series are an important com-
ponent in the study of long-term changes in marine biodiver-
sity and the obtained data serve as a first indicator for changes
in the ecosystem. They can help understanding changes in
species distributions and, if explicit enough, provide working
hypotheses, which can be tested in the laboratory. Applied
benefits in using time series are a better understanding and
prediction of the occurrence of possible toxic as well as inva-
sive organisms. For these reasons, time series serve as impor-
tant tool in marine ecological research (Boero et al. 2015).

A good example for using time series for predictions is
the Continuous Plankton Recorder (CPR) survey of 50 years
of monitoring dinoflagellate and diatom compositions in the
northeast Atlantic Ocean and the North Sea, which could
help to predict the following compositional changes. In this
area, the ratio is shifting towards a larger diatom proportion.
Increasing winds and resulting turbulences yielding better

conditions for diatoms compared to dinoflagellates reinforce
this assumption (Hinder et al. 2012). These composition
shifts of the past and trends in combination with modelling
approaches can therefore be used as a forecasting system.

However, the complexity of phytoplankton communities
and a high analogy in their morphology make it difficult to
identify in particular small sized nano- and picoplankton and
to distinguish potentially toxic from non-toxic species. Most
conventional time series still use traditional microscopy
techniques. Due to their size, small protists are usually
underreported or cannot be resolved to species level in these
time series. During the last years scientists tried to imple-
ment new methods into these long-term studies to include
yet underreported organisms. Whereas pigment analyses
using HPLC or chlorophyll analyses are already part of many
long-term studies (e.g., Karl et al. 2001; Harding Jr. et al.
2015), molecular methods such as DNA microarrays and
next-generation sequencing have only been implemented in
short-termed studies so far (e.g., Gescher et al. 2008;
Medinger et al. 2010; Charvet et al. 2012).

Predictions of Phytoplankton Community
Changes in Response to Climate Change

Phytoplankton can serve as indicator for climate or environ-
mental change-induced shifts in the plankton community.
Early studies showed that climate change does have an
observable influence on the ocean (Madden and Ramanathan
1980; Manabe and Wetherald 1980; Cess and Goldenberg
1981; Hansen et al. 1981; Ramanathan 1981; Etkins and
Epstein 1982). Enhanced carbon dioxide levels result in a
climatic change all over the globe, influencing precipitation
and temperature. Higher global temperatures ultimately lead
to higher ocean temperatures and thus a reduction of sea ice
in both coverage and thickness (Manabe and Stouffer 1980;
Rhein et al. 2013). This results in a local desalination of the
ocean, to which phytoplankton cells have to respond. Higher
carbon dioxide saturation in the atmosphere will furthermore
lead to a shift in equilibrium between air and water and result
in elevated carbon dioxide concentrations in the ocean. As a
result, the marine environment will become more acidic,
potentially influencing sensitive molecular interactions
(Kuma et al. 1996).

Physical and biological changes concerning the oceanic
carbon sink have been predicted by Sarmiento et al. (1998).
They predicted a possible reduction of carbon downward
flux in the Southern Ocean due to increasing rainfall and
stratification. Their simulations hinted at already occurring
physical and biological changes due to climate change and
atmosphere-ocean interactions. More recent studies and
models show that already small changes in the Southern
Ocean can induce feedbacks in the climate system due to
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extensive changes in the net atmosphere-ocean balance of
carbon dioxide (Gruber et al. 2009). The authors also noted
the possibly important role of other oceanic regions that
could be large contributors to feedbacks in the climate
system.

Primary production in the ocean has declined in the last
decades and corresponds with increasing sea surface tem-
perature and decreasing iron input. Since especially in high
latitudes the ocean acts as important carbon sink, a climate
change related further decline in primary production sug-
gests major implications for the carbon cycle (Gregg et al.
2003). The same trend was predicted for many regions using
a global model due to increasing stratification and nutrient
limiting conditions in the ocean, with exception of the poles
(Henson et al. 2018). Reduced sea ice and longer bloom peri-
ods in the Arctic have already lead to an increase in net pri-
mary production (Arrigo and van Dijken 2015). In contrast,
net primary production decreases were also predicted with
simulations from nine Earth system models within the frame-
work of the fifth phase of the Coupled Model Intercomparison
Project (CMIPS) (Fu et al. 2016).

Useful tools are one-dimensional biogeochemical models
such as MEDUSA (Model of Ecosystem Dynamics, nutrient
Utilisation, Sequestration and Acidification) that can glob-
ally simulate multi-decadal plankton ecosystem scenarios
(Yool et al. 2011). In a global approach, the model was used
to investigate spring bloom timing related to climate change
in a high resolution. The change in bloom initiation timing
was substantial, which could lead to food shortages for pred-
ators. Additionally, increasing ocean stratification and nutri-
ent limiting conditions will likely result in less total primary
production (Henson et al. 2018). Detailed future predictions
using this one-dimensional biogeochemical model exist for
the Ross Sea in the Antarctic. Primary production for the
twenty-first century was estimated and presumably increases
5% in the early and 14% in the late twenty-first century.
Melting ice, increased radiance, and decreasing mixed layer
depths influence primary production during the first half,
diatom mass likely stays constant while Phaeocystis antarc-
tica multiplies, which then switches for the second half.
Shallower mixed layer depths will change phytoplankton
composition and carbon export (Kaufman et al. 2017).

On the Patagonian coast, average primary production will
likely increase and phytoplankton communities sequester
significant carbon amounts important for secondary produc-
tion. However, these predictions cannot be made for open
ocean areas without restrictions (Villafafie et al. 2015).
Furthermore, changes will vastly differ regionally, showing
increasing primary production in some areas and decreasing
primary production in others. Another critical value influenc-
ing phytoplankton variability and competition is the increase
of stratified conditions within the water column (Yoshiyama
et al. 2009).

Many studies have been conducted to gather more infor-
mation about phytoplankton community changes and their
effects on the food web (e.g., Edwards and Richardson 2004;
Schliiter et al. 2012; Harding Jr. et al. 2015). Fu et al. (2016)
used a model to simulate climate change impacts on net pri-
mary production and export production. Using an intense
warming scenario, the net primary production was critically
dependent on the phytoplankton community structure. This
model gives a good insight in the importance of community-
based studies in order to monitor changes in this sensitive
system. Changes in phytoplankton communities have, for
example, already been observed under changing environ-
mental conditions in the Arctic regions. Shifts in certain pro-
tist abundances indicate an enhanced presence of potentially
toxic Alexandrium dinoflagellate species (Elferink et al.
2017).

Changes in the phytoplankton composition also cause the
whole food web to change since predators might have to
adapt to new food sources. Alternating environmental factors
can facilitate the invasion of new species, which can migrate
naturally inside the water masses or might be introduced via
ballast water. These atypical range expansions cause struc-
tural changes in the food web, especially if the invasive spe-
cies can adapt well or even better than indigenous species
and may even become dominating (Walther et al. 2002;
Olenina et al. 2010).

Other effects include the shifts of bloom events, mainly
due to temporal and long-term climatic changes, or the tim-
ing of phyto- and zooplankton growth. These changes in tim-
ing could result in drastic consequences of ecosystem
functionality. Existing studies on trophic mismatching in the
plankton community are mostly focused on interactions
between spring blooms (e.g., Edwards and Richardson 2004;
Wiltshire et al. 2008). Therefore, not much is known about
the ecological impacts and the functioning of the marine eco-
system (Thackeray 2012).

The floral composition of Chesapeake Bay at the US coast
of the Atlantic Ocean revealed a shift in phytoplankton com-
munity. With nitrogen being the limiting nutrient but diatoms
requiring relatively large amounts, the local community will
likely shift to a smaller diatom proportion. Anthropogenic
nutrient input might trigger changes as well as climate-
related shifts in phytoplankton composition (Harding Jr.
et al. 2015). Seasonal variability studies can provide useful
insights into future climate changes, as they can give an
impression about the mechanisms leading to changes.
Studies at the coast of Patagonia in Argentina exposed sea-
sonally different phytoplankton communities to possible
future conditions, like enhanced temperatures and solar radi-
ance, nutrient enrichment, and ocean acidification. Increasing
ocean temperature has little effect on pre-bloom communities.
However, ultraviolet radiance during blooms leads to photo-
chemical inhibition of phytoplankton. Increasing tempera-
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tures might lead to a decreasing mixed layer depth, which
would expose the community to higher radiations (Villafafie
et al. 2013). Shallower mixed layers combined with stronger
solar radiance as future condition might also result in cellular
stress. Chlorophyll a can decline in phytoplankton cells as
response to light stress. The cells can contract and move their
chloroplasts, which leads to a temporary photoinhibition of
photosynthesis (Kiefer 1973). Diatoms are more prone to
ozone-related negative solar UV-B radiation, which can
affect aquatic systems, thus generally likely dominating
future communities (Hader et al. 2007).

Ocean acidification might lead to a shift in nutrient
requirements and C:N:P stoichiometry, thus influencing bio-
geochemical cycles (Bellerby et al. 2008). In addition,
decreasing pH influences micronutrient bioavailability such
as leading to decreased concentrations of iron bioavailability
and increase phytoplankton iron stress (Shi et al. 2010).

Besides phytoplankton being influenced by nutrients and
other environmental factors, they themselves influence the
climate and environment they are living in. One example is
the role of phytoplankton in the formation of former ice ages.
Iron-rich dust was transported to the Southern Ocean, where
water masses were rich of nutrients such as nitrate and phos-
phate but lacked iron. This natural iron fertilization of phyto-
plankton in the Subantarctic could partly explain atmospheric
carbon dioxide changes over the last 1.1 million years.
Measurements of foraminifera-bound nitrogen isotopes from
sediment cores taken in the Subantarctic Atlantic indicated
dust flux, productivity and the degree of nitrate consumption
as characterizing factors for peak glacial times and millen-
nial cold events. Triggering blooms and changes in the
Southern Ocean’s food web and biological pump can be seen
as the cause of the full emergence of ice age conditions.
However, the main drivers for the initial carbon dioxide
decrease were most likely physical processes, such as sur-
face water stratification, wind changes and changes in sea ice
extent (Martinez-Garcia et al. 2009, 2014; Jaccard et al.
2013).

Another example for phytoplankton impacts on the cli-
mate is dimethylsulfide (DMS). DMS is the degradation
product of dimethylsulfoniopropionate (DMSP), which is
produced by phytoplankton as an osmoprotectant and
degraded by marine bacteria (Yoch 2002). The main DMSP
producing phytoplankton belong to the groups of dinoflagel-
lates and prymnesiophytes, but also include some diatoms
and Chrysophyceae species (Keller et al. 1989). Important
phytoplankton include Phaeocystis sp., Emiliania huxleyi,
Prorocentrum sp. and Gymnodinium sp. (Yoch 2002). Since
atmospheric DMS is an important sulfur source for the global
environment and its oxidation causes reflection of solar radi-
ation, it can have a cooling effect on the Earth’s temperature
(for further reading, see Yoch 2002; Stefels et al. 2007; Lana
et al. 2012).

Effects like these make phytoplankton blooms interesting
candidates to actively help reversing the effects of climate
change, for example by trying to trigger carbon sequestering
blooms (Bakker et al. 2005). However, large scale blooms
may have unforeseen ecological effects, such as becoming
toxic (Silver et al. 2010).

Harmful Algal Blooms

Harmful algal blooms (HABs) refer to blooms of diatoms,
dinoflagellates, raphidophytes, haptophytes, cyanobacteria,
and certain macroalgae perceived as harmful due a negative
impact on the environment or public health. Some have the
capability to express toxins under certain circumstances.
Other blooms are harmful not due to toxins but because the
build-up of high biomass leads to disruption of food webs
and development of anoxic zones (Kudela et al. 2017).

Apart from ecological effects, HABs can affect human
health upon exposure to poisoned seawater, food or marine
aerosols and can have severe socio-economic impacts
(Pierce et al. 2003; Fleming et al. 2007). Most frequent
HAB related illness worldwide is Ciguatera Fish Poisoning
(CFP), which occurs manly in the tropics and subtropics.
A variety of dinoflagellate species can produce toxins,
such as the Gambierdiscus toxicus species complex, which
can produce the toxins maitotoxin and ciguatoxin (Murata
et al. 1992).

Other illnesses are Paralytic Shellfish Poisoning (PSP)
and Diarrhetic Shellfish Poisoning (DSP), which can occur
worldwide (Berdalet et al. 2016). Prorocentrum lima can
produce a variety of toxins, i.a. DSP causative okadaic acid
(Murakami et al. 1982). HABs can have extensive ecological
effects, such as mass mortality of whales suffering from PSP
by feeding on mackerels poisoned with saxitoxins from
dinoflagellates or enhanced fish kills (Geraci et al. 1989;
Glibert et al. 2001; Nash et al. 2017).

Furthermore, some diatoms can also express toxins.
Several species of the genus Pseudo-nitzschia are, for exam-
ple, capable of producing domoic acid (Rao et al. 1988).

HABSs can have widespread occurrences. They can occur
at coastlines all over the world and have been reported
throughout history from Canada, Japan, Scotland, Australia,
and many other places (e.g., White 1977; Murakami et al.
1982; Bruno et al. 1989; Nash et al. 2017). Although toxic
blooms are a natural phenomenon, they can also be a reac-
tion to environmental shifts and the production of toxins can
be connected to environmental conditions (Etheridge and
Roesler 2005). Experiments with toxin producing
Alexandrium sp. showed that increasing radiance and tem-
perature significantly enhanced toxin production (Lim et al.
2006). Nutrient changes in particular can have distinct effects
in triggering toxin production. Iron fertilization can lead to
formation of a toxic Pseudo-nitzschia spp. bloom and natural
iron fertilization might have the same effect (Silver et al.
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2010). Also low ammonium concentrations and low salini-
ties that can be found in estuaries can lead to enhanced toxin
production in Alexandrium sp. (Hamasaki et al. 2001).

Because of the damages HABs may cause, their detection
and prediction is an on-going scientific challenge, which is
approached with different techniques, such as molecular
methods, chromatographic pigment analysis, optical spec-
troscopy, and remote sensing (Millie et al. 1997; John et al.
2005; Trainer et al. 2009). Automated monitoring showed
promising predictions (Campbell et al. 2010). Besides estab-
lishing a monitoring network, Wells et al. (2015) suggested
parameters for routine measurements, including physical
parameters, nutrient concentrations, phytoplankton identifi-
cation, and toxin concentrations.

Linking the effects of climate change with changes in
global HAB occurrence and developing monitoring strate-
gies has been the subject of many studies up to date (e.g.,
Edwards et al. 2006; Moore et al. 2008; Hallegraeff 2010;
Hinder et al. 2012; Kudela et al. 2017).

Conclusions

Phytoplankton are a very diverse and important player in the
ocean due to their many roles in different marine cycles.
Phytoplankton are highly dependent on a diversity of nutri-
ents and influenced by physical and chemical properties in
the ocean. Anthropogenic influences on the climate will
change these conditions. Some of these effects are global,
some remain regional. As diverse as these effects can be,
changes to phytoplankton communities will occur as well.
One of these examples are harmful algae blooms, which are
a hot topic regarding ecological impacts. Another example
are possible shifts of ecological niches, which influence the
whole marine food web. When predicting such changes, a
solid data base is crucial. A wide range of methods targeting
different parameters are just as crucial as obtaining data over
a long time period.

Seasonal variations in community shifts and changes of
the cell morphology show, that phytoplankton adapt to
changing environmental conditions regularly. Some of these
seasonally observed changes can be extrapolated to future
scenarios.

Climate change related conditions in the ocean will
change phytoplankton composition and adaption, as they
will have to deal with differing nutrient and trace metal bio-
availability, physical conditions or temperatures. However,
blooms triggered by such conditions can have an opposite
effect by influencing the climate themselves.

Apart from species composition, cell physiology is
another important aspect that can be changed by climate.
Chemicals produced by phytoplankton, such as toxins, can

have vast ecological impacts and are one of the most press-
ing topics when predicting phytoplankton changes.

In conclusion, phytoplankton are an important connecting
element within the sensitive marine system. Therefore, accu-
rate predictions are difficult to make, but the existing meth-
ods and models are a good way to improve the local
understanding. In addition, new models and different
approaches looking at factor interactions shall give new and
better insights.

Appendix

This article is related to the YOUMARES 8 conference ses-
sion no. 10: “Phytoplankton in a Changing Environment —
Adaptation Mechanisms and Ecological Surveys”. The
original Call for Abstracts and the abstracts of the presenta-
tions within this session can be found in the appendix
“Conference  Sessions  and  Abstracts”,  chapter
“4 Phytoplankton in a Changing Environment — Adaptation
Mechanisms and Ecological Surveys”, of this book.
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Reading the Book of Life - Omics
as a Universal Tool Across Disciplines

Jan David Briiwer and Hagen Buck-Wiese

Abstract

In the last centuries, new high-throughput technologies,
including sequencing and mass-spectrometry, have
emerged and are constantly refurbished in order to deci-
pher the molecular code of life. In this review, we sum-
marize the physiological background from genes via
transcriptome to proteins and metabolites and discuss the
variety of dimensions in which a biological entity may be
studied. Herein, we emphasize regulatory processes
which underlie the plasticity of molecular profiles on dif-
ferent ome layers. We discuss the four major fields of
omic research, namely genomics, transcriptomics, pro-
teomics, and metabolomics, by providing specific exam-
ples and case studies for (i) the assessment of functionality
on molecular, organism, and community level; (ii) the
possibility to use omic research for categorization and
systematic efforts; and (iii) the evaluation of responses to
environmental cues with a special focus on anthropogenic
influences. Thereby, we exemplify the knowledge gains
attributable to the integration of information from differ-
ent omes and the enhanced precision in predicting the
phenotype. Lastly, we highlight the advantages of com-
bining multiple omics layers in assessing the complexity
of natural systems as meta-communities and -organisms.
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Introduction and Historical Background

The discovery of nucleic acids in 1896 by Friedrich Miescher
and the suggestion of deoxyribonucleic acid (DNA) as the
genetic material by Avery, MacLeod, and McCarty in 1943
revolutionized the life sciences (Avery et al. 1943; Dahm
2005). Genomics, from the suggested word “genome” for
haploid chromosome sets by Hans Winkler (Noguera-Solano
et al. 2013), arose with the aim to decipher the molecular
language. It took another 10 years before Franklin, Wilkins,
Watson, and Crick unraveled the double-helical structure of
DNA in 1953 (Dahm 2005). The conversion from nucleotide
sequence into amino acid was first recognized, when
Heinrich Matthaei and Marshall Nirenberg discovered that
the RNA sequence of three Uracil bases codes for the amino
acid phenylalanine with their so-called Poly-U experiment
(Nirenberg 2004; Dahm 2005). Five years later, in 1966, the
translation of all base combinations into the 20 protein-
forming amino acids had been resolved (Nirenberg 2004).
For nucleotide sequence analysis, Frederick Sanger and col-
leagues developed the first widely applied method, the
Sanger sequencing, in 1977 and, thus, established the foun-
dation for modern genomic and transcriptomic research
(Box 1) (Sanger et al. 1977). In more recent years, high-
throughput molecular technologies, e.g., next-generation
sequencing (NGS) (Box 1) and mass spectrometry (Box 2)
have developed, enabling genome-scale deciphering of the
molecular signatures, which encode life on earth.

These technologies provide the opportunity for a wide
range of studies which can be divided into four major fields
according to the targeted molecules: genomics, transcrip-
tomics, proteomics, and metabolomics. In definition, genom-
ics describes the analysis of any genetic material (DNA)
isolated from an organism or the environment. It includes,
for example, whole genome sequencing and detection meth-
ods such as environmental DNA (eDNA). Transcriptomics is
the study of any form of RNA, including messenger RNA
(mRNA), transfer RNA (tRNA), ribosomal RNA (rRNA),
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Box 1: Nucleic Acid Sequence Analysis
Background

The nucleic acids contain information in the shape
of a code constituting of two purines, Adenine A and
Guanine G, and two pyrimidine bases, Cytosine C and
either Thymine T in DNA or Uracil U in RNA. Selective
pairing of A with T and G with C gives rise to the sta-
ble double strand structure of DNA and confers a
mechanism to pass on the information in the coded
sequence via polymerization, i.e. DNA replication and
RNA transcription (in this case, substituting U for T)
(Alberts et al. 2008; Klug et al. 2012). The widely
applied DNA/RNA sequencing methods to read the
nucleotide code are based on this selective binding.

The first sequencing developed by Sanger in the
1970s required four separate polymerizations, each
with a fraction of dideoxynucleotides (ddNTPs) which
would terminate the elongation — hence the name
‘chain-termination method’ (Lu et al. 2016). Parallel
size separation (using gel-electrophoresis) of the syn-
thesized strands, each with a specific dd-nucleotide at
the end, and subsequent radioactive detection allowed
to infer the order of the different bases in the tem-
plate’s sequence. Modern techniques for Sanger
sequencing are based on fluorescently labeled
ddNTPs, emitting differentiable signals, which can be
detected by a laser and evaluated electronically
(Schuster 2008). Recently developed second-genera-
tion sequencing (such as Illumina) use dNTPs which
emit a base-specific fluorescent signal when the phos-
phordiester bond is formed and the DNA elongated.
Different to the traditional Sanger sequencing, the
process does not require termination and every elon-
gation process yields a signal per nucleic acid. The
advantages of these sequencing methods lie in high-
throughput through the simultaneous sequencing of
multiple DNA/RNA fragments (e.g., from environ-
mental samples) from a variety of organisms with usu-
ally reliable high-quality results (Schuster 2008). The
drawbacks belay in comparatively short sequence
strands (about 100-300 bp), demanding assemblies to
solve the ‘puzzle’ of different short fragments.
However, third-generation sequencing (such as
offered by PacBio with the SMRT cell) make use of
double-stranded DNA with two hairpin structures at
the end, the so-called SMRTbell. This way, fragments
of several thousand base pairs may be sequenced,
which may subsequently be complemented by shorter
fragments to maintain the quality standard via high
coverage (Rhoads and Au 2015).
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The emerging fourth generation sequencing tech-
nique, the nanopore sequencing (such as the MinilON
by Oxford Nanopore Techniques), does not require
previous amplification but aims at directly sequencing
single molecules and promises to sequence tens of
kilobases (kb). A membrane is equipped with nano-
pores that is selectively permeable for DNA and
RNA. An electric force is driving the electrophoresis
of the negatively charged fragments towards the anode
and, thus, into the membrane. A motor protein is ratch-
eting the fragment through the membrane. This causes
different perturbations of the membrane current
depending on the nucleotide, which may be computa-
tionally translated into base sequences (Cherf et al.
2012; Feng et al. 2015). Different from previous
sequencing methods, the fourth generation nanopore
sequencing may even be used to analyze proteins,
polymers, and other single-strand macromolecules
(Feng et al. 2015).

Strategies

To target a particular portion of the queried nucleo-
tide sequence, e.g., targeting the 16S rRNA/rDNA of
microorganisms for phylogenetic assessment, specific
primer sequences can be used.

A variety of techniques grouped under the descrip-
tion of restriction site-associated DNA sequencing
(RADseq) is currently in scope for assessing genotypic
differences of a range of organisms, including those
with largely unknown genomes. These techniques are
based on digestion of isolated DNA with one or few
restriction enzymes and subsequent sequencing of
resulting fragments. As most restriction sites prevail
among specimen and closely related species, predomi-
nantly similar sets of loci are sequenced, at which dif-
ferent alleles can be identified (Andrews et al. 2016).

In case of whole genome sequencing using NGS,
short fragments of DNA of few hundred base pair
length are inserted into vectors, called library. To aid in
later assembly, libraries with shotgun mate pair frag-
ments of specified greater lengths complement the
short vector sequences, which consist of a high frag-
ment coverage. After standard quality controls of the
reads (including adapter and primer removal), the
assembly of the genome from the multitude of small
sequences relies on overlapping regions and mate pairs
(e.g., Baumgarten et al. 2015).

Prior to RNA sequencing, the RNA-template has to
be transcribed into a cDNA, using a reverse transcrip-
tase. A quantitative interpretation of transcriptome and

(continued)
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Box. 1: (continued)

metagenome data analyses has to be treated with cau-
tion due to exponential amplification steps. However,
normalization steps to account for differential amplifi-
cation within samples, as well as differential sequenc-
ing depth across samples, may be used to gain better
estimates of quantities as well as maintaining data
comparable. This may be achieved by calculation of
“Fragments Per Kilobase of exon model per million
Mapped reads” (FPKM). Further biostatistic normal-
ization to eliminate sequencing biases, e.g., using
nCounter (Geiss et al. 2008), may be helpful in evalu-
ation of the data (Liu et al. 2016).

Box 2: Mass-Per-Charge of Peptides and Metabolites

Protein and targeted metabolite analyses, including
antibody, ionization, and spectroscopy approaches,
date back more than a century. Technical advances in
the field of mass spectrometry (MS) are, however, rev-
olutionizing the possibilities in these fields, now sup-
porting proteome-wide peptide sequence identification
and untargeted metabolome characterization and
comparison.

Protein studies have traditionally been relying on
the usage of antibodies on a small scale but as a pre-
cisely localizing method. Nevertheless, limited avail-
ability of antibodies for different protein structures,
comparatively low throughput, high costs for antibody
production, and low quantitative comparability due to
lacking standards have hampered proteome-scale
assessments. Deep high-throughput MS has emerged
as an opportunity to read-out relative and absolute con-
centrations of proteins genome-wide. Label-free quan-
tification via tandem mass spectrometry (MS/MS)
allows the recognition of individual peptide spectra.
These are compared to entries in databases, optimally
containing all peptide sequences expected to be pres-
ent, but few irrelevant ones. Current developmental
and research efforts, though, target the de novo deter-
mination only from the peptide’s spectrum (Liu et al.
2016; Ruggles et al. 2017).

Current-standard for untargeted metabolome analy-
sis is a liquid chromatography coupled with mass spec-
trometry. Since theoretically every type of small
molecule possesses a unique retention time and a
unique mass-per-charge ratio, this procedure separates
and characterizes each metabolite. Adjustments in lig-
uid phases regarding hydrophilic and hydrophobic
components and their directions can improve the reso-
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lution achieved by retention. The experimental
approach requires a comparison of the metabolic pro-
file yielded by the mass spectrometer either to a stan-
dard or between two or more samples. A bioinformatic
overlay of the produced profiles provides information
on significant differences in abundance and thereby
delineates molecules of interest. Their mass-per-charge
ratios now serve to find reference molecules in data-
bases. However, due to the novelty of metabolome-
wide studies, there is a considerable number of
molecules, which remains to be identified and entered
into the repositories. If there is a mass-to-charge hit
and standards are available for the molecules of inter-
est, the identity can be confirmed via retention times
and MS/MS profiles (Patti et al. 2012).

and micro RNA (miRNA). The study of the protein content
of an organism and its respective functions is comprised by
proteomics. Metabolomics deals with any small molecules
that are produced or ingested by an organism (Handelsman
2004; Patti et al. 2012; Pascault et al. 2015; Beale et al. 2016;
Liu et al. 2016).

In this review, we will delineate the physiological back-
ground of omics research and will exemplify the wide spec-
trum of applicability under aspects of functionality,
systematics, and response to environmental cues. Finally, we
aim to highlight the significance of multi-omics for an in-
depth understanding of complex systems.

Physiological Background

The genome depicts the inherited foundation within a cell
and is — apart from epigenetic changes — consistent in almost
every healthy somatic cell of a multicellular organism. It
encodes for the high variety of proteins, as well as non-
protein coding sequences, such as ribosomal RNA (rRNA),
transfer RNA (tRNA), and micro RNA (miRNA) (Alberts
et al. 2008).

Gene expression begins with the transcription of a DNA
sequence into a pre-mRNA. The newly synthesized nucleo-
tide sequence constitutes a reverse complement of the coding
strand with ribose phosphates instead of deoxyribose phos-
phates forming the backbone, and Uracil pairing with
Adenine instead of Thymine (Alberts et al. 2008).

Promoter sequences upstream of open reading frames, the
DNA region to be transcribed, contribute significantly to
expression by recruiting the RNA polymerase. However,
expression profiles remain a complex puzzle due to influ-
ences of cis- and trans-regulatory motifs and binding of tran-
scription factors. Further, epigenetic modifications as
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cytosine methylation, histone acetylation, and changes in
chromatin structure may lead to a subsequently altered tran-
scriptome (Alberts et al. 2008).

Due to the translation of mRNA into amino acids via the
triplet code, proteins are in a qualitative sense direct product
of genes with mRNA transcripts as intermediates. This
allows functional predictions of genes via comparison of
sequence similarities to annotated genes in a highly curated
database, such as NCBI RefSeq (O’Leary et al. 2016).

In eukaryotes, the RNA sequence is, nevertheless, subject
to possible modifications, which may impede the recognition
of a gene-protein pair. Variable intron removal from matur-
ing mRNAs by splicing may lead to multiple isoforms from
a single pre-mRNA (Alberts et al. 2008). Further, RNA edit-
ing (see example in section “Response to environmental
cues”) may introduce sequence alterations as a co- or post-
transcriptional modification, not to be confused with de-
capping, splicing, and poly(A)-removal (see e.g., Klug et al.
2012; Liew et al. 2017).

Sequence Alterations Influence Protein
Functioning

Non-synonymous sequence alterations, i.e. single nucleo-
tide exchanges, deletions, or insertions, may significantly
influence or disrupt protein functioning. Firstly, a protein’s
physiological role is sensitive to secondary and tertiary
structure formation and stability (e.g., a-helix and cysteine
double bounds, respectively), which may be significantly
altered due to aforementioned non-synonymous sequence
alterations. Secondly, the phosphorylation of serine, threo-
nine, and tyrosine, as well as acetylation and ubiquity-
lation of lysine are major post-translational modifications,
which are involved in triggering activation and degrada-
tion (reviewed in Klug et al. 2012; Ruggles et al. 2017).
Thus, sequence alterations which lead to the exchange of
one of these four amino acids are likely to affect the pro-
tein’s performance. Lastly, guiding and localization
sequences are essential to position proteins in cellular
compartments or membranes. For example, the nuclear
membrane of most eukaryotic cells is freely permeable to
molecules up to 9 nm. Macromolecules of greater sizes
depend on a specific nuclear localization sequence (NLS),
which mediates the transport. Alteration of a single amino
acid may result in a dysfunction of the NLS and the
decreased transport efficiency of the macromolecule into
the nucleus (Zanta et al. 1999).

Consequently, complex reactions such as protein-protein
interactions, transcription cascades, signaling networks, and
metabolic pathways may be altered by single nucleotide
exchanges (Kim et al. 2016).

Quantitative Regulation of the Proteome

The physiological roles of RNA reach far beyond the gene to
protein transmission, where (pre)-mRNA, rRNA, and tRNA
are allocated. For instance, the translation-regulatory roles of
miRNASs have been discovered in 1993 (Almeida et al. 2011;
see section “Functionality”). In humans, for example, at least
70% of the genome is transcribed into RNA, but only about
2% are effectively translated into protein (Pheasant and
Mattick 2007). Consequently, immense proportions of the
genome are suggested to encode for quantitative regulation,
which can be detected with current omics approaches (Klug
et al. 2012). The current state of knowledge considers the
abundance of mRNA transcripts to explain up to 84% of the
respective protein concentration. This value may vary
depending on the respective mRNA, mainly attributable to
sequence- or splice isoform-dependent translation rates (Liu
et al. 2016). Additionally, induced changes in gene expres-
sion, e.g., due to environmental cues, may only be detectable
in the proteome after a lag phase (e.g., 6—7 h in mammals;
see also section “Response to environmental cues”).

The number of copies per gene does not generally define
respective transcript nor protein abundances. Genetic dis-
eases or tumors may induce gene copy number alterations
(CNAs). In such cases, transcriptome and proteome do
mostly not exhibit the same fold changes as could be expected
from the CNAs in the genome. Negative feedback loops,
called buffering, may occur on the transcriptional and trans-
lational level. There are, however, plenty of sequence-
specific exceptions to this general pattern, which are,
therefore, possibly involved in the symptomatic (Liu et al.
2016 and references therein).

Metabolomics

The entirety of small molecules within an organism, the
metabolome, constitutes a biochemical representation. It is
substance to continuous turn-over, alteration, and relocation
by the physiological machinery of RNAs and, most of all,
proteins (e.g., Patti et al. 2012; Beale et al. 2016). While tar-
geted metabolomics assesses only a fraction of particular
interest, newly emerged technologies enable untargeted
detection and quantification of almost the entire metabolome
(Patti et al. 2012).

Untargeted metabolomics combined with genomic and/or
transcriptomic data may allow the inference of gene and pro-
tein function, as well as metabolic cascades and pathways. It
becomes possible to detect physiological attributes such as
the use of substrates, secondary metabolite secretion, or pos-
sible inter-individual signaling, and connect these to the
presence or expression of genes (Freilich et al. 2011;
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Llewellyn et al. 2015; Kim et al. 2016). In combination with
information on intrinsic or even environmental ontology, it
may provide insights into the plastic phenotypic range and
might suggest possible adaptation or acclimatization
responses (Dick 2017).

Functionality

A genome-wide survey on potential open reading frames and
prediction of gene function can help to characterize an organ-
ism or study its ecological background. An example from
marine plant genetics is the recently published genome of the
true seaweed Zostera marina (commonly referred to as eel-
grass). It contains 20,450 genes, of which a majority (86.6%)
were validated using a transcriptomic approach (Olsen et al.
2016). Functional annotation revealed gene losses and gains
that could be attributed to the marine habitat. Those included
losses of stomatal differentiation, airborne communication,
and immune-system-related genes, to name only three exam-
ples (Olsen et al. 2016).

Using next-generation sequencing or quantitative PCR
(qPCR) approaches, transcript abundances may be assessed
(Liu et al. 2016; see also Box 1). As such, this provides a
good possibility to estimate biological activity rather than
the mere presence and abundance. In microbial ecology,
for example, the nifH gene is a common biomarker for
nitrogen-fixing bacteria, i.e. diazotrophs (Gaby and
Buckley 2012). Pogoreutz et al. (2017) queried gene and
transcript abundance of nifH in order to investigate nitro-
gen fixation in the coral holobiont (see Box 3 for details on
the metaorganism/holobiont concept). They detected auto-
trophic corals to exhibit a higher nifH gene abundance,
correlated with increased expression rates. Consequently,
the authors suggested that low nitrogen-uptake via heterot-
rophy may be compensated by the microbial component of
the holobiont.

Transcriptomes are interesting in another regard, as
some RNA species have regulatory functions, e.g. miR-
NAs which are short (about 22 base pairs) single-stranded
RNA molecules. They have the potential to align with
mRNA via sequence identity and thereby either inhibit the
translation or induce degradation (Gottlieb 2017). A sin-
gle miRNA may bind to several different mRNAs and vice
versa (Selbach et al. 2008). In hu