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Preface

This book discusses some recent advances in fusion energy research, including 
the development of new theory, models, and algorithms, and their application in 
solving practical computational science and engineering problems. Although it is 
now established that fusion power can make an enduring contribution to future 
energy supply, offering many benefits of both renewable and resource-limited 
energy sources, several challenges still need to be addressed before fusion energy 
can become a commercial reality. Conducting materials need to have extremely 
high heat tolerances and low enough vapor pressure to reduce plasma contamina-
tion. The extreme temperatures and strong magnetic fields inside a nuclear fusion 
reactor can make the power generation process highly prone to instabilities. 
Sudden changes in plasma positions during plasma instabilities may lead to disrup-
tions characterized by a loss of magnetic confinement with subsequent release of 
the magnetic and thermal energy stored in the plasma to surrounding structures. 
The development of new models and computational techniques that enable us to 
control these instabilities is critical to establishing the future of nuclear fusion as 
an efficient alternative energy source. 

From a computational viewpoint, fusion devices are challenging to model. The prob-
lem is inherently multiphysics due to the electromagnetic interaction of fusion plasma 
with the surrounding conducting structures. Although most fusion devices have a 
nominal toroidal geometry, the geometry of the conductors can be rather complex 
due to several deviations from this ideal situation (holes, cuts, slits, ports, etc.), for 
example, to make the interior of the machine accessible. A detailed three-dimensional 
description of the structures is needed to provide an accurate estimate of the effects 
of current flows, giving rise to models that can be extremely demanding in terms of 
the computational burden. Fast parallel techniques are often required to make the 
computations more affordable.

This book includes contributions on several interesting topics, describing new 
technology and solutions, presenting the development of new models and algorithms, 
and discussing both engineering challenges and their respective underlying physics, 
together with examples of both simulations and experimental results from realistic 
tokamaks configurations. Researchers, engineers, and graduate students in both pure 
and applied physics, mathematics, and engineering may benefit from this volume. We 
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Chapter 1

Introductory Chapter: Large 
Eddy Simulation for Turbulence 
Modeling
Aamir Shahzad, Muhammad Kashif and Fazeelat Hanif

1. Introduction

Laminar and non-laminar are two major types of flows and are discussed mainly 
in fluid mechanics. Streamline and turbulent flows are examples of laminar and 
non-laminar flows; however, a laminar flow can be transformed into non-laminar by 
applying some kind of perturbations (such as temperature, pressure, force field, etc.) 
and/or by employing some gradient. This type of conversion process from laminar to 
non-laminar flow produces new patterns in between the two states, and these pat-
terns are unstable, and it generates the flow instabilities in the fluid. Only large eddies 
(large-scale motions) are directly computed in large eddy simulation (LES); therefore, 
to create the three-dimensional (3D) unsteady governing equations for large-scale 
motions, a low-pass spatial filter is used for the instantaneous conservation equations. 
LES has wide range of applications for compressible flows, turbulent combustion, 
aeroacoustics, turbulent/transitional flows, and atmospheric sciences. In comparison 
to LES for cases involving incompressible flows, much less work has been performed on 
LES for compressible flows, and there are numerous difficulties/problems in this field. 
Extra work/requirements are needed for supersonic flows with shock waves in order to 
accurately and steadily capture the shock while also providing the spatial accuracy nec-
essary to simulate a number of fine-scale turbulence structures. Low-order techniques 
are typically used to address shock waves, frequently using upwind schemes that are not 
particularly suitable for LES. Favre filtering is typically used in compressible flows to 
prevent the entry of sub-grid scale (SGS) terms into the continuity equation; therefore, 
knowledge and expertise obtained in incompressible flows may not be applicable. SGS 
modeling for compressible flows is significantly more difficult as a result of the addi-
tional equations that must be solved, such as the energy equation for the compressible 
case, and the necessity to represent additional SGS terms, such as the SGS heat flux [1].

With applications in a variety of combustion issues, LES of turbulent combustion 
first emerged in the 1990s and has grown significantly in the last 10 years. The majority 
of combustion chemistry takes place in SGS; therefore, models must be created because 
chemical reactions typically take place on sizes much smaller than those of LES meshes. 
However, even with very straightforward SGS combustion models, LES has showed 
considerable potential in this field and clearly outperformed the Reynolds-averaged 
Navier-Stokes (RANS) approach. However, due to the complexity of turbulent com-
bustion, which includes chemical reactions, turbulence/chemistry interactions, liquid 
fuel atomization, liquid fuel injection, droplet breakup and evaporation, small-scale 
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first emerged in the 1990s and has grown significantly in the last 10 years. The majority 
of combustion chemistry takes place in SGS; therefore, models must be created because 
chemical reactions typically take place on sizes much smaller than those of LES meshes. 
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molecular fuel air mixing, large-scale turbulent fuel air mixing, and chemical reactions in 
aircraft engines, there are significant challenges in this area. Many of these processes take 
place at various ranges of length and time [1]. LES also has wide range of applications in 
gas turbine. Reduced life cycle costs for the operator and decreased environmental effect 
during engine production and operation are crucial factors for gas turbine manufactur-
ers. Many gas turbine components use a stable RANS approach; however, when it comes 
to the rotor-stator interaction in turbomachinery, we frequently use an unsteady RANS 
(URANS) approach where the governing flow equations are phase averaged assuming a 
constant rate of rotation [2]. LES-related techniques are being used more frequently as a 
result of the inability of RANS models to produce accurate off-design aerodynamics fore-
casts, noise source information, and predictive capability for the control of drag, noise, 
and mixing processes in general. The huge advances in accessible computing power over 
the past few years have provided additional encouragement for the usage of LES [3].

1.1 LES for aeroacoustics

A major amount of the noise that is produced by air and land transportation, such 
as fan noise, jet noise, high-speed train noise, and airframe noise, is a growing envi-
ronmental concern. Turbulence is a prominent source of aerodynamic noise. Because 
LES directly computes large scale fluctuations, which are known to add the most to 
the noise generated in many issues, LES is a very helpful technique in aeroacoustics. 
Applications of LES for foretelling aerodynamic noise likely began in the 1990s and 
have since grown to be a very active area of research. LES shows considerable promise 
for aeroacoustics computations, from improving source modeling for acoustic analo-
gies to practical prediction and designing of engineering systems in the near future. 
It also advances fundamental understanding of noise creation. LES algorithms should 
be able to reliably mimic the flow physics that captures the transfer of energy from 
turbulent to acoustic modes if properly built and validated. The proper SGS model-
ing, numerical issues such as high-order accuracy and careful usage of the boundary 
conditions, and practical engineering configurations where flow Reynolds numbers 
are typically very high make it impractical to use LES for both noise source capturing 
and its propagation and are all still significant challenges. Additionally, standard vali-
dation study against approved experimental databases can be carried out for relatively 
basic LES applications. Since intricate statistics such as two-point space-time cor-
relations are essential to flow-generated sound, more attention should be given while 
validating LES applications in aeroacoustics, according to the theory. As a result, the 
validation may begin with the most basic facts before moving on to more intricate and 
acoustically important statistics [1].

1.2 LES for turbulent/transitional flows

Turbulence has an important property, which is scale invariance. Certain char-
acteristics of the flow are said to be scale invariant if they hold true across various 
motion scales. Such symmetry can be explained as an especially straightforward 
relation between small and large scales, making it a crucial component in turbulence 
models [4]. LES, a different strategy, was first suggested by Smagorinsky in 1963. The 
traditional RANS approach, which requires solving additional modeled transport 
equations to determine the so-called Reynolds stresses as a result of the averaging 
procedure, is not used by LES. When compared with direct numerical simulation 
(DNS), the computational cost of LES is significantly lower since only small-scale SGS 
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motions are represented and the large-scale motions of turbulent flow are computed 
directly. LES is more perfect than the RANS approach as the large eddies contain most 
of the turbulent energy and are accountable for most of the turbulent mixing and 
momentum transfer, and these eddies are captured directly by LES in full detail where 
they are modeled in the RANS approach. Moreover, the small scales tend to be more 
homogeneous and isotropic than the large ones, and thus, the SGS motions modeling 
should be easier than all scales modeling within a single model such as in the RANS 
approach [1]. There are two main types of SGS models for LES of turbulent flows. 
The models that yield expressions for SGS terminology such as a heat flux or stress 
tensor and typically include eddy viscosity notions fall under one group. The SGS 
stresses are secondary values, which are directly computed from the definitions in the 
other category, which describes the unresolved primitive variables such as velocity or 
temperature [5]. For most meteorological applications, large eddies, which hold the 
majority of the turbulent kinetic energy (TKE) also referred as energy-containing 
eddies, are the most significant scales for atmospheric planetary boundary layer (PBL) 
turbulence, as an example, and are in charge of most turbulent transport concerned. 
It is a simulation that specifically determines (or eliminates) large eddies when LES 
roughly reflects the effects of smaller ones. As LES’s grid resolution increases, less are 
present, a greater spectrum of turbulent eddies is resolved, and LES-generated flows 
are parameterized, and they become more representative throughout the flow field. 
Thus, now LES is the most promising/feasible numerical mean for realistic turbulent/
transitional flows simulation [6]. LES inlet conditions were also generated on the basis 
of implementation of digital filter generator (DFG). The test case was the LES of a 
channel flow with a continuously repeated constriction. The DFG was used to con-
struct three-time series that would be used as LES inlet conditions in the future. Along 
with entering the first and second moments of the velocity field over the inlet plane 
from the periodic boundary condition (PBC) simulation in the first, the DFG’s input 
turbulence scales were set to be spatially homogeneous with values determined using 
a channel inlet height-weighted area average. The turbulence scales were allowed to 
change in the second and third time series. Their variation is again inferred from the 
PBC simulation and is related to wall normal direction. Then, LES’s inlet boundary 
conditions were created using these distinct time series. These changing turbulent 
scales have increased the simulation accuracy, which has significant uses [7].

1.3 LES for atmospheric science

Prior LES research mostly concentrated on a turbulent PBL with flat terrain and no 
clouds. Due to the enormous thermal plumes present and the lack of other flow conditions, 
this flow regime is best suited to LES without involving complex physical phenomena 
(such as latent heating and radiation). However, in recent years, LES has been broadened 
to study more challenging and complicated PBL regimes, which are pertinent to forecasts 
for severe weather and climate, or more recent applications for wind energy [6].

2. History, current state, and future challenges of LES

2.1 History

Smagorinsky first proposed LES in 1963 for forecasting air flow, and early 
uses likewise fell under this category. Deardoff and Schumann introduced LES to 
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engineering-related flow for the first time in 1970 and 1975, respectively. From 
the 1960s to roughly the middle of the 1980s, LES took a while to develop, and the 
applications primarily consisted of straightforward, building-block flows, such as 
homogeneous turbulence, plane channel flows, mixing layers, and so on. However, 
as computing power increased, a very fast development and sharp increase in LES 
applications began around the middle of the 1980s, particularly after the 1990s with 
substantial growth of the LES community and a wide range of LES applications shift-
ing from simple flows to complex flows, including multi-phase flow, heat transfer, 
and fluid dynamics, aeroacoustics, transmission, combustion, etc. In addition to the 
rise in computing power, it is now evident that RANS approaches naturally have limi-
tations and can’t deal with certain categories of sophisticated turbulent flow issues, 
and LES has developed quickly and has a wide range of applications [1].

2.2 Current state

As was indicated in the preceding section, the LES was initially applied success-
fully to examine the specifics of flow problems with low Reynolds numbers and 
generally simple geometry, such as homogeneous turbulence, mixing layers, and flat 
channel flows. Despite the fact that LES is used in such academic or essential setups 
still exists today, primarily for model validation and a basic comprehension of flow 
physics, etc. When the RANS technique has failed, emphasis has changed to more 
intricate arrangements with flow characteristics. Particularly, corporate interest in 
applying LES to complicated engineering flows has been stimulated by decades of 
advancement in LES and the advent of cheap workstation clusters and massively 
parallel computers. Nevertheless, the RANS technique has not been substituted by 
LES, and it seems unlikely that it will be for some time due to two key factors, compu-
tational analytical tool for real-world engineering challenges firstly, notwithstanding 
the present computing ability for practical purposes, performing LES routinely still 
costs far too much in terms of computing; secondly, LES is not yet mature enough for 
users without sufficient results can be achieved with the level of solution accuracy 
that can be anticipated using experience and knowledge. Currently, LES has wide 
range of applications in turbulent flows, gas turbine, jet noise, aeroacoustics, and 
atmospheric science [1].

2.3 Future challenges

In the future, LES will be properly used for a wider series of flow problems and for 
more difficult problems with more multi-disciplinary uses. Nevertheless, numerous 
major issues/challenges related with LES and its applications such as wall layer model-
ing, SGS modeling, LES of turbulent combustion, generation methods for inflow 
boundary conditions, etc., are still existing. Before LES can become a trustworthy, 
strong engineering analysis tool that can be utilized as a substitute for RANS, there 
are still important problems that need to be overcome. It is extremely improbable that 
LES will entirely overtake RANS and become a design tool for the foreseeable future, 
without considerable years of LES experience [1].

Actually, the PBL is more complex as compared with LES for simulation of 
systems; however, this complexity is generated due to heterogeneous nature of the 
considering surface. For instance, the earth land surface is described by spatially 
varying elements, urban expansion, and undulating grounds, which can merge 
circulations and therefore alter the turbulence dynamics. These complex surfaces may 
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significantly affect turbulence transport in many climate applications, for example, 
vegetation development, pollution, cloud formation, and storm formation. In sum-
mary, the LES is more employed than realistic PBL for multi-dimensional environ-
mental flows.

Abbreviations
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Reynolds-averaged Navier-Stokes  RANS
Direct numerical simulation   DNS
Turbulent kinetic energy   TKE
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Periodic boundary condition  PBC
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Chapter 2

An Effective H2-LU Preconditioner
for Iterative Solution of MQS
Integral-Based Formulation
Problems
Salvatore Ventre, Bruno Carpentieri, Gaspare Giovinco,
Antonello Tamburrino, Fabio Villone and Guglielmo Rubinacci

Abstract

We present iterative solution strategies for solving efficiently
Magneto-Quasi-Static (MQS) problems expressed in terms of an integral formulation
based on the electric vector potential. Integral formulations give rise to discrete models
characterized by linear systems with dense coefficient matrices. Iterative Krylov
subspace methods combined with fast compression techniques for the matrix-vector
product operation are the only viable approach for treating large scale problems, such
as those considered in this study. We propose a fully algebraic preconditioning
technique built upon the theory of H2-matrix representation that can be applied to
different integral operators and to changes in the geometry, only by tuning a few
parameters. Numerical experiments show that the proposed methodology performs
much better than the existing one in terms of ability to reduce the number of iterations
of a Krylov subspace method, especially for fast transient analysis.

Keywords: H2-matrix, LU decomposition, MQS volume integral formulation,
time domain, preconditioning, eddy currents, controlled thermonuclear fusion

1. Introduction

In this work, we consider the numerical solution of the Magneto-Quasi-Static
(MQS) problem expressed in terms of an integral formulation based on the electric
vector potential [1–3]. Integral formulations give rise to discrete models characterized
by linear systems with dense coefficient matrices. Iterative Krylov subspace methods
combined with fast compression techniques for the matrix-vector product operation
are the only viable approach for treating large scale problems, such as those consid-
ered in this work. In this framework, a key role is played by the choice of the
preconditioner, which has to be (i) robust enough to reduce significantly the number
of iterations required to converge toward an accurate numerical solution, and (ii)
efficient to reduce the overall computational and memory costs for the iterative

7



solution. In this work, we focus on this critical computational aspect for the MQS
problem. We propose a fully algebraic preconditioning technique built upon the
theory of H2-matrix representation, which can be applied to different integral opera-
tors and to changes in the geometry only by tuning a few parameters.

Many algebraic preconditioning methods for solving dense linear systems arising
from the discretization of integral operators are computed from a sparse approxima-
tion of the stiffness matrix, which retains the near-field mesh interactions giving rise
to the most relevant contributions to the singular integrals of the model and is easy to
be factorized or inverted [4–6]. However, our past experience in using such methods
on our MQS problem, e.g., multilevel incomplete LU factorizations [7], sparse
approximate inverses [8], and preconditioners computed from the sparse resistance
matrix of the discrete system of equations (see Eq. 5 below) was not completely
satisfactory. We found that the lack of global information due to the compact support
of the sparse near-field matrix often results in slow convergence. For instance, in the
CARIDDI code that implements the electric vector potential formulation of our prob-
lem [1, 9], a preconditioner based on the sparsity pattern arising from local interac-
tions among neighboring basis functions is used to accelerate the iterative solution
(see [10]). The aforementioned limitations are clearly shown in our numerical exper-
iments, suggesting the need to develop global preconditioners that can incorporate
contributions from the “far-field” interactions for this class of problems. In our model,
far-field interactions can be included by taking into account the vector potential.

Prompted by these considerations, in this paper, we propose a class of
preconditioners based on the so-called Hierarchical orH-matrices [11], which provide
a general mathematical framework for a highly compact and kernel independent
accurate representation of integral equations with almost linear complexity [12]; see
[13] for an example of application. H -matrices can be used to define global
preconditioners built by means of the decomposition of small rank blocks at a moder-
ate memory requirement. In previous works by other authors, highly efficient
approximate LU-factorization and multilevel sparse approximate inverses
preconditioners of boundary element matrices requiring an almost linear computa-
tional cost have been developed (see [14]) by means of the fast arithmetic of H -
matrices. The novelty of this work is to use the latest development ofH -matrices, that
is, H2 -matrix theory [15, 16].

The paper is organized as follows. In Section 2, we present the MQS volume integral
formulation used in our study and its numerical implementation. In Section 3, we
establish the need for an effective preconditioner for our problem. In Section 4, we
outline some fundamental properties ofH2-matrix theory, and in Section 5, we describe
the computational steps of a matrix factorization that hasO N � log Nð Þð Þ complexity,N
being the number of DoFs (Degrees of Freedom) and is applied for the design of our
preconditioner. We assess the effectiveness of the proposed method for eddy current
computations in fusion devices simulations by numerical experiments in Section 6, also
against other algebraic preconditioning strategies. Finally, in Section 7, we draw some
concluding remarks arising from the study and some perspective for future work.

2. The volume integral numerical formulation

Here we recall the main assumptions at the basis of a Magneto-Quasi-Static volume
integral formulation and of its numerical implementation. We refer to a conducting
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region VC, without any topological constraint, characterized by the ohmic constitutive
equation J ¼ σE, where J is the current density, σ is the material conductivity, and E is
the electric field induced in the conductor by a set of time-varying external sources
distributed with assigned current density JS.

The relevant equations in the magneto-quasi-stationary limit are

E ¼ � ∂A
∂t

� ∇φ (1)

∇�A ¼ B (2)

where

A r, tð Þ ¼ μ0
4π

ð

Vc

J r0, tð Þ
r� r0j j dV

0 þAs r, tð Þ (3)

and

As r, tð Þ ¼ μ0
4π

ð

ℝ3�Vc

Js r0, tð Þ
r� r0j j dV

0: (4)

By imposing the Ohm law in weak form, we have

ð

Vc

W � σ�1Jþ ∂

∂t
μ0
4π

ð

Vc

J r0, tð Þ
r� r0j j dV

0
� �

þ ∂As

∂t

� �
dV ¼ 0 (5)

for any W∈ S and with J∈ S, S being the set of solenoidal vector functions with
continuous normal component across VC and zero normal component on the bound-
ary of VC.

The numerical model implemented in the CARIDDI code [1, 9] is obtained by
applying the Galerkin method to Eq. (5), having expanded the unknown currents J as
J r, tð Þ ¼PkIk tð Þ∇�Nk rð Þ, where Nk is the set of edge element basis functions whose
uniqueness is assured by the tree-cotree gauge [17]. Upon discretization, we obtain the
following linear dynamical system:

L
dI
dt

þ RI ¼ � dV0

dt
, t≥0

I 0ð Þ ¼ i0

8<
: , (6)

where I tð Þ ¼ Ii tð Þ½ �,R ¼ Rij
� �

,L ¼ Lij
� �

,V0 tð Þ ¼ V0,i tð Þ½ � and

Rij ¼
ð

Vc

∇�Ni rð Þ � σ�1∇�Nj rð ÞdV, (7)

Lij ¼ μ0
4π

ð

Vc

ð

Vc

∇�Ni rð Þ � ∇�Nj r0ð Þ
r� r0j j dVdV 0, (8)

V0,k tð Þ ¼
ð

Vc

∇�Nk rð Þ �As r, tð ÞdV: (9)
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The quantity i0 in (6) denotes the prescribed initial condition. The vector potential
As r, tð Þ is produced by a known source current density Js r, tð Þ, and it can be computed
by means of the Biot-Savart law. For the sake of simplicity, we assume that the source
current density Js is due to the current is tð Þ flowing in a given coil.

The ODE in (6) is integrated in time by the following scheme [18]:

AIn ¼ LIn�1 þV0,n �V0,n�1

I0 ¼ i0

�
, (10)

where In ¼ I nΔtð Þ and Vn ¼ V nΔtð Þ, and matrix A is expressed as

A ¼ RΔtþ L: (11)

The quantity Δt is the time integration step. Matrix R is sparse and local, whereas L
is fully populated because it arises from the discretization of an integral operator. Note
that R, L, and A are positive definite. The solution of large linear systems with a dense
coefficient matrix poses a relevant computational challenge as it requires fast matrix
solvers with reduced algorithmic and memory complexity. In this work, we solve
Eq. (10) iteratively, for each prescribed n. To speed up the iterative solution, we
develop an accurate and computationally efficient preconditioner P built upon the H2

-matrix representation of matrix A.

3. The need of an effective preconditioner

As it is well known, the main operations that are performed at each step of an
iterative solver are: (i) the computation of the matrix-by-vector product Ax, and (ii)
the application of the preconditioner. The overall computational cost of the iterative
solution is then proportional to the number of arithmetic operations required to carry
out the multiplication Ax and to the number of iterations that are necessary to
converge to a user-defined accuracy. The role of the preconditioner is to reduce the
number of iterations and, ultimately, the overall solution cost [19]. In this work, we
apply the preconditioner from the left and replace the linear system in (10) with the
new equivalent system

P�1AIn ¼ P�1 LIn�1 þV0,n �V0,n�1ð Þ, (12)

where the preconditioned stiffness matrix P�1A is assumed to be well conditioned
and to have most of its eigenvalues clustered around point one of the spectrum.
Therefore, the “ideal” preconditioner has to be a good approximation to A�1. A critical
issue in this context is the dependence of matrix A from Δt. In fast transient analysis,
Δt has to be small enough to model properly the underlying dynamics. On the other
hand, in slow transients Δt has to be large enough to cover the full-time interval of
interest at acceptable computational cost. The dependence of A on Δt yields the
dependence of P on Δt. According to (8), for small Δt the preconditioner should be
tailored mainly on L, whereas for large Δt the preconditioner should be tailored
mostly on R. Here and in the following, “small” and “large” Δt should be intended as
compared with the slowest eigenmodes of the dynamical matrix L�1R. In intermediate
cases (Δt neither too small nor too large), the preconditioner should depend on both R
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and L. Since the use of an implicit time stepping does not impose specific restrictions
on Δt, the appropriate value of Δt depends on the underlying dynamics induced by the
source, i.e., on the rate of change of V0 tð Þ defined in (9) and appearing in (6).

A canonical waveform for is tð Þ, which can be used as the elementary building block
to approximate more complex waveforms1, is given by a linear ramp is tð Þ ¼ αt, for
t≥0, being α the rate of change for the electrical current. Consequently, V0 tð Þ ¼ Wt
for t≥0 is also linear. The source term V0,n �V0,n�1 is equal to WΔt, which is
constant for any n. Let us consider a transient starting from a vanishing initial condi-
tion i0 ¼ 0 in (6). As long as the current at the previous step is negligible, Eq. (10)
reduces to AIn ¼ W. Therefore, the matrix to be inverted is A, and the preconditioner
P has to be “tuned” on such matrix. On the other hand, when the stationary state is
achieved, the solution In is constant, and Eq. (10) reduces to ΔtRþ Lð ÞI∞ ¼ LI∞ þW,
that is, ΔtRI∞ ¼ W. In this case, the matrix to be inverted is R, and the preconditioner
needs to be “tuned” on R. This explains the reason why the preconditioner based on
matrix R is not effective in dealing with fast dynamics. As an example, we measured its
performances on a 3D transient eddy current problem where the driving current has a
time-varying waveform given by is tð Þ ¼ αt, for t≥0, where α ¼ 107Hz. This electrical
current flows in a circular ring (R ¼ 10cm), centered on the axis of a flat conducting
disk (radius R0 ¼ 1m, thickness 3mm). Validation is carried out against the Femlab©
code [Version 3.51], as shown in Figure 1 (right). Figure 1(left) shows the induced
current distribution at t ¼ 3:4 ms together with the finite element mesh used in the
computation and the ohmic losses in the conductor. Figure 2 shows the characteristics

Figure 1.
Left: discretization of the plate used for assessing the performances of the preconditioner, together with the induced
current distribution due to a current on a coaxial ring in a significant instant of the transient. Right: power losses on
the plate as a function of time computed by CARIDDI (blue) and by Femlab© code (red), under the hypothesis of
axisymmetry.

Figure 2.
Number of iterations of GMRES using R as a preconditioner during the transient.

1 The linear ramp can be used to build a piecewise linear approximation of a continuous function.
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of the iterative inversion using P ¼ R as a preconditioner and the Generalized Minimal
Residual Method (GMRES) [20] as the iterative solver. Since the number of discrete
unknowns for this test problem is 22,657, the results of Figure 2 clearly show that that
the resistive preconditioner P ¼ Rð Þ is not effective at the early stage of the transient
phase, when the inductive effects accounted by matrix L are not negligible.

4. H2-matrix representation

The H2-matrix representation is widely used for storing efficiently a dense matrix
arising from the discretization of a boundary integral equation [15]. In H2-matrix
theory, the degrees of freedom (DoFs) of the underlying finite element mesh are
partitioned into small subsets (or cluster) of nodes (they are edges in our problem).
We illustrate the partitioning process with reference to the geometry shown in
Figure 3 that will be described in detail in the next section. At the first step, the set of
DoFs is split in two clusters of nodes (see Figure 3 (left)); then, each cluster is split
recursively (see Figure 3 (center) and (right)) until a minimum number of DoFs
(called leaf size or LS) is reached by the recursive partitioning. The binary split is
carried out using geometric information from the mesh. First, the coordinates of the
barycenter of the DoFs are computed along the x, y, and z axes. Then, the axis (either
x or y or z) corresponding to the largest geometric coordinate in magnitude is selected,
and the DoFs are split accordingly by introducing a plane orthogonal to this axis and
passing through the median of the distribution of the coordinates of the DoFs along
the same axis (see Figure 4). A key point of the partitioning is that cluster of nodes are
built to contain DoFs that are geometrically neighbors in the finite element mesh.
From a geometric viewpoint, all the DoFs belonging to a given cluster of edges are

Figure 3.
The hierarchical partitioning of the DoFs. Left: The DoFs of the mesh are split into two sets (or clusters) of nodes.
Center: The DoFs of the red set at the first step are partitioned in two subsets. Right: The DoFs of the red set at the
second step are further partitioned into two subsets and so on.

Figure 4.
Example of DOFs splitting for a two-dimensional (2D) unstructured mesh.
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contained within a parallelepiped, which is parallel to the coordinate planes
(see Figure 5). The key parameters related to a cluster Nk are: (i) the number of DoFs
contained in the cluster, (ii) the parallelepiped Pk containing the DoFs of Nk, (iii) the
diameter dk ¼ Pkj j and the center ck of Pk.

This partitioning process can be efficiently represented in a binary tree data struc-
ture. The binary tree is of paramount importance to classify interactions between
clusters of DoFs in terms of near (or inadmissible) interactions and far (or admissible)
interactions. An interaction is defined far if the two clusters of DoFs are geometrically
well separated in the mesh, and near otherwise, as shown in Figure 5. We will use a
simple criterion based on geometric distance for the classification. Two cluster of
nodes Nk and Nj are named far if the ratio

ξkj¼̂
ck � cj
�� ��

max dk, dj
� � , (13)

is greater than a suitable threshold ξTHR > 1:
The mesh partitioning into clusters of nodes is represented by means of the so-

called Block Cluster Tree (BCT) data structure (see Figure 6 and [16] for details).
Thanks to its binary structure, the BCT can be easily mapped into a corresponding
partitioning of the discretization matrix L and, hence, of A into small blocks, yielding
naturally a decomposition A ¼ Anear þAfar.

Interactions of near clusters lead to high or full-rank blocks (the near part Anear of
A) that need to be explicitely computed and stored, whereas far clusters interactions
give rise to low-rank blocks (the far part Afar of A). In the H2 -matrix representation,
the far interactions between, say, the i-th and j-th clusters, are approximated by a low-
rank matrix factorization of the form

Aij ≈Vi � Sij �Vj
T: (14)

Figure 5.
Top: Two clusters that are classified as far. The size of the individual regions (given by the diagonal of the
parallelepiped that bounds the region) occupied by the DoFs is larger than the distance between the barycenter of
the clusters. Bottom: Two clusters that are classified as near. The size of the individual regions occupied by the DoFs
is not large enough if compared with the distance between the barycenter of the clusters.
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Such factorization can be obtained by using a degenerate Lagrange polynomial
approximation of the kernel [3]. This is possible because the kernel defined in Eq. (8)
is smooth when it is evaluated on the far field. The columns of matrix Vi represent the
expansion basis for the DoFs associated to the i-th cluster, and Sij is the coupling
matrix of dimensions ki � kj where ki and kj are the column dimensions of Vi and Vj,
respectively. It is worth noting that for far interactions, integers ki and kj are expected
to be much smaller than the number of rows of matrices Vi and Vj. This representa-
tion of the far field is highly efficient in terms of both memory and computational
costs, since it involves only small-rank matrices (Vi for any i, and Sij for any i and j).
Indeed, linear memory complexity can be achieved by means of the H2 -matrix
representation [12].

Hereafter, the following notation will be used: we denote by Np the number of
Lagrange points per direction used for the degenerate kernel approximation, and by eij
the relative error of the low-rank representation of a matrix block Aij associated to the
interactions of the i-th and j-th far clusters:

eij ¼
Aij �ViSijVj

T
�� ��

Aij
�� �� , (15)

where ∥ � ∥ is the conventional 2-norm for matrices.

5. The H2-matrix factorization

To develop an effective preconditioner P for solving Eq. (12), first we set P equal
to AH2 , the H2-matrix representation of A. Then, by exploiting the hierarchical
structure of AH2 , we build an efficient LU factorization of P. A core operation of the
factorization of P is the computation of the Shur complement for the block matrix
AH2 . In general, this computation is very expensive. However, the H2-approximation
introduces many off-diagonal blocks, which are vanishing upon a suitable orthonor-
mal transformation of AH2 . Hence, the overall factorization costs of P can be signifi-
cantly reduced to O N � log Nð Þð Þ, N being the number of DoFs [16, 21].

The factorization algorithm proceeds level by level, starting from the last level of
the BCT and computing a partial LU decomposition at each cluster of the tree. With

Figure 6.
Example of cluster tree partitioning (n ¼ 8 clusters). Left: The block cluster tree. Right: Matrix representation of
the block cluster tree after four levels of matrix block partitioning. Admissible blocks are green, and inadmissible
blocks are red.
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reference to the leaf level, the last level in the BCT, the original stiffness matrix P is
expressed as:

P ¼ LoC1Up (16)

where C1 ¼ diag Id1 , Id2 , … , Id# leaf  clustersð Þ , C
� �

and Lo and Up can be easily inverted

because they are lower and upper triangular matrices, respectively. In (16), Idi is an
identity matrix of proper size, and C is a full matrix of dimension much smaller than
the original matrix P. After the factorization (16) has been computed at the current
level, the algorithm continues at a higher level of the BCT by applying recursively the
same process to matrix C.

Two key computational aspects have to be carefully considered and monitored
during the factorization. The first one is the accuracy of the approximation AH2 to A,
which is used to define the preconditioner P. Obviously, the closer AH2 to A, the more
effective P is as a preconditioner for the iterative solver. The second aspect refers to
the error introduced in the approximated factorization of P. In the rest of the section,
we discuss in detail the factorization of P.

Specifically, matrix P is factorized in terms of a partial LU decomposition [16]. For
doing this operation efficiently, using some properties of H2-matrix theory is of
paramount importance to reduce the overall cost. The complete multilevel factoriza-
tion algorithm is presented in Algorithm 1.

Algorithm 1: The iterative factorization algorithm.

1.Set Acurr ¼ AH2 .

2.for k=last level to the root do.

3. for any cluster i at level k do.

4. Set Acurr ¼ QH
i AcurrQ i, where Q i is defined in Eq. (14).

5. Compute the partial LU factorization of Acurr as.

Acurr ¼ Li
I 0
0 ~Acurr

� �
Ui, where Li and Ui are lower and upper triangular

matrices, respectively.

6. Set Acurr ¼
I 0
0 ~Acurr

� �

7. end for.

8.end for.

At step 5, matrix Q i encompasses the basis related to the i-th cluster as follows:

Q i ¼ diag Id1 , Id2 , … , V⊥
i , Vi

� �
, … , I# leaf  clustersð Þ

� �
: (17)
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The orthonormal transformation at step 5 is computationally cheap to carry out
because of the simplified structure of matrix Q i, which involves only the i-th diagonal
block of matrix Acurr, of dimension di � di. In the definition of Q i in Eq. (17), V⊥

i is the
orthogonal complement of the cluster basis Vi. This update of Acurr, which essentially
corresponds to a change of basis, is very effective on the far blocks to the i-th diagonal
block of Acurr. Thanks to (14), it is easy to verify that the first di � kℓ rows of these
blocks are zeroed out, where kℓ is the rank used for the approximate factorization at the
ℓ-th level of the BCT. Since most of the blocks in the original matrix A are far, they will
be efficiently compressed by the procedure described above (see [16]). At step 10, a
complete LU factorization of a dense matrix is required. However, this operation is
rather cheap because matrix ~Acurr, resulting from the previous steps, is small.

We highlight an important computational aspect of Algorithm 1. Upon processing
the i-th cluster at step 5, the partial LU factorization of Acurr writes as

Acurr ¼
Ai0i0 Ai0p

Api0 App

" #
¼ Li0 i0 0

Api0U
�1
i0 i0 I

� �

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Li

I 0
0 ~Acurr

� �
Ui0 i0 L�1

i0 i0Ai0p
Api0 I

� �

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Ui

(18)

where Ai0i0 ¼ Li0i0Ui0i0 , i
0 is equal to the number of nodes in the i-th clusters minus

the approximation rank at the current level, and

~Acurr ¼ App �Api0U
�1
i0i0L

�1
i0i0Ai0p: (19)

Clearly, matrix ~Acurr still has a block structure, which is inherited from the cluster-
to-cluster interactions. Contributions to the update term Api0U

�1
i0i0L

�1
i0i0Ai0p due to near

clusters mesh interactions are computed explicitely. On the other hand, contributions
due to far clusters interactions are approximated using a low-rank factorization of the
form given by Eq. (11), where cluster bases are simply updated by appending new
columns pointing in the direction of the space orthogonal to the range of Vi, thus
avoiding to re-compute the whole basis from scratch. This approximate computation
of the Schur complement is essential to achieve O N � log Nð Þð Þ complexity. For fur-
ther details, see [16].

Summing up, in this method two important sources of errors are introduced
during the factorization:

• The far-field approximation. Rather than factorizing the original matrix A, we
factorize its H2-matrix representation AH2 . The accuracy of this approximation
depends on the number of Lagrange points (Np) used to compute the H2-matrix
approximation of A.

• The error introduced in the Schur complement update (6) for each processed
cluster. This error is controlled by a suitable threshold parameters and is the
dominant one in the presented algorithm.

6. Numerical results and discussion

The numerical example described in this section refers to eddy current computa-
tions in fusion devices [22, 23]. The mesh of our case study is depicted in Figure 7.
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The plasma made of hydrogen isotopes inside the vacuum chamber of the device can
be broadly described as a deformable current-carrying conductor in the frame of the
so-called Magneto-Hydro-Dynamics (MHD) equations. Consequently, the electro-
magnetic interaction of the plasma with surrounding conducting structures is funda-
mental in the description of the behavior of such devices. In nominal situations, when
one wants to intentionally control plasma current, position, and shape [24], this
interaction occurs on a time scale of the order of tens or hundreds of milliseconds in
the largest existing devices. Conversely, also off-normal events can occur, such as the
so-called disruptions [25]; in such cases, the plasma energy content is released on a
much shorter time (milliseconds or submilliseconds time range).

It should be noted that the geometry of fusion devices, which is ideally axisym-
metric, in practice can show significant three-dimensional features (ports, holes, cuts,
slits, etc.), which must be taken into account when computing the magnetic fields, the
current densities, and the related force densities, which are required to get a satisfac-
tory electromagnetic modeling. Summing up, fusion devices are particularly chal-
lenging from the computational electromagnetic viewpoint: they are multiphysics
devices, with complicated three-dimensional features giving rise to huge computa-
tional models, with different timescales of interests involved. The methods developed
in the present paper are designed to enable us to tackle such intrinsic difficulties to
some extent. The number of nodes and elements of the finite element mesh is 249849
and 132562, respectively, resulting in 145243 DoFs. The first three partitioning levels
for such mesh are schematically depicted in Figure 3. In this study, the time step Δt is
set equal to 1ms and 0:1ms, to account for the different timescales mentioned above.

As aforementioned, the main operations required by an iterative solver are: (i) the
computation of the matrix-by-vector product Ax and (ii) the application of the
preconditioner at every iteration. We choose GMRES as the iterative solver. The
preconditioner is the compressed approximate matrix AH2 presented in Section 5.
Clearly, the use of a preconditioner introduces additional costs in terms of memory
and computational cost, during the preprocessing and at each iteration. Therefore, it
pays off only if there is a proper reduction of the number of required iterations. Here,
to assess the performances of the preconditioner, we use matrix A without any
approximation in computing the matrix-by-vector product during GMRES iterations.
We stop the iterative process either when the initial preconditioned residual norm is

Figure 7.
The analyzed case study. Left: mesh of ITER magnet system. Right: A 45∘ sector.
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reduced by five orders of magnitude or after 90 iterations. In our case, the computa-
tional time required to apply the preconditioner is proportional to its memory foot-
print. This is because of the almost linear complexity of the overall procedure (see
[16] for details): both computational time and memory requirements increase linearly
with the number of DoFs.

The performance of the proposed approach depends mainly on two key parame-
ters: the number of Lagrange points Np and the leaf size LS. We remind that LS
determines the size of matrix Anear arising from near cluster interactions, whereas Np

affects the number of columns of Vi, the size of Sij and, consequently, the accuracy of
Afar. It is worth noting that Afar in the H2 -matrix representation does not contribute
significantly to the overall required memory: in all numerical experiments of this
work, the memory required by Afar is less than 10% of the storage required by Anear.

From (11), we have that the preconditioner memory footprint depends only on the
storage of matrices L0, Up and the dense but smaller block C of matrix C1 appearing in
(16). Figure 8 shows the memory required by the preconditioner (MLU) as a function
of LS and Np. The result is normalized with respect to the memory required to store
the full matrix A, which is about 169 GB.

The memory footprint required by matrix C1 decreases with LS. Indeed, an
increase of LS enlarges the size of the block-to-block interactions, resulting in a
smaller reduced matrix C1 because of a more effective compression of the block-to-
block interactions. On the other hand, the sizes of L0 and Up depend on: (i) the size of
the near part, strictly depending on LS, and (ii) the ability of the H2 -matrix repre-
sentation to compress the admissible block-to-block far-field interactions.

If we reduce LS, the memory required by the near interactions matrix Anear
decreases, but the memory required by the far-field block-to-block interactions
matrix increases. Indeed, we observe that at LS ¼ 500 the required memory depends
on Np, whereas for LS ¼ 2000 the required memory is almost independent on Np.
Eventually, we have an intermediate dependence for LS ¼ 1000. The drawback
related to the memory demands can be addressed in a parallel environment.

To assess the effectiveness of the proposed preconditioner, we make a comparison
with the “reference” preconditioner based solely on matrix R. This choice resulted to
be much more effective than many other state-of-the-art algebraic preconditioners,
such as robust multilevel, incomplete LU factorizations, and sparse approximate
inverse methods to accelerate the GMRES convergence. Also, we evaluated a
preconditioner based on the sum of matrix R plus a contribution from matrix L on the
same pattern of R. This preconditioner failed to converge at increasing mesh size.

Figure 8.
Memory occupation as LS and Np varies.
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Summing up, finding a proper preconditioner for this class of large-scale problems is
challenging.

Figure 9 (top Δt ¼ 1ms) and (bottom Δt ¼ 0:1ms) shows the preconditioned rela-
tive residual norm ER of the GMRES solver versus the number of iterations for
different LS and Np.

The numerical results clearly show that:

• The H2 -LU generally performs much better than the preconditioner based on R
preconditioner.

Figure 9.
Performance of H2 -LU preconditioner, for different values of the leaf size (LS) and number of Lagrange points
(Np). Top: Δt ¼ 1 ms. bottom: Δt ¼ 0:1 ms. performances from the reference preconditioner based on R are also
shown.
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• The efficiency of the preconditioner strongly depends on the choice of the
parameters Np and LS that control the accuracy of Afar.

We highlight that the accuracy of Afar is rather low for Np ¼ 1 and that the
preconditioner based on R performs better in this situation. In the other cases, the
proposed H2 -LU preconditioner outperforms the reference one based on R, proving
that it incorporates a good mechanism to balance contributions from matrices L and
RΔt in A. This explains why at the smaller Δt, when L gives the dominant contribu-
tion to A, the number of iterations for the R based preconditioner increases. On the
other hand, when using the H2 -LU preconditioner, which accounts for both RΔt and
the dominant part of L, the number of iterations remains almost unchanged with Δt.

The accuracy ofAfar is a critical point for the effectiveness of the proposed
preconditioner. To asses this, we define two quantities, denoted as EA and ESD, that are
the mean and the standard deviation for the relative error eij defined in (15) arising from
all the admissible block-to-block pairs i, jð Þ. As expected, Figure 10 shows that the error
decreases asNp increases. Note that forNp ¼ 1, a relative error larger than 0:1 can be
obtained. Eventually, the accuracy of the preconditioner is shown in Figure 11 for differ-
ent values of LS,Np, andΔt. To quantify the error, we introduce the metric ES defined as

ES ¼
Iapp � I
�� ��

Ik k , (20)

where I is computed using a direct method, whereas Iapp is computed with the
proposed preconditioned iterative solver. In (19), �k k is the 2-norm, and both I and
Iapp are evaluated at a prescribed time.

Figure 10.
Mean and standard deviation of the relative error in Afar.

Figure 11.
Solution error Es, as LS, Np, and Δt vary.
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Figure 11 confirms that the accuracy of the solution increases with Np. Only for
LS ¼ 500 and Δt ¼ 1ms the solution with Np ¼ 3 is a little bit less accurate than the
one with Np ¼ 2. It is worth noting that as the accuracy of Afar increases, the iterative
scheme converges in very few iterations. Summing up, these numerical results con-
firm that an efficient iterative solver for the CARIDDI integral model of the eddy
current problem needs a preconditioner incorporating some far-field approximations
from the interaction matrix L.

7. Conclusions and future work

In this paper, a new preconditioner based on the H2 -LU decomposition has been
introduced for solving integral equations models for eddy current problems. The
application case refers to a large-scale model arising in nuclear fusion devices. The
numerical results show that the preconditioner exhibits better performances com-
pared with the purely resistive preconditioner. Specifically, the required number of
iterations has been strongly reduced at different time steps. Moreover, the increase of
costs in terms of both memory and CPU time during the preprocessing and at each
iteration is largely paid off by the reduced number of iterations. In our view, two
possible areas of future developments are: (i) deploying a parallel implementation of
the H2 -LU decomposition in order to speed up the code execution and reduce the
memory demands, and (ii) studying the performances of the method when it is used
as a direct solver.
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Large Scale Simulations for Dust
Acoustic Waves in Weakly Coupled
Dusty Plasmas
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Amjad Sohail, Alina Manzoor, Fazeelat Hanif,
Rabia Waris and Sirag Ahmed

Abstract

Dust acoustic wave of three-dimensional (3D) dusty plasmas (DPs) has been
computed using equilibrium molecular dynamics (EMD) simulations for plasma
parameters of Coulomb coupling strength (Γ) and Debye screening (κ). New simula-
tions of wave properties such as longitudinal current correlation (LCC) CL(k, t)
function have been investigated for 3D weakly DPs (WCDPs), for the first time. EMD
results, CL (k, t) have been simulated for four normalized wave numbers (k = 0, 1, 2,
and 3). Our simulations illustrate that the frequency and amplitude of oscillation vary
with increasing of Γ and κ. Moreover, present simulations of CL (k, t) illustrate that
the varying behavior has been observed for changing (Γ, κ) and system sizes (N).
Current investigation illustrates that amplitude of wave oscillation increases with a
decrease in Γ andN. However, there are slightly change in the value of CL (k, t) and its
fluctuation increases with an increasing k. The obtained outcomes have found to be
more acceptable than those that of previous numerical, theoretical, and experimental
data. EMD simulation has been performed with an increasing sequence for WCDPs
and it serves to benchmark improved approach for future energy generation
applications.

Keywords: plasma, complex (dusty) plasma, wave properties, weakly coupled
(dusty) plasma, current correlation function, equilibrium molecular dynamics
simulation

1. Introduction

Nowadays, it has been seen complex liquids have attracted considerable interest
for many researchers. Complex liquids have introduced themselves by emerging the
technology of all processes. Different techniques such as experimental, theoretical,
and simulation are used to study the behavior of the complex liquid. Unambiguous
models have been used to describe physical properties for specific ranges of tempera-
ture and pressure. Explicit equations can also be used to calculate the thermophysical
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properties of fluids when there is not any literature on complex fluids present. To
study the behavior of complex fluids, information on thermophysical properties
should be required. Transport properties of complex fluids play an essential role in
laboratory and industrial applications. Moreover, thermophysical properties have
played a very dominant role in optimization and system design. For the past few
years, research on transport properties has occurred through several techniques such
as experimental, theoretical, and simulation. Experimental research on transport
properties has resulted in non-absolutely convergent expression because there is no
accurate and precise experimental calculation of transport properties [1].

1.1 Plasma

Plasma makes up 99% of the matter in space and is referred to as the fourth state of
matter. In essence, plasma is a sort of electrified gas in which atoms have split into
positive ions and electrons. It is a type of matter in a variety of branches of physics,
including astrophysics, technical plasma, and terrestrial plasma. Plasma is created
artificially in a lab and used for a variety of technical applications, including fusion
energy research, display, fluorescent lighting, and more. The term “plasma” was
initially used by American scientist Irving Langmuir, who defined it as “a quasi-
neutral gas of charged particles that exhibits collective behavior.” When the number
of ions equals the number of electrons (ni ≈ne ≈n), a gas is said to be “quasi-neutral,”
meaning it becomes electrically neutral. Where n is the number density, ni is the ion
density, and ne is the electron density. The electric field and coulomb potential cause
charged particles to collide when they exhibit collective behavior. The usage of plasma
in research and technology is widespread. It is extremely important in daily life.
Plasma is employed in many aspects of daily life, including lasers, sterilizing medical
equipment, lightning, high-intensity beams, purifying water, and many more [2].

1.2 History of plasma

Plasma was initially defined in 1922 by American scientist Irving Langmuir, who
was the only one to do so. Various academics began studying plasma physics in 1930
after being motivated by some particle puzzles. Hanes Alfven developed hydromag-
netic waves in 1940; these waves are known as Alfven waves. He also mentioned that
astrophysical plasma would be studied using these waves. Beginning around the same
time in the Soviet Union, Britain, and the United States in 1950, research on magnetic
fusion energy was initiated. The study of magnetic fusion energy was regarded as a
subfield of thermonuclear power in 1958. This study was initially conducted under
strict confidentiality, but after it became clear that the military did not appreciate
controlled fusion research, the above-mentioned three countries made the research
publicly available. Because of this, additional nations may take part in plasma-based
fusion research. By the end of 1960, a Russian Tokomak configuration produces
plasma with various plasma characteristics. Numerous sophisticated tokamaks that
were created between 1970 and 1980 validated the effectiveness of the tokamak.
Additionally, the Tokamak experiment nearly succeeded in achieving fusion break,
and in 1990, work on DP physics started. When charged particles are absorbed by
plasma, they split into four different components: electrons, ions, neutral particles,
and dust particles and dust particles change plasma properties which are called as
“Dusty plasma” [3].
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1.3 Dusty plasma

When charged particles are submerged in plasma, the plasma properties become
more complicated. This causes the plasma to be referred to as dusty plasma, which is
also known as complex plasma. DP typically contains an extra charged particle and is
electron-ion plasma. DPs contain dust particles of sizes ranging from tens of nanome-
ters to hundreds of microns. The size of the particle is 3e-8g. This charged component
can also be thought of as a micron-sized dust particle. Ice or metallic particles could
make up dust particles. Different sizes and types of dust particles can be found
throughout the universe and in the atmosphere. Although it typically takes the form of
a solid, it can also be liquid or gaseous. The movement of ions and electrons can charge
up dust particles. The electric potential of charged dust particles, which ranges from 1
to 10 V, is altered by the electric and magnetic fields. In a lab, dust particles can be
grown. The existence of dust particles in plasma has exposed advanced fields for
researchers and scientists. The majority of plasma in the universe is DP. It occurs
frequently in the atmospheres of stars, the sun, planetary rings, galaxies, cosmic
radiation, and the earth’s magnetosphere and ionosphere. Based on the ordering of
many radii and characteristic lengths between particles interacting (rd, λD), plasma
with dust particles can be called either “dusty plasma” or “dust in plasma”. If the λD >
rd then it is called “dusty plasma” and if λD < rd then it is called “dust in plasma”.
Here, λD is dust particles’ Debye length and rd is the interparticle distance. These are
the conditions for DP [3, 4].

1.3.1 History of dusty plasma

Plasma is a very advanced field of science and technology. Many researchers have
been motivated by their achievements in the field of science, medical field, and
technology. In 1924, the term “plasma” first time defined by Irving Langmuir. Con-
temporary research on DP also has motivated many researchers and has become an
interesting field of science and technology. In 1980, very exciting incident happened
in the field of DP for the Saturn ring. In 1997, Mendis discovered a bright comet by a
distant ancestor. The “distant ancestor” is an extraordinary comic laboratory for the
investigation and study of interactions between dust particles and their physical and
dynamic behaviors. Further manifestations of DPs were noctilucent clouds, origin
nebula (which can be seen from the naked eye), zodiac light, etc. Images that are
taken from the Saturn ring have shown that dust particles rotating around the Saturn
ring have shape of spokes. The research from the last analysis has shown that these
dust particles are fine particles. In 2000–2017, the present condition of DP is stable
and is playing a main dominant role in science, industries, technology, energy sectors,
and medical stores [5].

1.3.2 Charge on dust particle

Charging of dust grains can be drained through different processes involving the
background plasma (electron and ion) being bombarded on surface of dust particles,
secondary electron production, ion sputtering, photoelectronic emission by UV
radiations, etc. Mostly, the charge on dust particles is negative in low-temperature
laboratory plasma. When an electron from the background plasma strikes the surface
of dust particle and is attached and lost from the plasma. Because electrons are more
moveable than ions, the surface dust grain collects electrons, attracts ions, and repels
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electrons until the state of immobility is attained. This charge is accountable for a long
lifetime of particles and confinement in plasma [4]. Other collective phenomena and
wave instabilities are created due to interactions between these particles.

1.4 Types of dusty plasma

Dusty plasma is classified by the Coulomb coupling parameter.

• Weakly coupled plasma

• Strongly coupled plasma

1.4.1 Weakly coupled plasma

Weakly coupled plasma (WCP) is described by Coulomb coupling parameter Г.
Plasma is referred to as WCP when the coupling parameter’s value becomes negligible.
Hot plasma is another name for WCP. Plasma is referred to be hot plasma or ideal
plasma when the temperature of the electron reaches the same level as the tempera-
ture of the ion (Te ffiTi). In a laboratory discharge tube with high gas pressure, hot
plasma is produced. The flame, atmospheric arcs, and sparks are examples of hot
plasma. WCDP lacks a defined shape due to the extremely weak interactions between
interacting particles at high temperatures and low densities. The EMD simulation has
been used to examine the occurrence of diffusion motion in WCDPs [6].

1.4.2 Strongly coupled plasma

Strongly coupled plasma (SCP) is defined by the Yukawa potential, also known as
the screened coulomb coupling potential (Γ). Coulomb coupling potential (Γ) is the
ratio of potential energy to kinetic energy. Whenever potential energy exceeds unity,
then kinetic energy becomes as Γ > 1. Its mean SCP is also defined as cold plasma since
potential energy increases from inter-particle kinetic energy and plasma particles
change into crystalline form. Cold plasma is used for teeth sterilization and food
processing. Charged particles in SCP are influenced by the electric field, but the
influence of the magnetic field is ignored for this kind of cold plasma.

1.5 Formation of dusty plasma in the laboratory

Different methods have been expanded for the production of DP in laboratories.
Modified Q machines, rf discharges, and dc discharges are different methods that
have been used in the last few years. Modified Q machine is single-ended machine
used for the production of DP which allows the dust grains to dispersion over a
cylindrical plasma column portion. In dc neon glow discharge stratum, DP is produced
by a micron-sized dust particle. The discharge is created with cold electrodes in
cylindrical glass tube. The distance between electrodes is 40 cm. The neon pressure is
varied from 0.2 to 1 Torr and the fluctuation of the discharge current is 0.4–2.5 mA.
DP is restrained in a cylindrical symmetric rf plasma system. The system of rf dis-
charges consists of grounded electrodes, hollow outer electrode capacitive coupled to a
14 MHz rf power amplifier, and glass window. Man-made DP or DP generated in
laboratory is dust in fusion devices, rocket exhaust, dust in space stations, dust pre-
cipitators, and thermonuclear fireballs. Other applications of DP are microelectronics
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fabrications; plasma enhanced chemical vapor deposition (PECVD), flat panel dis-
plays, solar cells, semiconductor chips, dusty plasma devices (DPDs) are used to
produce DP in the laboratory. Ordinary flames, flame of candlelight, strong passion,
fire, and blaze produced by burning gas are basically weakly ionized plasma that
contains dust particles. Thermionic electron emission of 10 nm dust particles increases
the degree of ionization in ordinary hydrocarbon flames. DP also contains volcanos
and charged snow [7].

1.6 Acoustic modes

Acoustic modes are categorized into two different types such as collision-less,
uniform, and unmagnetized dusty plasma. These are dust acoustic (DA) and ion-
acoustic (IA) waves.

1.6.1 Dust acoustic (DA) wave

Dust Acoustic Wave (DAW) is a low-frequency type of longitudinal wave. Basi-
cally, DAW is a sound wave when it travels through complex fluid which causes the
oscillation between charged particles. The mass of dust particles is considered very
important because it provides inertia which is used to sustain DAW, pressure of ions
and electrons affords the restoring force. The dust acoustic wave is examined in DP
and presented the dispersion relation using the Boltzmann distribution of ion and
electron density [8].

1.6.2 Ion acoustic (IA) wave

The propagation of sound waves in ordinary gas is absurd due to the absence
of collision between particles. Thus, in ionized gas, there is no possibility of the
occurrence of sound waves due to the absence of collision. However, in the case
of plasma, ions can transmit vibrations to each other due to their charges. IA
wave is a constant velocity wave. The occurrence of IA wave depends upon the
thermal motion of ions. It is a longitudinal wave in magnetized plasma. It dem-
onstrates reflection, diffraction, and interference phenomena. The phase velocity
of electron thermal speed is much greater than the IA wave. Particle displacement,
particle velocity, sound intensity, and sound pressure are essential quantities of IA
waves.

2. Models and numerical simulations

Interactions of the dust particle are studied by many mathematical models such as
“in the center of potential well and repulsion potential, in rigid sphere”. There are a
number of interaction potentials for the calculations of complex systems for instance
DP. However, in the best of accurate experimental and theoretical balance, the
Yukawa potential is more favorable interaction potential for WCDPs and is also used
in many other physical systems (for instance, medicine and biology systems,
chemicals, astrophysics environmental and physics of polymers, etc.) [9]. For charged
particles, Yukawa potential has the following form [5]:
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ϕ jrjð Þ ¼ Q2

4πεο

e
�jrj
λD

jrj (1)

In the above equation, r represents inter-particle distance, Debye screening length
is represented by λD, the permittivity of free space is represented by ε0, and charge on
dust particle is represented by Q. System particle is expressed by plasma parameters.
Coulomb coupling strength (Γ) is defined as the potential energy of interaction
between particles and the average kinetic energy of the particles. The Γ defines the
distribution of plasma. Γ is given in this form of:

Γ ¼ Q2

4πεο

1
aWSkBT

� �
(2)

In Eq. (2),T is absolute temperature, kB is Boltzmann constant, and aws represents
Wigner Seitz (WS) radius and its value is (3/4πn)1/3 with n representing number
density (n = N/V) of dust particle. There is another parameter, k equal to 2π/L which
affects the system of WCDPs. Where L represents the computational box length and
k*= 2awsπ/L is the normalized value of k. The Fi=

P
jFij is the force experienced on all

dust particles. The force on ith particle is exerted by other particles. Debye screening
strength is the ratio of the interparticle distance a (Wigner Seitz radius) to the Debye
length λD [3, 5, 7, 10]. The value of κ can be represented in this form:

κ ¼ a
λD

(3)

In this part, the EMD simulation is reported of CL (k, t) of WCDP for large domain
of plasma parameter of (0.9≤Г≤0.1) and (1≤ κ ≤ 3) along with the varying value of
wave number (k = 0, 1, 2 and 3). The accuracy and correctness of our proposed model
for DAWs CL (k, t) is checked with different system sizes (N = 500, 2048, and 4000).

For the system of 3D Yukawa system, time scales in WCDP are categorized by the
inverse of plasma frequency as (ωp

�1) [1].

ω�1
p ¼ nQ2

d

εοm

� ��1
2

(4)

In Eq. (4), dust particle mass and number density are represented by m and n. In
EMD simulation, the number of particles is N=500 to 4000 (the system size will be
increased on the validity of computational power) placed in computational box.

2.1 Current correlation function

Local density provides information about the distribution of atoms. It is possible to
study the local variations in motion of atoms. The momentum and particle current for
single atomic particles are calculated by molecular dynamics simulation [9].

π r, tð Þ ¼
X
j

vjδ r� rj tð Þ
� �

(5)
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With Fourier transformation

π r, tð Þ ¼
X
j

vje�ik:rj tð Þ (6)

Fourier transform equation is used to measure the LCC function.

Cαβ k, tð Þ ¼ k2

Nm
πα k, tð Þπβ �kð , 0Þ� �

(7)

In Eq. (7), k is the wave vector. The equation given above can also be stated in
form of the longitudinal and transverse current correlation function.

Cαβ k, tð Þ ¼ kαkβ
k2

CL k, tð Þ þ δαβ � kαkβ
k2

� �
CL k, tð Þ (8)

Longitudinal and transverse current functions are acquired in X, Y, and Z direc-
tions by locating k are equal to kẑ.

2.2 Normalized longitudinal current correlation function CL (k, t)

Fourier transformation is used to write Eq. (7) into LCC functions which are
normalized

CL k, tð Þ ¼ k2

Nm πZ k, tð ÞπZ �k, 0ð Þih (9)

By putting πz value in Eq. (9), we obtain

CL k, tð Þ ¼ k2

Nm

X
vje�ik:Zj tð Þ k, tð Þ

X
vje�ik:Z kð , tÞ

D E
(10)

Eq. (10) explains charge particle transports in longitudinal motion. Longitudinal
current correlation function describes that wave is propagating in negative and posi-
tive directions of the Z-axis.

2.3 Parameters and simulation techniques

This segment shows that system contains N = 500–4000 particles. Yukawa poten-
tial causes the interaction between these numbers of particles which is shown in
Eq. (1) and contain in the cubic region. Moreover, this segment illustrates an overview
of results attained through EMD simulation for longitudinal current correlation func-
tion which is shown in Eq. (10). The simulation takes place in simulation box and the
simulation box dimension is selected as LX, LY, and LZ. In our case, we have used the
EMD simulation to calculate the longitudinal current correlation function for N = 500
number of particles at plasma coupling parameter Г = (0.1–0.9) with κ = (1.4, 2.0 and
3.0) at four varying values of wave numbers k = (0, 1, 2 and 3). The EMD simulation
has been used to investigate shear viscosity and dynamical structure S(k,ω) of SCDPs
[5, 7, 10–12].
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3. EMD simulation results

3.1 Time-dependent longitudinal current correlation function CL (k, t), at κ = 1.4

3.2 Time-dependent longitudinal current correlation function CL (k, t), at κ = 2.0

Computational results using EMD simulation have shown in Figures 1 and 2 for
weakly coupled Yukawa system LCC, CL (k, t) as a function of time at κ (= 1.4, 2.0
and 3.0) for six different values of Г (= 0.1, 0.2, 0.3, 0.5, 0.7 and 0.9) and size of
system is N=500 and four values of wavenumbers k (= 0, 1, 2 and 3) which are
normalized. Figures 1 and 2 explain main results for every three different values of

Figure 1.
The fluctuation of CL (k, t) as function of time of WCDP at system size N = 500, κ = 1.4, wave numbers (k = 0, 1,
2 and 3) for six different plasma parameters (a) Г = 0.1, (b) Г = 0.2, (c) Г = 0.3, (d) Г = 0.5, (e) Г = 0.7, and
(f) Г = 0.9.
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the Debye screening parameter (κ = 1.4, 2.0, 3.0) of 3D Yukawa complex liquids. It
is obtained from six panels of Figure 1 that the amplitude and wavelength of
LCC CL (k, t) increase with decrease of Г (0.9–0.1). It is also obtained that by
increasing wave numbers k (0, 1, 2, and 3), the amplitude of longitudinal current
increases. It is noted that the CL (k, t) value for k = 2 and 3 shows maximum sinusoidal
wave behavior at lower value of Г from Figures 1a–d and 2a–c. The sinusoidal wave
behavior decreases with an increase of Г and damping of the wave increases with an
increase of time and Г.

Figure 2.
The fluctuation of CL (k, t) as function of time of WCDP at system size N = 500, κ = 2.0, wave numbers (k = 0, 1,
2 and 3) for six different plasma parameters (a) Г = 0.1, (b) Г = 0.2, (c) Г = 0.3, (d) Г = 0.5, (e) Г = 0.7, and
(f) Г = 0.9.
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4. Summaries

Time-dependent LCC function, CL (k, t) has been studied for weakly coupled
Yukawa system through EMD simulation over a wider range of plasma parameters
(0.9≤ Γ ≤0.1), and (1.4 ≤ κ≤ 3.0) along with varying wave numbers values (k = 0,
1, 2, 3). The behavior of the Weakly Coupled Yukawa system using EMD simulation
has not been studied yet. It is observed that the amplitude and frequency CL (k, t) of
wave of oscillation increase when the value of Г (0.9–0.1) decreases. CL (k, t) value
also increases when wave number k increases. The amplitude of CL (k, t) steadily
decreases with an increase in the number of particles N. It is implied that the
presented simulation is based on Yukawa potential which has been employed to
investigate the propagation of waves in WCDP. The presented simulation provides a
great understanding of the propagation of the wave in WCDP. The employed simula-
tion affords further respectable data for propagation in WCDP. It has been observed
from these simulations that waves are repeatedly propagated at intermediate and
higher values of Γ. The frequency and amplitude of waves are examined at different
mode of waves.
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EMD equilibrium molecular dynamics
Г Coulomb coupling
κ Debye screening strength
MD molecular dynamics
PBCs periodic boundary conditions
CL (k, t) longitudinal current correlation function
DP dusty plasma
EMD equilibrium MD
LCC longitudinal current correlation
k wave number
WCDPs weakly coupled dusty plasmas
WCP weakly coupled plasma
SCP strongly coupled plasma
DA dust acoustic
IA ion acoustic
DAW DUST ACOUSTIC WAVE
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Chapter 4

Future Particle Accelerators
Javier Resta López

Abstract

Particle accelerators have enabled forefront research in high energy physics and
other research areas for more than half a century. Accelerators have directly contrib-
uted to 26 Nobel Prizes in Physics since 1939 as well as another 20 Nobel Prizes in
Chemistry, Medicine and Physics with X-rays. Although high energy physics has been
the main driving force for the development of the particle accelerators, accelerator
facilities have continually been expanding applications in many areas of research and
technology. For instance, active areas of accelerator applications include radiotherapy
to treat cancer, production of short-lived medical isotopes, synchrotron light sources,
free-electron lasers, beam lithography for microcircuits, thin-film technology and
radiation processing of food. Currently, the largest and most powerful accelerator is
the Large Hadron Collider (LHC) at CERN, which accelerates protons to multi-TeV
energies in a 27 km high-vacuum ring. To go beyond the maximum capabilities of the
LHC, the next generation of circular and linear particle colliders under consideration,
based on radiofrequency acceleration, will require multi-billion investment,
kilometric infrastructure and massive power consumption. These factors pose serious
challenges in an increasingly resource-limited world. Therefore, it is important to look
for alternative and sustainable acceleration techniques. This chapter pays special
attention to novel accelerator techniques to overcome present acceleration limitations
towards more compact and cost-effective long-term future accelerators.

Keywords: high energy collider, Plasma wakefield, dielectric accelerator, solid-state
plasma, plasmonic accelerator

1. Introduction

Currently, there are more than 30,000 particle accelerators in operation around the
world, with a strong impact on science, industry and economy. Although, historically
high energy physics (HEP) has been the main driving force for the accelerator R&D,
only 1% of particle accelerators worldwide are used for research purposes, the rest are
mostly used to support commercial, industrial and medical work. For instance, active
areas of accelerator applications include radiotherapy to treat cancer, production of
short-lived medical isotopes, synchrotron light sources, free-electron lasers, beam
lithography for microcircuits, thin-film technology and radiation processing of food.

Since the pioneering work by Gustave Ising, Rolf Widerøe, Ernest Lawrence and
many others in the 1920s and 1930s, the accelerator technology has progressed
immensely [1]. Particularly, during the past 70 years, an impressive development of
high energy colliders, with ever-increasing luminosities and centre-of-mass energies,

37



has resulted in a number of fundamental discoveries in particle physics. In recent
decades, experiments at hadron colliders, such as the Super Proton Synchrotron (SPS)
and Tevatron, at eþe� colliders, such as the Large Electron-Positron Collider (LEP)
and the Stanford Linear Collider (SLC), and at the electron-proton collider HERA
(Hadron-Electron Ring Accelerator) have explored the energy range up to several
100 GeV and established beyond doubt the validity of the Standard Model in this
range of energies [2]. In this tremendous progress, the development and optimisation
of the radiofrequency (RF) technology has played a key role. Nowadays, most particle
accelerators are driven by RF electromagnetic fields. Currently, the largest and most
powerful RF-driven accelerator in operation is the Large Hadron Collider (LHC) at
CERN [3], which accelerates protons to multi-TeV energies in a 27 km high-vacuum
ring. Its kilometric size and complexity have earned it the name of the ‘Cathedral’ of
the particle physics. With the discovery of the Higgs boson in 2012, the LHC has
contributed to complete the Standard Model [4, 5].

To go beyond themaximumenergy capabilities of the LHC, the next generation of RF-
driven colliders under consideration would be among the largest andmost complex
facilities built on Earth, requiring intensive R&D andmulti-billion Euro investments. For
instance, the long-term goal of the Future Circular Collider (FCC) study hosted by CERN
[6, 7] is the design and construction of a 100 TeV hadron collider in a 100 km long tunnel.
Furthermore, future linear eþe� colliders based on RF technology, such as the Interna-
tional LinearCollider (ILC) [8] or theCompact LinearCollider (CLIC) [9], are designed to
produce acceleration gradients of between 30MV/m(ILC) and 150MV/m(CLIC, 30GHz
frequency operationmode). Thesemachinesmust, therefore, be tens of kilometres long to
reach the desired beam energies, 125 GeV (ILC) and 1.5 TeV (CLIC). Another big project
proposed by the HEP community is a high luminositymulti-TeVmuon collider [10].
However, practically all the projects mentioned above, based on conventional RF acceler-
ation technology, present serious challenges in terms of size and cost per GeV of beam
energy. They need large-scale infrastructure (10–100 km scale) and, inmost cases, a
billion investment. To afford such a cost, it usually requires a consortium of several
countries. Another key challenge is the sustainability in terms of the ACwall plug power
consumption. High energy colliders are really ‘hungry energy’machines that require
hundreds ofMWACwall power to operate. To reduce such a power consumption in the
latest years there have been a trend towardsmore ‘green accelerators’. This concept
includes the investigation of different ways to reduce energy consumption. For instance,
through the improvement of the efficiency of existing technologies, e.g., increasing the
efficiency of klystrons [11]. Also the design of Energy-Recovery Linacs (ERLs) can be
considered as part of the R&D effort aimed at increasing energy efficiency [12].

To tackle the limitations of conventional accelerators, nowadays there is also an
intensive R&D program on novel advanced concepts, some of which will be briefly
described in the next sections. These alternative acceleration techniques might define
the long-term future of particle accelerators, thus transforming the current paradigm
in collider development towards more sustainable, compact and low-cost machines.
For a more exhaustive review of past, present and future accelerators and colliders,
see for example Refs. [2, 13, 14].

2. Plasma wakefield

Since the 1930s the RF acceleration technology has practically dictated the devel-
opment of high energy colliders. Their power, cost and size have evolved with the
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continuous improvements and optimisation experienced by RF cavities. However,
over the recent decades, it has become apparent that RF technology is reaching its
limits in terms of achievable accelerating gradients. Currently, the maximum electro-
magnetic fields that it can support are limited to approximately 100 MV/m due to
surface breakdown [15]. To overcome this limit, Tajima and Dawson [16] proposed an
alternative solution, a plasma accelerator based on laser-driven wakefields. Since
plasma1 is already a broken-down medium, there is no breakdown limit, compared to
the conventional metallic RF cavities.

In general terms, the concept of Plasma Wakefield Acceleration (PWFA) is illus-
trated in Figure 1. A drive pulse enters the plasma and expels the electrons of the
plasma outward. The plasma ions move a negligible amount due to their higher mass
with respect to the electrons. In consequence, a positively charged ion channel is
formed along the path of the drive pulse. The drive pulse can be either a short laser
pulse (Laser Wakefield Acceleration [LWFA]) [16] or an electron bunch PWFA [18].
After the passage of the driver (laser or particle beam), the plasma electrons rush back
in, attracted by the transverse restoring force of the ion channel. In this way a space
charge-driven oscillation is excited, generating alternating regions of negative and
positive charge, thus inducing a strong longitudinal electric field behind the driver,
the so-called plasma wakefield. Therefore, if a witness charged particle bunch is
injected behind the driver at the correct distance and phase, then it will be accelerated
with high gradients, in some cases exceeding 100 GV/m.

In the last decades, acceleration of relativistic electrons in gaseous plasma has been
successfully demonstrated in several experiments, see for example [19–21]. In the
same way, PWFA of positrons has also been demonstrated [22–24]. Furthermore, the

Figure 1.
Conceptual drawing of a plasma wakefield accelerator [17]. A drive pulse, either an intense laser (laser-driven)
or a short electron bunch (beam driven) crossing a plasma, pushes away electrons. The much heavier ions are left
behind. This charge separation makes a very large electric field. As the electrons rush back to their original position
they overshoot forming a plasma wave, which induces a strong electric field behind the driver (wakefield). If a
trailing charged particle pulse is positioned at the right spot seeing the right longitudinal wakefield phase behind the
driver, it can be accelerated.

1 A plasma is defined as a fluid of positive and negative charges.
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Advanced Wakefield Experiment (AWAKE) at CERN has recently shown that 10–
20 MeV electrons can be accelerated to GeV energies in a plasma wakefield driven by
a highly relativistic self-modulated proton bunch [25].

Previously, we have mentioned injection of a witness beam to be accelerated by the
induced wakefield. In addition, internal injection of electrons from the plasma itself is
also possible in the so-called ‘bubble regime’ [26–28].

The wakefields generated in plasma can be evaluated by analytical expressions
[29]. The maximum accelerating field in a plasma accelerator can be estimated as
follows:

Ez V=m½ �≈96
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ne cm�3½ �

p
(1)

where ne is the electron density in the plasma. This density determines the plasma
frequency, ωp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2ne=meε0

p
, with me and e the electron rest mass and charge,

respectively, and ε0 the electrical permittivity of free space. For example, a typical
plasma density ne ¼ 1018 cm�3 gives Ez � 100 GV/m, that is, approximately three
orders of magnitude higher than the maximum gradient obtained in RF structures.

Multi-TeV eþe� concepts based on staged plasma cells have been proposed [30–
32], see Figure 2. However, one of the main drawbacks of plasma accelerators is the
production of relatively poorer beam quality (higher energy spread and transverse
size) with respect to conventional RF techniques. In order to tackle this problem and
produce a reliable and competitive plasma-based accelerator technology, a big
research consortium, EuPRAXIA, was recently established [33]. A comprehensive

Figure 2.
Conceptual design of an LWFA-based linear collider. Both the electron and positron linacs consist of a sequence of
plasma cells instead of RF cavities. The first stage consists of a plasma-based injection-acceleration module where
controlled injection techniques are applied to produce a high-quality electron beam with approximately 10 GeV
energy. Electrons are then accelerated to 1 TeV using 100 laser-plasma modules, each consisting of a 1 m long
preformed plasma channel driven by a 30 J laser pulse giving a 10 GeV energy gain. A fresh laser pulse is injected
into each module. Similarly, positrons are produced from a 10 GeV electron beam through pair creation and then
trapped and accelerated in a laser-plasma acceleration module to approximately 10 GeV. Subsequent laser-
plasma modules would accelerate positrons to 1 TeV [32].
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review of near and long-term potential applications of plasma accelerators can be
found in Ref. [34].

3. Solid-state-based acceleration

To go beyond the state-of-the-art, solid-state materials might offer new paths for
beam manipulation and acceleration. For example, in the field of accelerator physics,
the channelling properties of silicon crystals have successfully been used for collima-
tion and extraction of relativistic proton beams [35]. Could also solids provide an
alternative medium for acceleration? Depending on their particular atomic configura-
tion and electrical conduction nature, some solid-state micro- and nano-sized struc-
tures offer interesting properties to enhance electric field components or induce
strong wakefields that could be useful for acceleration, as well as transverse particle
guiding and radiation emission. Next, we review some promising concepts that could
revolutionise the future generation of accelerators and light sources.

3.1 Dielectric wakefield acceleration

Since the achievable peak field in the conventional RF metallic cavities is limited
by surface breakdown, one obvious way to overcome this limit is through the use of
materials with better breakdown properties, such as some dielectric materials (e.g.,
diamond, quartz, silica and ceramics). Figure 3 illustrates the concept of beam-driven
Dielectric Wakefield Acceleration (DWA) [36]. In this case, the dielectric accelerator
consists of a hollow channel covered by a layer of a dielectric material and a metallic
cladding. The electric field from the driver polarises the atoms of the dielectric
medium, which coherently generates high frequency electromagnetic radiation.

Alternatively, lasers can be used as a driving source. Dielectric laser-driven accel-
eration (DLA) has been demonstrated for both non-relativistic [37] and relativistic
electrons [38, 39] and has made enormous progress in recent years. DLA is the method
behind the famous concept of ‘accelerator on a chip’ [40, 41]. DLA and DWA are
limited to a maximum gradient of approximately 10 GV/m in the THz frequency
range. Figure 4 shows a particular dual-grating DLA configuration with sub-micron
aperture.

Figure 3.
Conceptual drawing of DWA [36]. A drive beam crosses a dielectric tube of radius “a“and excites wakefields. If a
trailing beam is injected with the correct phase-space parameters, then it would be accelerated by the longitudinal
component of the electric wakefield (bands of colour).
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Usually, the dielectric structures have sub-mm dimensions, and there have been
conceptual proposals to build a high-energy collider based on staged dielectric struc-
tures (Figure 5). This would allow ‘table-top’ high energy accelerators.

3.2 Crystal channelling acceleration

Semiconductor and metallic crystalline lattices have been proposed to generate a
solid-state plasma medium to guide and accelerate positive particles, taking advantage
of the channelling properties in crystals. High electron density in solids could be
obtained from the conduction bands. Typical electron densities (ne) in solid-state
plasmas lie within the range of 1019 cm�3 ≤ ne ≤ 1024 cm�3 [43, 44], that is, between
one and six orders of magnitude higher than the density in gaseous plasmas. Taking
into account Eq. (1), solid-state-based plasmas might lead to accelerating gradients
0:1 TV=m≲Ez≲100 TV=m.

Solid-state wakefield acceleration using crystals was proposed in the 1980s and
1990s by T. Tajima and others [43, 45, 46] as a technique to sustain TV/m acceleration

Figure 4.
(a) Conceptual scheme of a dual-grating scheme of DLA. (b) Simulation of the longitudinal accelerating force in a
dual-grating structure illuminated by an input laser field along the y-axis [42]. (c) Scanning electron microscope
image of the longitudinal cross-section of a DLA dual grating structure with 400 nm gap [38].

Figure 5.
Conceptual design of a staged DLA collider, consisting of dielectric structures with a tapered grating period to
guarantee synchronicity with the accelerating electrons [37].
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gradients. In the original Tajima’s concept [45], high energy (≃40 keV) X-rays are
injected into a crystalline lattice at the Bragg angle to cause the Borrmann-Campbell
effect [47, 48], yielding slow-wave accelerating fields. Then a witness beam of
charged particles, e.g., muons, which is injected into the crystal with an optimal
injection angle for channelling, can experience acceleration along the crystal axis.

Wakefields in crystals can be induced by means of the excitation of high-frequency
collective motion of conduction electrons through the crystalline lattice (see next
section on plasmonic acceleration). To reach accelerating gradients on the order of
TV/m, crystals must be excited by ultrashort X-ray laser pulses within a power range
of TW– PW, which makes the practical realisation of the concept very challenging. It
has only recently become a realistic possibility since the invention of the so-called
single-cycled optical laser compression technique by G. Mourou et al. [49, 50].

If natural crystals (e.g., silicon) are used for solid-state wakefield acceleration, the
beam intensity acceptance is significantly limited by the angstrom-size channels. In
addition, such small size channels increase the dechannelling rate and make the
channels physically vulnerable to high energy interactions, thus increasing the dam-
age probability by high power beams.

Over the past decade, there have been great advances in nanofabrication tech-
niques [51–53] that could offer an excellent way to overcome many of the limitations
of natural crystals. Metallic nanostructures and metamaterials [54, 55] could lead to
suitable ultra-dense plasma media for wakefield acceleration or charged particle beam
manipulation, that is, channelling, bending, wiggling, etc. This also includes the
possibility of investigating new paths towards ultra-compact X-ray sources [54]. The
possibility to excite high acceleration gradients in multilayer graphene structures is
also being investigated [56].

In the next section, we describe the plasmonic acceleration, which is a novel
acceleration technique based on the excitation of suitable surface plasmonic modes in
conducting materials. More concretely, we focus on plasmonic acceleration using
nanostructures or metamaterials based on allotropes of carbon.

3.3 Plasmonic acceleration

Plasmonics can be defined as the study of the interaction between electromagnetic
fields and the free electron Fermi gas in conducting solids. External electromagnetic
fields can excite plasmons, that is, collective oscillations of conduction electrons in
metals [57]. To some extent, this collective effect could be exploited to generate ultra-
high acceleration gradients. Figure 6 depicts a scheme of excited plasmons in metallic
surfaces. The oscillation of induced longitudinal electric field reminds that in a
sequence of a multi-cell RF cavity operating at π-mode.

The excitation of surface plasmonic modes [58, 59] can be driven either by charged
particle beam [60] or by laser [61]. To be effective, the driver dimensions should
match the spatial (� nm) and time (sub-femtoseconds) scales of the excited
plasmonic oscillations. Wakefield driving sources working on these scales are now
experimentally realisable. For instance, attosecond X-ray lasers are possible thanks to
the pulse compression technique [50]. In the case of beam-driven wakefields, the
experimental facility FACET-II at SLAC [62] will allow the access to ‘quasi-solid’
electron bunches with densities up to 1024 cm�3 and submicron longitudinal size. A
comparison of the range of spatial and time scales of the electric field oscillations and
achievable acceleration gradient for standard and novel acceleration methods is shown
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in Figure 7. In principle, solid-state wakefields and plasmonics acceleration with
nanostructures are predicted to have the potential to generate higher acceleration
gradients than DWA and DLA, LWFA and PWFA with gaseous plasma. Plasmonic
acceleration with nanostructures could be considered an intermediate step between
PWFA and crystal channelling acceleration towards the PV/m gradient regime.

Due to their special thermo-mechanical and optoelectronic properties, materials
based on carbon nanotubes arrays or graphene could offer an excellent medium to
generate plasmonic wakefield acceleration. For instance, conduction electrons in
CNTs could have densities ne � 1023 cm�3. In principle, as proved in [63, 64], in the
linear regime the plasmonic dynamics in CNT bundles can be described by classical
plasma formulae. Therefore, from Eq. (1) we can estimate a maximum longitudinal
wakefield Ez � 10 TV/m.

Particle-In-Cell (PIC) simulations of beam-driven wakefield acceleration in cylin-
drical metallic hollow structures (Figure 8) with micrometric or nanometric apertures
have shown the feasibility of obtaining gradients ≳100 GV/m, envisioning the possi-
bility of an ultra-compact PeV linear collider [66–68]. Similar gradient values have

Figure 7.
Schematic comparing the space and time scales of the longitudinal electric field components generated by different
techniques for charged particle acceleration and their corresponding amplitude (acceleration gradient). The cases
of nanostructure wakefields, plasmonic and crystal acceleration are based on theoretical and numerical
predictions.

Figure 6.
(a) Plasmonic acceleration concept. (b) Comparison with an RF cavity operating in π-mode. The drawings are not
to scale. While the plasmonic structure has micrometric or submicrometric apertures and lengths on the order of
1 mm, for instance, a 9-cell RF cavity has usually apertures of tens of mm and lengths on the order of m.
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also been predicted from PIC simulations of X-ray laser-driven wakefield acceleration
in nanotubes [69].

One of the important properties of the plasmonic excitation is that the ionic lattice
of the material remains strongly correlated. Unlike the plasmonic acceleration, other
novel solid-state-based acceleration techniques require the complete ionisation of the
ionic lattice or the ablation of solids, as described in the next section.

3.4 Target normal sheath acceleration

Solid-state plasmas can also be created by ablation of solids using high-intensity
near-infrared femtosecond lasers. In this case, unlike in the plasmon wakefield exci-
tation, the individual ions are uncorrelated. For example, the so-called target normal
sheath acceleration (TNSA) technique is based on the ablation of a metallic thin foil
[70]. The mechanism is schematically represented in Figure 9. A thin foil is irradiated
by an intense laser pulse. The laser prepulse creates a pre-plasma on the target’s front
side. The main pulse interacts with the plasma and accelerates MeV-energy electrons
mainly in the forward direction. The electrons propagate through the target, where
collisions with the background material can increase the divergence of the electron
current. Then the electrons leave the rear side, resulting in a dense sheath. An electric

Figure 8.
(a) Schematic model for beam-driven wakefield simulation using a hollow cylinder of solid-state plasma confined
in a wall of thickness rout � rin and length Lp. In this model, the cylinder wall represents a solid made of CNT
bundles. (b) an example of longitudinal wakefield as a function of the longitudinal coordinate ξ ¼ z� ct, with c
the speed of light. This particular case has been computed using the PIC code FBPIC [65].

Figure 9.
Target normal sheath acceleration mechanism.
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field due to charge separation is created. The field is of the order of the laser electric
field (�TV/m), which ionises atoms at the surface. Eventually, the ions are acceler-
ated in this sheath field, pointing in the target normal direction.

3.5 Solid-state plasma by electron field emission

Electron field emission from nanostructures could offer another interesting way to
generate solid-state plasma. A possible configuration based on two layers of aligned
CNT arrays and a gap in between them is shown in Figure 10. Taking into account the
low work function of CNTs and their emission properties, a first intense laser pulse,
travelling through the gap between the CNT sheets, could be used to induce electron
field emission from CNT arrays. Then extracted electrons in the gap are accelerated by
the ponderomotive force of a second laser pulse. For more details see Ref. [71].

4. Outlook and prospects

Currently, particle accelerators play an important role in many areas, including
fundamental science, medicine, industry and society in general. During the last
100 years, the research in HEP has been the main driving force behind the develop-
ment and progress of the accelerator technology. The LHC is currently the world’s
most advanced and powerful accelerator, and the only multi-TeV collider in opera-
tion. It consists of a 27-km ring of superconducting magnets with a number of accel-
erating structures based on RF electromagnetic fields to accelerate particles. The next
generation of RF-driven high energy accelerators will pose serious challenges in terms
of infrastructure size, technology and cost.

The current state-of-the-art of the RF techniques is limited to gradients on the
order of 100 MV/m. Hence, larger and more expensive accelerator facilities are

Figure 10.
Laser wakefield acceleration concept with aligned CNT arrays. In this particular configuration, CNTs are
arranged perpendicularly to the laser propagation [71].
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necessary in order to go beyond the LHC capabilities. Therefore, it is important to
explore alternative advanced acceleration techniques to overcome the limitations of
conventional technologies, thus progressing towards more compact, sustainable and
economical particle accelerators. For many years, the development of inexpensive and
compact ‘table-top’ high energy particle accelerators and light sources has been the
ultimate dream of the accelerator physics community.

Some of the most promising novel acceleration techniques have briefly been
reviewed in this chapter. For instance, PWFA and LWFA using gaseous plasma have
experimentally demonstrated to be able to achieve � 100 GV/m acceleration [19–24].
Another path towards TV/m acceleration is the use of special solid-state media, such
as micrometric and millimetric grating dielectric structures, reaching � 1–10 GV/m
acceleration [38, 39].

Crystals and, more recently, nanostructures have also attracted attention to create
a solid-state plasma medium with electron densities 1–6 orders of magnitude higher
than those in gaseous plasmas. For example, recent theoretical and numerical studies
have shown the feasibility of obtaining tens of TV/m fields in nanomaterials by
excitation of non-linear plasmonic modes driven by a high-density sub-micron parti-
cle bunch [66, 67]. To obtain multi-TV/m fields other techniques rely on the ablation
of solids [70] or the induced electron field emission from nanomaterials [71].

It is necessary to remark that the excitation of solid-state plasma wakefields
requires the use of driving sources (lasers or charged particle bunches) at the same
time and spatial scales as the wakefield oscillations in the plasma. In principle, wake-
field driving sources working on solid-state plasma scales are now experimentally
realisable. Attosecond X-ray lasers are possible thanks to the pulse compression
[49, 50]. In the case of beam-driven wakefields, the experimental facility FACET-II at
SLAC [62] could deliver ‘quasi-solid’ electron beams in the near future. Therefore, an
experimental proof-of-concept of solid-state PWFA could possibly become a reality
within the next 10 years.

It is also worth mentioning that nanostructures and metamaterials, due to their
special and flexible optoelectronic properties, could also provide an excellent medium
to create compact X-ray sources, e.g., X-ray light sources based on CNT arrays [72].

In conclusion, the different advanced acceleration techniques described in this
chapter have the potential to transform the current paradigm in accelerator physics.
They offer novel pathways to multi-GV/m and multi-TV/m field regimes. This will
open new horizons to the physics of extreme fields, particularly in collider physics,
light sources, and in many other areas of applied sciences, medicine and industry.
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Chapter 5

Faster Fusion Power from Spherical 
Tokamaks with High-Temperature 
Superconductors
Colin Windsor and Gurdeep Kamal

Abstract

The use of spherical tokamaks and high-temperature superconductors (HTSs) 
offers the possibility of achieving faster fusion power by allowing plants of high-field, 
high plasma pressure, and good energy confinement thereby reducing the need for 
large plasma volumes. This spatially efficient energy-dense approach accesses quicker 
development and the possibility of modular construction. An overview of high-perfor-
mance computational (HPC) capabilities at Tokamak Energy is given. We describe, at a 
highlevel and in practical terms, the use of theory, models, algorithms, and applications 
to develop spherical tokamak designs in an integrated fashion. A challenge of spheri-
cal tokamaks is that there is less room for the neutron and gamma shield necessary to 
prevent heating and radiation damage to the HTS core. Tungsten boride shield materi-
als may be able to provide an optimal combination of inelastic (n, gamma) reactions 
and gamma attenuation. The neutron energy is reduced largely by inelastic reactions 
to energies where boron absorption occurs, while tungsten attenuates the resulting 
gammas rapidly. Although inelastic scattering is shown to be the key to tungsten boride 
shield performance, it is shown that the remaining neutrons generated in the plasma 
and transmitted without reaction through the shield dominate the heat deposition in 
the HTS core.

Keywords: fusion, spherical tokamaks, tungsten borides, shielding, neutrons, gammas

1. Introduction

Fusion power is one of the few options capable of supplying abundant safe 
baseline energy to the world [1]. In 1955, John Lawson, working at Harwell, defined 
a condition for fusion power depending on plasma density n and temperature T. It 
was later extended to include confinement time τE., to form what is now known as the 
“triple product” nTτE which must exceed 3.1021 keV m−3 s for fusion reactions to be 
self-sustaining [2]. Costley, Hugill, and Buxton [3] showed that this triple product is 
proportional to the equivalent triple product βBT

2τE where β is the ratio of the plasma 
pressure, ppla = n.kT, to the magnetic pressure pmag = B2/ 2 μ0. BT is the toroidal field 
and τE is the energy confinement time, related to the plasma volume, kT is the ther-
mal energy, and μ0 is the vacuum permeability constant. They showed that the high 
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β values possible with spherical tokamaks and the higher toroidal fields BT possible 
with high-temperature superconductors (HTSs) were a viable alternative to ever-
increasing tokamak size in the search for fusion power.

Their method in [3] was to write a “system code,” in their case a simple 
spreadsheet, to incorporate the key input parameters and equations to calculate 
key output parameters. Innovations were to use the fusion gain Qfus as an input 
parameter to their calculations and to introduce checks to ensure that the actual 
plasma density was never above 0.8 of the known Greenwald density limit and 
the plasma normalized pressure β value never above 0.9 of the Troyon β limit 
to plasma stability. Since high density and high plasma pressure are both desir-
able for high fusion gain, the best plasma conditions would be those that would 
approach these limits.

Some example results using their code are shown in Figure 1. The fusion power 
with these scan conditions is seen to be almost independent of tokamak size, while 
key engineering conditions, such as the radial compressive stress at the top of toka-
mak, the magnetic field at the HTS conductors, and the wall loading power are all 
satisfactory. The purple open squares show the thickness of the shield, rising rapidly 
from 0.55 m major radius.

Figure 1. 
Some example results from the 2017 Costley system code scanning as a function of major radius for a constant 
fusion gain Qfus = 5, spherical tokamak aspect ratio A = 1.8, and confinement scaling HIPB9y2 = 1.9. In this 
series, the core diameter is increased by 8% for each change in major radius to keep the peak radial compressive 
stress (green squares) approximately constant. The fusion power Pfus (red open triangles) is seen to be roughly 
independent of major radius. The shield thickness (violet open squares) increases, initial rapidly from zero, with 
major radius. Also shown are the wall heat loading (sky blue open triangles) and the toroidal field BT (blue closed 
squares). Incorporated into the code are the HTS core heating (black closed triangles, with individual calculations 
as crosses) and the estimated HTS lifetime from the fast neutron fluence (pink open diamonds).
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2. The use of modeling codes to optimize spherical tokamak designs

Figure 1 describes how an integration of tokamak physics, HTS design, neutronics 
and computational fluid dynamics, and magnetohydrodynamic stress codes could 
help predict optimal tokamak design. To these, we must add codes for tritium breed-
ing, heat transfer, design, construction, and decommissioning costs to produce a suite 
of codes that must be put together to predict a new spherical tokamak power plant 
design. It is with this aim that Tokamak Energy has invested in high-performance 
computational (HPC) capabilities.

The “system codes” which used to be implemented on Excel spreadsheets are greatly 
expanded and are verified by fitting experimental data from actual tokamaks like ST40. 
Future system codes are envisaged to use a single-design geometry to perform calcula-
tions automatically on a suite of tools involving physics, HTS magnet design, neutronics, 
heat flow, and engineering to obtain the parameters required to optimize a tokamak. The 
integration of system codes and tools used by multiple departments allows for an auto-
mated, iterative optimization of the tokamak design. HTS magnet codes need to consider 
quench protection and be compared to actual demo magnet experiments to verify their 
performance. The analytic stress equations, once commonly used, are now replaced by 
finite element codes whose performance can be judged by experimental data from the 
ST40 tokamak. The neutronics of HTS and biological shields is now rather straightfor-
wardly assessed by activation foils under actual conditions and actual measurements 
of dose rates during shots. A major part of the successful operation of tokamak power 
plants depends on being able to breed tritium from the fusion neutrons interacting 
with lithium in a “blanket” within the biological shield. These are being designed using 
neutronics codes but to date have not been tested. “Process” codes have the particularly 
difficult job of computing the “cost of electricity” for given costs of capital borrowing 
and materials. They are not easy to check and can so easily be outdated by unforeseen 
world events. The integration of system codes and tools used by multiple departments 
allows for an automated, iterative, optimization of the tokamak design.

All these aspects of physics, engineering, heat flow, magnet design, neutronics, 
radiation damage, shielding, tritium breeding, and cost estimates are possible with 
separate codes, and the objective is to integrate them into a suite of codes using 
the same computer-aided design (CAD) geometry on the same hardware. For this 
purpose, a high-performance computer was purchased by Tokamak Energy. The 
Tokamak Energy HPC currently has over 600 cores and over 3 TB of RAM available 
to use and continuously uses thousands of CPU hours daily to resolve physics and 
neutronics problems. Figure 2 illustrates some of the principal applications and their 
codes used, with illustrations of the results they have given in hours by the high-
performance computer illustrated at the center.

Key technological advancements needed to complete integration of CAD geometry 
between the suite of codes is in mesh generators. Currently, all tools have their own 
meshing methods with outputs in various formats. Geometrical information required 
to build successful inputs to the system tools are envisaged to be integrated into the 
CAD data. For example, neutronics heat deposition calculations require material 
compositions and densities for input and can output maximum heat deposition per 
CAD part which can then be stored as part of the CAD data for input for heat flow 
tools. Upgrades to the system code will utilize this data and perform meshing to the 
required resolution for each CAD part which are required for the system tools.
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The following sections will shed some light on how we are effectively using the 
HPC for streamlining the design process, with an emphasis here on shield design. The 
use of “tally tagging” with the neutronics code MCNP is to answer key questions on 
the performance of shields, such as where the neutrons and gammas responsible for 
core heating originate, and from what reactions.

3. Spherical tokamaks

Costley [4] showed that the triple product nTτE could be expressed in terms of the 
H factor, the safety factor q, the major radius R0, the toroidal field BT, aspect ratio A, 

Figure 2. 
The Tokamak Energy high-performance computer and examples of some of its applications and widely used code. 
Clockwise from the top left; the design “FREECAD” computer-aided design code of ST40, an “ABAQUS “code image 
of the mesh representation of the design, “MCNP” the Monte Carlo Neutral Particle code showing the neutronics 
fluence of a possible power plant, “FISPACT” the fusion activation code plot of the ST40 inner vacuum vessel, 
the in-house “PFIT” code plots of the ST40 field line fits to ST40 image, heat transfer in the ST40 divertor, the 
“HEAT” heat transfer code plots of the temperature in the HTS coils of a power plant, the “ANSYS” code plot of the 
mechanical stresses in the ST40 tokamak, and the “RACOON” in-house code for calculating HTS performance. In 
the center is the Tokamak Energy high-performance computer with author GK.
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and the plasma elongation κ as nTτE = Η2.q−3R0
2BT

3κ7/2A−3. It is therefore possible to 
explore the dependence of the tokamak major radius R0 as function of the tokamak 
aspect ratio and toroidal field at a constant value of the triple product, safety factor, 
and H factor. For example, those assumed for ITER are shown in Figure 3.

It is seen from Figure 3 that going to lower aspect ratios (leftward) or to higher 
toroidal fields (upward) gives similar triple products from smaller tokamaks with 
lower major radii. This result is important because tokamaks of ITER size may be 
defined as “megaprojects” (technically project over $1B: ITER is over $20B). Historical 
studies of megaprojects show that cost and time overruns are the norm rather than the 
exception [5]. The reasons are obvious enough: megaprojects tend to be too big for one 
company, or even one country. They become difficult to manage as the layers of man-
agement between boss and worker become longer. With smaller tokamak power plants, 
agility becomes possible when projects can adapt quickly to any design optimization. 
A breakthrough would be achieved when modular construction becomes possible with 
centralized manufacture remote from the construction site.

In the following sections, these two opportunities, spherical tokamaks and high-
temperature superconductor magnets, will be explored in more detail. Figure 1 does 
also reveal the downside of spherical tokamaks. The purple open squares in Figure 1 
show that the space available for shielding diminishes slowly at large major radii but 
eventually rather rapidly to zero at some smaller major radius. Much of the remainder 
of this chapter will explore the materials and mechanisms most appropriate to a 
fusion tokamak shield. Tungsten boride shields have proved one possible option for 
a fusion power plant, and their performance is examined and compared with other 
possibilities.

Figure 3. 
The reduction in tokamak major radius (lines labeled in meters) which may be given by lower aspect ratios 
(X-axis) or by higher magnetic toroidal fields (Y-axis). The figure uses the equation shown from [4]. The data 
are scaled to the ITER operating point at major radius R0 = 6.2 m, toroidal field B0 = 5.3 T, and aspect ratio 
A = 3.1.



Advances in Fusion Energy Research - From Theory to Models, Algorithms and Applications

60

In 1983, Sykes, Turner and Patel [6] and later Peng and Strickler [7] predicted the 
high plasma pressures β possible with low aspect ratio spherical tokamaks. The theory 
showed that β could indeed be raised by a combination of low aspect ratio and high 
elongation. In 1998, the START spherical tokamak team at Culham Laboratory in the 
UK achieved a breakthrough by reaching β values of order 40% [8], compared to the 
6% or so achieved in JET or the 4% or so expected in ITER.

A simple-minded explanation for these increases in efficiency is suggested by 
Figure 4 which shows the toroidal magnetic field BT in Tesla around a center column 
carrying a constant current I as a function of radius r. The field is given by Ampere’s 
law B = 2 μ0.I/4πr2 or B (Tesla) = 0.2.I (MA)/r (m)2, so the smaller the radial distance 
the higher the field for a given center column current. For a current of 10 MA, the 
field is 2 Tesla at a radius of 1 m. A plasma with higher elongation κ and triangular-
ity ε naturally squashes the plasma so that the orbiting electrons spend more time 
close the center column and make a more efficient use of the available field. Another 
advantage allowing the prospect of a power plant with reduced external current drive 
was the experimental observation of the bootstrap current, driven by plasma pressure 
gradients, which had been predicted theoretically by Bickerton, Connor, and Taylor in 
1971 [9] and observed experimentally on the Princeton tokamak TFTR by Zarnstorff 
et al. [10] in 1988.

Bigger spherical tokamaks were soon built around the world, now upgraded to higher 
toroidal fields. These include MAST-UPRADE (0.55 Tesla) at Culham, UK [11], NSTX-U 
(1Tesla) at Princeton, USA [12], and GLOBUS M2 (0.82 Tesla) at St. Petersberg, Russia 
[13]. Most recently constructed with the highest design toroidal field of 3 Tesla is the 
ST40 at Tokamak Energy Ltd., Milton Park, UK. This company was started in 2009 and 

Figure 4. 
In a low aspect ratio, high elongation plasma (left in blue), the orbiting electrons spend more time close to the 
current carrying center column than in a conventional tokamak (right in red) from [1]. Since the toroidal 
magnetic field drops off inversely with radius, this means that a given center column current gives a bigger field.
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its founders included START pioneers Alan Sykes and Mikhail Gryaznevich [14]. Its 
aim was to exploit the twin technologies of spherical tokamaks and high-temperature 
superconductors. The ST40 design team was chaired by Alan Sykes in 2014. Engineer 
and draftsman John Ross rapidly iterated designs with pencil and drawing board which 
hardly changed when the design moved to computer-aided design. Figure 5 shows the 
design as of May 2019 when temperatures of 15x106 K were first achieved.

Rapid development followed and ST40 moved to larger premises with space for 
a neutron shield and neutral beam injection to heat the plasma to the next milestone 
temperature of 100x106 K which was successfully achieved in February 2022. In 
designing the next generation of spherical tokamaks, HPC facilities will be important 
particularly in solving the gyro-kinetics used to predict the plasma turbulence and 
plasma confinement time.

4. High-temperature superconductors

Bednorz and Müller discovered high-temperature superconductors (HTSs) back 
in 1986 [15]. The theory remains uncertain. The important fact is that by 2010 it was 
possible to buy kilometer lengths of HTS tape just 0.1 mm thick and 12 mm wide. 
Under the optimized manufacturing conditions, now readily achieved by commercial 
suppliers, YBa2Cu3O7 (YBCO) has a superconducting critical temperature of ~90 K. 
State-of-the-art commercial tapes are now exhibiting engineering critical current 
densities >1000 A/mm2 at 20 K and 20 Tesla field applied perpendicular to the tape 
which is the lowest performance configuration [16].

In 2015, Tokamak Energy demonstrated a simple 25 cm radius HTS tokamak oper-
ating continuously for 29 hours under a live demonstration during the Royal Society 
Summer Exhibition as illustrated in Figure 6.

The more difficult task was to create the HTS coils needed for an operational 
tokamak. A key problem is quench protection when any defect or heating anomaly 

Figure 5. 
The ST40 tokamak in May 2019 when the milestone plasma temperature of 15x106 K was achieved. On the left is 
the engineering drawing along with the reconstruction of the plasma and optical image of the plasma.
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can create a local temperature rise above the transition temperature. With an insulated 
conductor, the current has nowhere to go and so it heats up quickly. This can spread to 
nearby superconductors and so the magnet quenches and could be destroyed. The prob-
lem can be avoided by removing any insulation between the tapes. The current from 
any localized normal region of tape can then spread over to neighboring tapes and any 

Figure 7. 
The DEMO2 magnet constructed at Tokamak Energy [17]. The coil has a bore of 300 mm and contains six 
modular “pancake” coils wound with 738-m of 12-mm-wide tapes with variable inter-turn resistance between 
tapes and reached 10 Tesla. Inset is shown the RACOON code predictions of the coil temperature compared with 
the measurements during a quench at the vertical line position.

Figure 6. 
The high-temperature superconducting tokamak ST25HTS in operation after for 29 hours.
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quench is avoided, but then the time constant for energizing the coil becomes impracti-
cally long. In research in the David Hawksworth HTS Magnet Laboratory at Tokamak 
Energy, a middle way of partial insulation has been developed with a precise inter-turn 
resistance between each tape layer to allow current transfer but avoid the time-constant 
problems. Figure 7 shows “Demo2”, a stack of six REBCO non-insulated pancakes 
with a diameter of 300 mm. Cooled to 20 K it is able to take a current of 3000 A and 
produce a peak field of over 10 Tesla. The magnet proved difficult to quench. It could be 
quenched by turning off the current, but the stored energy was dissipated within the 
magnet in the inter-turn resistance, and there was no system degradation [18].

Under construction at Tokamak Energy is a demonstration tokamak “Demo4” 
designed to operate at fields in the region of 20 Tesla with a full set of partially 
insulated HTS toroidal field coils.

5. Shield design explored using “tally tagging”

Figure 8 illustrates a well-known challenge of spherical tokamaks. For a given 
central HTS core radius Rcore, (blue) and necessary vacuum gap (white) between the 
plasma (yellow) and the outer shield surface (brown), the available shield thickness 
drops rapidly with aspect ratio A. The HTS coils need to be actively cooled to around 
20 K to remove the heat deposited from the incoming neutron and gamma irradiation. 
Also, the performance of the HTS material can be degraded by radiation.

A related dependence was shown by the open purple squares in Figure 1 as a 
function of major radius for constant aspect ratio A = 1.8. Figure 1 illustrates the bal-
ance that tokamak design must take between the HTS design constraints limiting the 
fields possible with a given core radius, the physics constraints of fusion power, wall 
heat load, the neutronics constraints of heat deposition into the HTS core, radiation 
damage limitation, and limiting the engineering stresses to acceptable levels. Most of 
these improve with larger major radius, but not all. The stored energy of the plasma 
increases as the cube of the size, but the surface area as the square, so that the energy 

Figure 8. 
The increase of shield thickness T with aspect ratio A for tokamaks of fixed major radius R0 = 1400 mm (red line) 
and fixed HTS core radius Rcore = 250 mm (blue).
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per surface area increases with size [19]. This makes plasma disruptions, where some 
instability makes the plasma touch the wall and release its energy, a serious problem 
with large tokamaks and less serious with more compact tokamaks.

The main disadvantages of large size are cost and construction time, which did 
not appear in Figure 1. In practice, deciding the optimal size of a spherical tokamak 
power plant will be an optimization including these as well as outputs from plasma 
physics, HTS core construction, neutronics calculations, heat flow calculations, and 
structural engineering constraints.

The fusion power plants envisaged to use the D-T reaction when a deu-
terium and tritium ions collide to produce an alpha particle and a neutron 
2D + 3T = 4He + n + 17.6 MeV. The helium alphas, being charged, tend to stay within 
the plasma and sustain its temperature. The neutrons, with 14.1 MeV energy, interact 
little with the plasma and escape to the inner and outer shields where their energy can 
be used to generate electricity and also to replenish the tritium ions by reactions with 
lithium in “blanket” layers within the shields. There are fewer size limitations to the 
outer shield, so this discussion will center on the optimization of the inner shield.

14.1 MeV neutrons are not easy to shield. They can be slowed down by multiple 
elastic collisions, moderation, or more quickly by inelastic (e.g. n, gamma) collisions. 
The moderation method is only practical for hydrogen moderators as the average 
value of the decrease in the natural logarithm of the neutron energy per collision is 
unity for natural hydrogen, but only 0.158 for carbon. The shield studies made for 
the Costley system code [3] results of Figure 1 supposed a layered shield with thick 
layers of cemented tungsten carbide and thinner layers of water. The fast neutron 
flux through such a shield is shown in Figure 9 taken from [20]. The half-attenuation 

Figure 9. 
The attenuation of fast neutrons (E > 0.1 MeV) though a layered shield of tungsten carbide (including with a 
tungsten boride inner layer) with intervening water channels for coolant and neutron moderation. The inset shows 
a vertical section [20].
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shield distance is 53 mm. This relatively poor attenuation is possibly because of the 
relatively high atomic fractions of carbon and oxygen which give little attenuation to 
either neutrons or gammas.

Water coolant is now seen to have serious problems in a fusion power plant. The 
activation of 16O to 16N which decays with a 7.1-s half-life is one issue, and another is 
the desire for heat production at higher temperatures where the water vapor pressure 
becomes serious. Helium gas cooling has none of these problems.

Monolithic shields with varying fractions of tungsten and boron were examined 
[21, 22] and shown to give half-attenuation coefficients as low as 40 mm as seen in 
Figure 10. The neutron cross sections of tungsten and boron are shown as a func-
tion of energy in Figure 11. Tungsten is a key element as its neutron cross section 
has significant inelastic neutron (n, 2n) and (n, n’ gamma) reactions around the 1 to 
10 MeV energies which reduce the 14.1 MeV neutrons to around 0.1 MeV energy. The 
10B isotope has an absorption cross section which rises inversely with neutron velocity 
giving a highly significant absorption below 0.1 MeV, not far above the energies where 
they are captured by 10B which makes up around 20% of natural boron. The principal 
reactions occurring in a tungsten boride shield are illustrated in Figure 12. Let us 
consider each of the numbered processes.

Elastic scattering (i) of neutrons. Tungsten makes a good reflector as its cross 
section of ~3 barns of elastic cross section per atom at 14 MeV and its high mass 
compared to a neutron ensures little recoil energy. Most neutrons are not reflected but 
continue forward with slightly reduced energy. Moderation (ii) occurs when incident 
neutrons collide with lighter atoms, like boron. The collisions exchange, or moderate, 
the neutron energy, therby reducing the transmitted power. The best moderator is 

Figure 10. 
The attenuation of neutrons though monolithic shields at 1400 mm major radii of boron carbides of varying 
composition, including a cemented borocarbide, pure tungsten, and tungsten carbide.
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Figure 12. 
Some of the processes involved in a tungsten boride shield protecting a high-temperature superconducting core 
from fusion neutrons generated by a plasma. Tungsten atoms are large, while boron atoms are small. Protons are 
red, neutrons green, electrons blue, and gammas violet. Fusion is fueled continuously by injecting tritium ions 
usually by pellet injection. These hit deuterium ions to produce helium ions and fast neutrons. The six scattering 
processes indicated are discussed in the text.

Figure 11. 
The neutron cross sections for tungsten (left) and for boron (right). For tungsten, the total (black), elastic (green, 
dashed), inelastic (red, dash-dot), (n,2n) (blue, dotted), and (n, gamma) (yellow) cross sections are shown. For 
boron, the minority (20%) 10B isotope (black) and the majority 11B isotope cross section (blue dashed) are shown. 
Below 10 keV, the 10B cross section follows an inverse velocity increase with decreasing neutron energy as show in 
the curve labeled 10Babs. The cross sections are from the Brookhaven National Nuclear Data Centre [23].
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hydrogen since its mass is almost the same as the neutron and the maximum energy 
is lost on collision. Inelastic (n,2n) (iii) reactions produce a different isotope of the 
same element. A typical reaction would be 183W + n = 182W + 2n + γ, which is highly 
beneficial transforming each high energy neutron into two lower-energy neutrons of 
a few MeV which are easier to shield.

Inelastic (n, n’ gamma) neutron scattering (iv) means that the incident neutron 
forms a new compound nucleus which quickly decays to release the neutron with an 
appreciably lower energy and with the emission of the excess energy in the form of 
a gamma. These gammas must then be shielded. (n, gamma) capture (v) is common 
at lower neutron energies. The neutron is absorbed to form a tungsten isotope with 
one higher atomic weight with the emission of gammas of significant energy (vi). 
The lower-energy neutrons produced by moderation or inelastic scattering become 
increasingly likely to be absorbed by isotopes such as 10B with a high neutron absorp-
tion cross section. Gammas are shielded by scattering from electrons in the shield 
atoms and thus need high atomic number (number of electrons per atom) and high 
number density (atoms/m3). Tungsten is a comparatively good element for a gamma 
shield, while boron is not.

More detailed information on the shield scattering process may be found by using 
the “tally tagging” feature of the MCNP code [24]. Fluence or energy deposition 
tallies generally total up all particles from all sources, reactions, atoms, and isotopes. 
Using tally tagging, the results can be broken down into any chosen set of these 
options. In order to limit the output file length, it is usually best to ask specific ques-
tions: “Did a neutron start in the plasma and survive all the way through the shield?” 
“Did a photon heating the HTS core get born in the core itself, or did it get born in 
the shield?” Each output contains a tally code of form CCCCCZZAAA.RRRRR where 
CCCCC optionally represents the origin tally cell number, ZZ the atom number, AAA 
the isotope number, and RRRRR the reaction type.

Another important refinement in fluence tallies is to separate them according to 
the angle the particle path makes with the normal to the tally surface. In the following 
examples, the angles were divided into six ranges 0o to 30o, 30o to 60o, 60o to 90o, 90o 
to 120o, 120o to 150o, and 150o to 180o. These subtend different solid angles, so these 
need to be corrected to give fluences per steradian.

Some results answering the question of where the neutrons originate from are given 
in Figure 13 which shows the fluences at angles <300 to the shield layers. The tally tag-
ging distinguishes the tally volumes where each neutron originated. The red triangles 
show those neutrons originating in the plasma, although some elastic moderation will 
have occurred. The direct neutron energy spectrum at 100 mm into the shield shown 
inset in red at the bottom left of Figure 13 shows that this is a minor effect with elastic 
moderation caused by the tungsten and boron atoms giving the rapid half-attenuations 
of 0.24 and 0.8 MeV, respectively. The corresponding indirect neutron spectrum 
shown inset in blue at the bottom left of Figure 13 is from the tungsten (n, gamma) 
and (n, n’ gamma) reactions and is very broad and centered around 0.2 MeV. The 
corresponding gamma rays are seen to have a less broad distribution with some peaks 
centered around 1 MeV. The tally tagging feature can also identify the origin of the 
indirect fluence in more detail. It shows that most of the indirect neutrons come back 
from tungsten atoms further into the shield. The indirect gammas came equally from 
tungsten and boron atoms within a few centimeters of the fluence position.
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An illustration of the energy dependence of the neutrons as they pass through a 
W2B5 shield is given in Figure 14. Neutrons incident on the shield make up a “pool” 
of 14 MeV neutrons which extends with decreasing fluence through the shield. At 
any shield position, a fraction “falls down the waterfall” to energies around 0.2 MeV. 
At the base of the “waterfall,” the neutrons lose further energy by moderation down 
a gently sloping riverbed. In W2B5 as their energy reaches 0.001 MeV energies, they 
soon become almost completely absorbed by 10B as in a porous sandy riverbed.

A simple model of the W2B5 shield is that the fluence of direct neutrons of around 
14 MeV energy exists across the shield with around 30-mm half-attenuation distance. 
Inelastic (n, n’ gamma) reactions lower the neutron energy to around 0.2 MeV, but 
the resulting gamma rays are attenuated in only a few centimeters. Further modera-
tion reduces the neutron energy to the level where they are absorbed by 10B. In a pure 
tungsten shield, the waterfall from 14 to 0.2 MeV is again present, but there is no 10B 
absorption, so once again low-energy neutrons build up steadily through the shield 
leading to an ever-increasing pool of low-energy neutrons.

W2B5 is exceptional in that its 10B absorption removes most neutrons within a 
localized region of the shield so that the energy spectrum is almost identical through 
the bulk of the shield.

The HTS core of a tokamak power plant needs to be kept at temperatures of order 
20 K. The heat deposition into the core determines the cryogenic power necessary 
to maintain this low temperature. The power deposition is also a determinant of the 
HTS radiation damage. The neutron and gamma power depositions into the core have 
been evaluated previously, but here the tally tagging option of MCNP has been used 
to investigate the processes by which this heat arrives at the HTS material. Figure 15 
shows the neutron and gamma contributions to the heat deposition into a fully cooled 

Figure 13. 
The attenuation of fluence through a W2B5 shield for neutrons created in the plasma (red direct) and neutrons 
and gammas created inelastically in the shield (blue). There are no direct gammas. Inset are shown the energy 
spectrum of the direct neutrons (red upper right) and the indirect neutrons and gammas (blue lower left).
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Figure 15. 
The origins of the heat deposition into the cooled core of the tokamak including the inconel sleeve, HTS coils, 
copper cladding, and stainless inner vacuum vessel and shield layers as shown inset at the top of the figure. The 
major gamma component arises from the core components with the shield component decreasing rapidly. The 
neutron component is dominated by the direct contribution from the plasma itself and the outer wall reflector.

Figure 14. 
An illustration of the energy dependence of the neutrons passing through A W2B5 shield. Neutrons incident on the 
shield come from a “pool” at 14 MeV. This pool decreases in width through the shield as (n, n’ gamma) inelastic 
reactions produces an energy “waterfall” reducing the neutron energy to around 0.2 MeV. At the bottom of the 
waterfall, moderation reduces the energy gradually (the rocky riverbed) until energies are almost wholly absorbed 
by 10B (the sandy riverbed). The gammas produced by the inelastic scattering are absorbed in a few centimeters so 
that the diagram is valid throughout the bulk of the shield.
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core region which includes the central inconel sleeve, the copper cladding surrounding 
the HTS, and the 316 L stainless inner vacuum vessel. It was established that the total 
HTS gamma heating was some four times larger than the total neutron heating [21]. It 
is clear from the figure that the largest gamma contributions arise around the HTS tape 
layers and the surrounding materials, copper cladding, and the inner vacuum vessel. 
Contributions from the shield layers are around an order of magnitude less and fall of 
rapidly into the shield. Direct gammas from the plasma and outer wall are very low.

In contrast, the major contribution to the neutron heat deposition is from the 
plasma itself out at 1400 mm radius (way off the scale of the figure!). As described 
earlier at each shield layer, some of these neutrons are inelastically scattered to give 
much lower-energy neutrons which are soon absorbed, and gammas which are rapidly 
attenuated within the shield. Some 14 MeV neutrons do persist all through the shield 
and provide the bulk of the heat deposition. Neutrons inelastically scattered by the 
HTS core volume, and the shield give contributions which are significant but around 
an order of magnitude lower.

Again, the tally tagging feature of MCNP can be used to explore in more detail the 
elements, isotopes, and reactions which give rise to the heat deposition. Figure 16  
shows the neutron (left) and gamma (right) contributions to the heat deposition 
in the actual HTS materials within the core (excluding heat into the cold inconel 
center rod and the 316 L stainless steel inner pressure vessel included in Figure 16). 
The figure shows that the direct neutron energy deposition is still dominated by the 
“direct” contributions, principally from neutrons generated within the plasma itself, 
but also from neutrons scattered from the tungsten and water reflector layers beyond 
the plasma. The next highest contribution is around 20 times lower and come from n 
(n’, gamma) interactions in the HTS material itself. In contrast, the principal gamma 
heating arises from (n, gamma), (n, n’ gamma), (n,2n), and fluorescence reactions. 

Figure 16. 
The originating positions and reactions responsible for the neutron energy deposition into the HTS core volumes 
of a spherical tokamak power plant. The colored upper band and labels record the various tally volumes 
contributing to the energy deposition. The different symbols record the reaction method. “Direct” refers to neutrons 
originating in the plasma core itself, most from the plasma, some from the outer reflector, both off the scale of the 
neutron graph.
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These tend to be largest close to and fall off quite rapidly into the shield layers. Direct 
gamma heating is negligible.

The effects of these results on radiation damage are clear. Fast neutron damage 
will arise from the 14-MeV neutron fluence component which penetrates the shield. 
Gamma damage in contrast can be identified as coming from (n, n’ gamma) reactions 
in 63Cu from the heat-sink material surrounding the HTS tapes and from 56Fe and 58Ni 
in the Hastalloy of the HTS tapes. (n, gamma) reactions from 184W and 182W in the 
shield are significant but reduce rapidly into the shield.

6. Conclusions

Spherical tokamaks with HTS magnets are one of few options for safe, abundant 
energy on a small footprint. This chapter addresses a key issue: finding a material that 
can shield the HTS core while maintaining small major radius and low aspect ratio. It 
explores the operational performance of tungsten boride tokamak shields particularly 
using the tally tagging option of MCNP to detail the locations, atoms, and reactions 
contributing to neutron and gamma fluence and energy depositions. These studies 
have revealed that the W2B5 shield operation is dominated by the slightly moderated 
near 14 MeV neutrons produced in the plasma. At all positions well within the shield, 
this fluence of neutrons is attenuated by inelastic (n, n’ gamma) reactions to produce 
lower-energy neutrons which can be absorbed by 10B and gammas which are absorbed 
by tungsten in a few centimeters. Our HPC capability has been instrumental in our 
design process. It will be increasingly used in our quest for faster fusion.
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Chapter 6

Some Research Method about
Superconducting Magnet Systems
of TOKAMAK
Jian Rong

Abstract

The superconducting magnet operates in conditions of complex electromagnetics,
which could cause hysteresis loss and coupling losses, the so-called AC losses. In this
chapter, the AC losses calculation of superconductor will be discussed in detail.
Usually, the superconducting magnets are wound by superconducting coils, which are
twisted by superconducting wires. The length of superconducting wires is hundreds of
meters, while the length of coils is millions of meters; thus, joints are needed to join
the coils. The design of different patterns of joints, such as twin-box joint, butt joint,
and petal overlap joint, will be introduced in detail. Joule heat and AC losses in the
joint may cause locality quench, and if the design stability margin of the magnet could
not cover the joule heat and losses, the locality quench will cause global quench of the
magnet. The temperature rise caused by joule heat and AC losses will be discussed in
detail. Furthermore, the magnetic Lorentz force and mechanical displacement could
cause locality quench, which may cause a global quench, once the coolant could not
take away the heating pulse. The simulation of the stability and quench behavior of
the superconducting cable-in-conduit conductor will be introduced in detail.

Keywords: AC losses, hysteresis loss, coupling losses, superconducting joint, current
sharing temperature, temperature margin, minimum quench energy, hotspot
temperature

1. Introduction

The TOKAMAK (toroidal, kamera, magnet, kotushka) is a typical magnetic con-
finement fusion device, which uses a powerful magnetic field to confine plasma in the
shape of a torus. Long-time plasma confinement is needed for commercial electricity
of tokamak, the superconducting magnet system could provide a long-time stable
confinement field for the plasma of tokamak, and the plasma could operate a long
time stably. Thus, the superconductivity is considered one of the key technologies to
reach commercial electricity for tokamak.

There are two key components (superconducting CICC (cable-in-conduit conduc-
tor) and superconducting joints) in the superconducting magnet system.
Superconducting CICC design refers to twist pattern, superconducting filament,
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operation current, cooling helium, inlet temperature, external copper, and so on,
while superconducting joint design refers to the design, manufacture, and resistance,
as shown in Figure 1. In this chapter, this factor of the CICC and joint design will be
introduced in detail.

In the complex varying electromagnetic environment, the changing magnetic field
could produce AC losses (include hysteresis loss and coupling losses) in the
superconducting conductor and joints, which could cause a quench. The coupling
losses are affected by the twisted pattern of the conductor, while the superconducting
filament decides the hysteresis loss. AC losses and joint resistance will cause a tem-
perature rise, which reduces the temperature margin, the cooling helium and inlet
temperature decide the minimum quench energy, and the hotspot temperature is
decided by the external copper. In this chapter, AC losses, current sharing tempera-
ture, and joint resistance calculation method will be introduced in detail, taking ITER
TF (Toroidal Field) main busbar as an example, and its quench and stability behavior
in 15 MA plasma current scenario will be discussed, which includes the temperature
rise caused by AC loss and joint resistance, minimum quench energy, hotspot tem-
perature. And a joint development design is introduced in detail, hoping that this
chapter will help reader know how to study superconducting magnet system.

2. AC losses calculation of the ITER TF main busbar

A feeder system is used to supply the electrical power, cryogens, and control
system interfaces outside the cryostat through a warm-cold barrier to the ITER mag-
nets. Each feeder consists of control cubicles, Dry Box (DB), Coil Terminal Box
(CTB), Pressure Release Valve Rack (PRVR), S-Bend Box (SBB), Cryostat Feed
Through (CFT), and In-Cryostat Feeder (ICF) [1], as shown in Figure 2. The main
busbar of the TF feeder is a kind of typical superconducting CICC, which employs 900
Ni-plated NbTi strands and 522 Ni-plated copper strands, and the pattern of the main

Figure 1.
The chapter structure diagram.
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busbar conductor is (2SC + 1Cu) � 3 � 5 � (5 + C0) � (6 + C1), where C0 is 3 � 4Cu,
and C1 is (1 + 6 + 12 + 18 + 24)Cu, and the sub-cables show petal structure without
wraps. The complex changing complex electric-magnetic causes AC losses in the main
busbar conductor. In this section, the AC losses calculation of the main busbar will be
introduced in detail.

2.1 The hysteresis loss calculation of ITER main busbar

In the varying magnetic field, the moving flux will deposit the magnetic energy in
the superconductor so-called hysteresis loss. Because there is flux pinning in the
superconductor, the flux overcomes the pinning potential energy and surface poten-
tial barrier and does work, thus the hysteresis loss is produced. There are following
four main kinds of calculation methods of hysteresis loss [3]:

a. In the varying magnetic field, there is an induced current in the
superconductor, the hysteresis loss could be calculated by calculation of energy
flowing into and out of the superconductor, and the hysteresis loss equals the
integration of the Poynting vector (S = E � H) on the field loop, where the
electrical field could be calculated by Maxwell’s equation of ∇ � E = �dB/dt.

b. The hysteresis loss could be calculated by integrating the point multiplication of
current density and electrical field (J�E).

c. The hysteresis loss could be calculated by integrating the magnetizing curve
(Q = M(H)dH) in the varying magnetic field.

d. The hysteresis loss per unit volume equals the work of Lorentz force
(SP = (J � E)�v), where the v is the velocity of movement of the flux.

In the superconducting strands, the pattern of superconductor is twisted
superconducting filaments, then the second method is chosen to calculate the
hysteresis loss of superconductor. The superconductor is equivalent into a cylinder,
and the Bean’s critical state model is used in hysteresis loss calculation [4, 5], in which

Figure 2.
The feeder system of the TF magnet of the ITER [2].
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the field flux penetrates the superconductor fully, and the current density is critical
current density of superconductor. According to classical electromagnet theory,
hysteresis loss per unit volume equals the product of electrical field and critical
current density (Jc�E). In the condition that the background field flux penetrates the
superconductor fully, the field direction is perpendicular to the axis of the cylindrical
superconductor, and the electrical field direction is parallel to Z-axis, as shown in

Figure 3, Hθ and Hr stand for the component in the direction of θ
!
and r! of magnet

field intensity, respectively.
According to Maxwell’s equation, the following equation could be given [6]:

∇� E
! ¼ �μ0

∂H
!

∂t
¼

er! eθ! ez!
∂

∂r
1
r
∂

∂θ

∂

∂z
0 0 Ez

���������

���������
!

1
r
∂Ez

∂θ
¼ �μ0

∂Hr

∂t
∂Ez

∂r
¼ �μ0

∂Hθ

∂t

(1)

Where Ez equals E
!���
���, is the component of E

!
in the Z-axis direction. OnceHr and Hθ

are replaced by H, the Eq. (1) could be turned into the following equation:

1
r
∂Ez

∂θ
¼ �μ0

∂H
∂t

sinθ

∂Ez

∂r
¼ �μ0

∂H
∂t

cosθ
: (2)

Solve the Eq. (2), the following equation could be given:

Ez ¼ μ0
dH
dt

rcosθ ¼ dB
dt

rcosθ, (3)

Figure 3.
The flux penetrates the cylindrical superconductor in the varying magnetic field, where v is the velocity of the flux
moving into and out of the superconductor.
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Then the hysteresis loss per unit length could be got in a polar coordinates
system:

P ¼
ð

S
J
! � E

!
dS ¼ 4

ðdf
2

0
Jc
dB
dt

r2cosθdrdθ ¼ 1
6
Jc
dB
dt

d3f : (4)

Then the hysteresis loss per unit volume is given as the following (W/m3):

P ¼ 2
3π

dB
dt

Jcdf (5)

Then the hysteresis loss of superconducting CICC per unit length is carried out by
the following equation (only the loss when the magnetic field is perpendicular to the
axis of a superconductor is considered) (W/m):

Ph ¼ 2
3π

dB
dt

JcdfAsc, (6)

Where Jc is the critical current density of the superconductor, df is the effective
diameter of the superconducting filament, Asc is the total area of the superconductor,
and dB/dt is the variation of the magnetic field. The effective diameter of a
superconducting filament is affected by the connection between filaments, and the
effective diameter is determined by experiment only, the effective diameter of a
superconducting filament equals the average diameter of the filament during hyster-
esis loss calculation.

There are superconductors and normal conductors in the CICC, and because of
hysteresis loss, it is represented that there is small resistance in the CICC, thus there
is a small current in the normal conductor. Therefore, if the critical current density
of the CICC is higher than Jc, then the hysteresis loss is given as the following
Eq. (W/m):

Ph ¼ 2
3π

Jc 1þ I
JcAsc

� �2
 !

dfAsc
dB
dt

, (7)

Where I is the current of the superconducting CICC.
The critical current density of NbTi superconductor is calibrated as the function of

temperature and background field by Bottura fie [7, 8], shown as the following
function:

Jc B,Tð Þ ¼ C0

B
bð Þ0:8 1� bð Þ1:2 1� t1:7

� �2:61
Jcre

b ¼ B
Bc20 1� t1:7ð Þ

t ¼ T
Tc0

, (8)

Where C0 is the normalization constant of 43.125 T of NbTi, Bc20 is the upper
critical magnetic field flux density with the temperature of 0 K, Tc0 is the critical
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temperature with the magnetic field of B = 0, and Jcre is the normalized value of
critical current density at field 5.0 T and temperature 4.2 K (2800 A/mm2) in the
condition of NbTi superconductor.

The parameters of TF main busbar CICC of ITER are listed in Table 1, the diameter
of the superconducting filaments is 8 μm, and the total cross-sectional area of the
superconductor is 111.2 mm2. In the reference scenario of 15 MA plasma current, the
maximummagnetic field of the main busbar is 1.887 T and the minimum is 0.045 T, and
the maximum variation of the magnetic field is 0.18 T/s. According to Eq. (7), the
hysteresis loss is carried out, and the maximum value is 0.185 W/m. There is induced

Parameters Value Unit

Current I 68 kA

Ratio of Cu to no-Cu of the strand λ 2.35 mm2

Radius of copper core zone of strand rc 0.175 mm

Radius of filamentary zone of strand rf 0.313 mm

Radius of copper shell zone of strand rms 0.363 mm

Radius of the strand R0 0.365 mm

The diameter of the superconducting filament df 8 μm

Thickness of Nickel plating eb 2 μm

Residual Resistivity Ratio of Ni and copper RRR 100

Cable twist pitch: (strand) p0 15 mm

1st p1 45 mm

2nd p2 85 mm

3rd p3 145 mm

4th p4 250 mm

5th p5 450 mm

Number of superconducting strands NSC 900

Number of copper strands NCu 522

Diameter of Copper-core C1 r5 17.73 mm

Inner conduit diameter R5 41.0 mm

Stainless steel conduit thickness 2.0 mm

Superconducting cross section ASC 111.2 mm2

Copper cross section ACu 671.0 mm2

The bundle helium cross section AHe 416.32 mm2

The central helium cross section Acen 49.38 mm2

C1 void fraction ϑC1 20.0 %

Bundle void fraction ϑbundle 38.78 %

Total void fraction of the conductor ϑbusbar 35.2 %

Table 1.
Properties of the TF main busbar of ITER [9–11].
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current in the copper strands and copper matrix, and the flowing induced current causes
coupling losses in the main busbar, which will be discussed in detail in the next section.

2.2 The coupling losses calculation of the ITER TF main busbar

In the superconducting CICC, there are normal conductor strands, a normal con-
ductor matrix, and high-resistance plating, in which the induced current flowing
causes the coupling losses. During coupling losses calculation, the superconducting
strand is treated as a homogeneous mixture, and the magnetic field is assumed uni-
form distribution in the superconducting strands [7].

In the varying magnetic field, there is a coupling current in the matrix, because of
the twist of superconducting filament, and the twist pitch is much longer than the
diameter of superconducting filaments, the direction of the coupling current is paral-
lel to the background field, and is different to the normal eddy current, as shown in
Figure 4.

As shown in Figure 4, the total area surrounded by twisted superconducting
filament in the Y-Z plane is given by following equation:

S zð Þ ¼
ðz
0
Rf cos

2πx
p

� �
dx ¼ p

2π
Rf sin

2πz
p

� �
: (9)

Figure 4.
The induced current in the superconducting filament and the area surrounded by the superconducting filament.
(a) the induced current of the superconducting filament. (b) the area surrounded by the superconducting filament.
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The induced electromotive force surrounded by C circuit in the Z direction, as
shown in Figure 4, is given by following equation:

V zð Þ ¼ �d∅
dt

¼ �S
dBi

dt
¼ �p

2π
Rf sin

2πz
p

� �
dBi

dt
, (10)

Where p is the twist pitch of the superconducting filament, Rf is the radius of the
twist zone, and the dBi/dt is the variation of the background magnetic field. Similarly,
the induced electromotive force of X-direction in the cross section of superconducting
filament could be determined by the following equation:

V xð Þ ¼ �p
2π

x
dBi

dt
: (11)

Then the average induced electric field strength is given by following equation:

Ex
�! ¼ �p

2π
dBi

dt
: (12)

Then the transverse induced current density is given by following equation:

Jx ¼
�p
2πρt

dBi

dt
: (13)

Thus the transverse induced electric field strength is calculated by following
equation:

Ex ¼ Jxρt ¼
�p
2π

dBi

dt
, (14)

Where ρt is the transverse resistivity of the superconducting filament zone, and it
is assumed that e is the thickness of the high resistivity layer around the
superconducting filaments. The induced electrical field induces a current, whose
direction is parallel to the induced electrical field, the current has an azimuth angle,
and flows through a matrix. If e≪Rf , the current density in an angular direction, as
shown in Figure 4, is:

Jφ ¼ �p
2πρn

dBi

dt
sin φð Þ, (15)

Where the ρn is the resistivity of the matrix out of the superconducting filaments
zone, and φ is the angle between the axis of superconducting filaments and the
background field shown in Figure 4.

The current density in the surface of superconducting filaments could be given by
the correct balance current of transverse and angular induced currents:

Jx ¼
p
2π

� � 1
ρt
þ e
Rfρn

 !
dBi

dt
sin φð Þ: (16)

The coupling losses caused by the induced current flowing in the matrix of the
superconducting strand is Pc ¼ JxEx, generally, the angular φ equals to π=2, therefore,
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the coupling losses of superconducting filaments zone are calculated by the following
equation:

Pc ¼ p
2π

1
ρt
þ e
Rfρn

 !
dBi

dt
�p
2π

dBi

dt

� �
¼ 1

ρt
þ e
Rfρn

 !
p
2π

� �2 dBi

dt

� �2

: (17)

A physical parameter that the coupling time constant of superconducting filament
zone is defined:

τ ¼ μ0
2

1
ρt
þ e
Rfρn

 !
p
2π

� �2
: (18)

Because e≪Rf , then relative 1=ρt, e=Rfρn could be ignored, then the coupling time
constant and coupling losses are shown by following equation:

τ ¼ μ0
2ρt

p
2π

� �2
, (19)

Pc ¼ 2τ
μ0

dBi

dt

� �2

: (20)

And the coupling losses per unit length superconducting conductor are shown by
following equation:

Pc ¼ 2τ
μ0

dB
dt

� �2

1þ λð ÞAsc, (21)

Where λ is the ratio of matrix and superconductor.
Generally, the superconducting strands are the composite structure of the normal

conductor matrix and superconductor, the superconducting filaments twists in the
strands immerse in the matrix. The superconducting strands consist of a normal
conductor matrix, superconducting filament, a high resistivity layer, and a sheath
around the strands, in which the superconducting filaments distribute evenly. The
cross sections of superconducting strands are shown in Figure 5, and the cross-section

Figure 5.
(a) The cross section of NbTi strand of ITER main busbar [9], (b) the cross section of Nb3Sn strand of ITER TF
coils (OST) [10], (c) the cross section of Bi-2212 round wire [12].
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strand is divided into the core zone, superconducting filamentary zone, the matrix
shell zone, high-resistivity layer, and sheath of the strands.

The cross section of superconducting strands is equivalent to several concentric
circles during coupling losses of the strand calculation, the total coupling time con-
stant of the strand is the sum of the time constant of all zones, as shown in the
following equation:

τ0 ¼ τc þ τf þ τmf þ τb þ τms þ τe, (22)

Where τ0, τc, τf , τmf , τb, τms, and τe are the total time constant of the total strand,
the time constant of the core zone, filamentary zone, filamentary shell zone, high
resistivity layer, sheath of the strands, and the eddy current, respectively. According
to Eq. (19), the time constant of each zone is given as follows [7, 13]:

a. The time constant of core zone:

τc ¼ μ0
2ρmc

p
2π

� �2 r2c
r2ms

, (23)

b. The time constant of filamentary zone:

τf ¼ μ0
2ρtf

p
2π

� �2 r2f � r2c
r2ms

, (24)

c. The time constant of filamentary shell zone:

τmf ¼ μ0
2ρmf

p
2π

� �2 r2mf � r2f
r2ms

r2f þ b21r
2
mf

� �
a21, (25)

d. The time constant of high-resistivity layer:

τb ¼ μ0
2ρb

p
2π

� �2 r2f
r2mf

r2b � r2mf

r2ms
r2mf þ b22r

2
b

� �
a22, (26)

e. The time constant of the sheath:

τms ¼ μ0
2ρs

p
2π

� �2 r2mf

r2b

r2ms � r2b
r2ms

r2ms þ r2b
� �

a23, (27)

f. The time constant of the eddy current:

τe ¼ μ0
8

r2c
ρmc

þ
δ r4f � r4c
� �

r2f ρtf
þ
r4mf � r4f
r2mfρmf

þ
r4b � r4mf

r2bρb
þ r4ms � r4b

r2msρms

0
@

1
A, (28)

Where the rc, rf , rmf , rb, and rms are the radius of core zone, filamentary zone,
filamentary shell zone, high resistivity layer, and sheath of the strands, respectively; ρc,
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ρmf , ρb, and ρms are the resistivity of core zone, filamentary shell zone, high-resistivity
layer, and sheath of the strands respectively, as shown in Figure 6, and the δ is the ratio
of the superconductor in the filamentary zone. In the previous equation, a1, a2, a3, b1,
and b2 are given by the following:

a1 ¼
rf

r2f þ b1r2mf

a2 ¼
a1 1þ b1ð Þr2mf

r2mf þ b2r2b

a3 ¼ a2 1þ b2ð Þr2b
r2b þ r2ms

b1 ¼
ρb r2mf þ b2r2b
� �

þ ρmf b2r2b � r2mf

� �

ρb r2mf þ b2r2b
� �

� ρmf b2r2b � r2mf

� �

b2 ¼
ρms r2ms þ r2b
� �þ ρb r2ms � r2b

� �

ρms r2ms þ r2b
� �� ρb r2ms � r2b

� �

: (29)

ρf and ρtf are the effective resistivity and equivalent resistivity, respectively, which
are given by the following equation:

ρtf ¼
1� λð Þρm þ 1þ λð Þρf
1þ λð Þρm þ 1� λð Þρf

ρm

ρf ¼
2Rcmf

df

, (30)

Where ρm is the resistivity of the matrix in the filamentary zone, Rcmf is the contact
resistance of filament-to-matrix, and λ is the ratio of a superconductor to the matrix in
the superconducting filament zone, which is given by the following equation:

Figure 6.
The schematic layout of the cross section of the superconducting strand.
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λ ¼ Af

π r2f � r2c
� �

� Af

, (31)

Where Af is the cross-sectional area of the filamentary zone.
According to the need for cooling, support, and steady state, the magnet system of

tokamak uses a CICC, in which the conductor is multistage cabled by superconducting
and copper strands in a conduit carrying single-phase supercritical helium.

The total time constant of the conductor equals the sum of all contributions time
constant [7]:

τ ¼
XN
n¼0

τn, (32)

Where τ0 is the time constant of the superconducting strand, τn is associated with
the contribution of each cabling stage sub-cable (n≥ 1), which is calculated by fol-
lowing method:

τn ¼ μ0
2ρn

pn
2π

� �2 1
1� ϑn

, (33)

where pn, ρn, and ϑn are respectively the effective twist pitch length, the effective
resistivity, and the average void fraction of cabling stage n. The effective resistivity ρn
refers to the contact resistance and plating resistance of the contact section, then pn
and ρn are calculated by following equations:

pn ¼ pn �
rn�1

Rn�1
pn�1

ρn ¼
ρbeb

εnRn�1
þ RcontactRn�1

, (34)

where pn is the cabling twist pitch for full back twist, εn is the contact area ratio, Rn

and rn are the outer and the twist radius in stage n, respectively, which were calculated
by geometrical method [14]. and r0 and R0 were the filamentary zone radius and round
wire radius, respectively. The contact resistance Rcontact of inter-strands and inter-sub-
cables is defined with unit of Ω, where ρb and eb are the material resistivity and the
thickness of the plating, respectively. εn is the contact area ratio of each stage sub-
cables, the contact area ratio and the radius of sub-cable have following relations:

εn ¼ Rn�1

Rn
εn�1: (35)

This formula is accurate in the range of the void fraction between 28 and 40%, and
it can be known that the ratio of contact area increases as the radius of the twisted
cable decreases. In this book, Dr. Rong introduces a method to calculate the contact
area ratio by the geometrical method.

The micrograph cross section and simplified diagram of the NbTi superconducting
strands are shown in Figure 7 [15], the strand cross section is simplified into three
parts such as the copper core zone, superconducting filamentary zone, and copper
shell zone, whose radii are measured by the simplified diagram, listed in Table 1. In
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the superconducting filamentary zone of the busbar strands, there is no high resis-
tance layer around the superconducting filaments and a high resistivity layer zone,
then the radius of the filamentary shell zone equals the radius of the high resistivity
layer, which all equals the radius of the filamentary zone, meaning that rmf ¼ rb ¼ rf .
Thus, the coupling losses of filamentary shell zone and high resistivity zone equals to
0, meaning that τmf ¼ τb ¼ 0, so the time constant τ0 of the superconducting strands
consists of following four contributions,

τ0 ¼ τc þ τf þ τms þ τe, (36)

where τc, τf , and τms are the time constant of the copper core, filamentary zone,
and the copper shell zone, respectively, and τe dues to eddy current. The matrix of the
NbTi strands is copper.

τc ¼ μ0
2ρCu

p
2π

� �2 r2c
r2ms

τf ¼ μ0
2ρtf

p
2π

� �2 r2f � r2c
r2ms

τms ¼ μ0
2ρCu

p
2π

� �2 r2f
r2ms

r2ms � r2f
r2ms þ r2f

τe ¼ μ0
8ρCu

r2c þ
δ r4f � r4c
� �

r2f
þ
r4ms � r4f

r2ms

0
@

1
A

, (37)

Where ρCu is the resistivity of the copper matrix of the superconducting strand, ρtf
is the transverse resistivity in the filamentary zone, in which the contact resistance of
filament-to-matrix Rcmf is 5.5 � 10–15 Ωm2 [13]; and δ is the copper ratio of the
filamentary zone, which could be calculated by the following:

δ ¼ 1
1þ λ

, (38)

where λ is the ratio of the superconductor to the matrix in the superconducting
filament zone.

Figure 7.
The cross section and schematic layout of the superconducting strand of the ITER main busbar.
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The coupling time constant of the superconducting strand of the TF main busbar
of ITER is calculated, and the total coupling time constant of the strand is 49.08 ms, as
shown in Table 2.

The TF main busbar of ITER is wound from multiple stage sub-cables made with
cooper and superconducting strands, and there is inducing current flow between
adjacent strands and adjacent sub-cables, so there are coupling losses in sub-cables. All
strands, both superconducting and copper strands, are Ni-plated to induce AC losses
and to guarantee stable contact resistance with time. The cable pattern (strand as the
first stage) of the TF-MB is (2SC + 1Cu) � 3 � 5 � (5 + C0) � (6 + C1), where C0 is
3 � 4Cu, and C1 is (1 + 6 + 12 + 18 + 24)Cu, as shown in Figure 2. The main busbar
cable is simplified to five stages sub-cable for coupling time constant calculation, as
shown in Figure 8, Rn and rn are respectively the outer and the twist radius of the nth
stage sub-cables, which carried out by a geometric method according to Figure 8, and
r0 is the strand filamentary area radius of the superconducting strand, while R0 is the
radius of the strand.

The effective resistivity of the sub-cables refers to the thickness and resistivity of
Ni-plating and contact resistance, and the contact resistance is affected by the loading
cycles. The contact resistance inter-strands and inter-sub-cables are tested in SULTAN
[16–18] (the length of the simple is 0.5 m), where the Ni-plating petal has a peak
contact resistance, and gradually decreases to 150 nΩ at cycle 30,000, and does not
change much after 30,000 cycles. Despite the difference in applied load and conduc-
tor type, all measured conductors show inter-petal contact resistance around 150 nΩ
after 30,000 loading cycles. And the inter-strands contact resistance is around 75 nΩ
after 30,000 loading cycles. In the ITER feeder system, the main busbar is assembled
by enough loading cycles burn-in conductor, so in 15MA Plasma Current Reference
Scenario, the inter-strand contact resistance of 75 nΩ and inter-petal of 150 nΩ are
chosen during coupling time constant calculation.

The contact area ratio is the ratio between the real contact and the surface area of
the sub-cables, which is a key parameter for the coupling time constant. It is known

Zone Core Filamentary Shell Due to eddy Sum strand

τ msð Þ 6.94 38.72 3.62 1.65 � 10�4 49.08

Table 2.
The coupling time constant of the superconducting strand.

Figure 8.
The schematic view of the cabling geometry of the ITER TF main busbar.
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that the contact area ratio of sub-cables could be calculated by Eq. (35), and the
contact area ratio of the first sub-cable means that the contact area ratio between
strands, is assumed a typical value of 20% [19]. However, contact area ratios of cables
with different average void fractions are different, in the last stage sub-cable, the
contact area ratio is quite low, because the pattern of the last stage sub-cable is petal
structure, and there is wrap wrapped petals sometimes. In this chapter, a geometric
method is introduced to estimate the contact area ratios between strands and of the
last stage sub-cables, in which the contact angular thicknesses between two strands
and between two sub-cables are the same. In the first stage, the contact area ratio
could be estimated by the following equation:

ε1 ¼ lr1
lr2

, (39)

Where ε1 characterizes the area of contact between two strands, lr1 refers to the
contact line (red), and lr2 refers to the perimeter, meaning that the contact line (red)
plus un-contact line (green), as shown in Figure 9(a). In the ITER TF main busbar
conductor, the first stage sub-cable consists of three green strands, and there is an
indentation between contacted strands, as shown in Figure 9(a).

In the bundle of the main busbar, if the cross section of the strands is standard
circle, the bundle void fraction could be calculated by following equation:

ϑbundle ¼ 1� NSC þNCuð ÞR2
0π

R2
5 � R2

5

� �
π

, (40)

In the TF main busbar conductor, the calculated bundle void fraction with stan-
dard circle strand equals 44.55%, which is higher than the tested bundle void fraction
of 38.78%, meaning that the strands are extruded to deformation, and it could be
confirmed by the indentation in the untwisted strands. The indentation in the strand
and the helium flow channel between adjacent strands are assumed same, then the

Figure 9.
The diagram of contact between Bi-2212 round wires (a), the diagram of contact between last stage sub-cables
(petals) (b) for contact area ratio calculation.
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indentation depth could be calculated by the bundle void fraction induction, as shown
in Figure 9(a), the blue area is the bundle helium flow channel.

In the last stage sub-cable of the TF main busbar conductor, the conductor is
cabled by six petals, as shown in Figure 9(b). The strands between two petals contact
just like the red line of Figure 9(b), then the contact area ratio between two petals,
could be evaluated by Eq. (39). In which, lr1 refers to the contact line (red), and lr2
refers to the contact line (red) plus the un-contact line (green).

In 15MA plasma current reference scenario, the coupling time constant of the
TF main busbar is carried out by Eq. (32), the coupling time constant after 30,000
loading cycles is calculated as 253.76 ms. The time constant of the cable is tested
in SUTAN, nτ are about 160 ms after 10 cycles and 279 ms after 1000 cycles,
respectively [20].

There are AC losses in the superconducting conductor, and also AC losses present
in the superconducting joint, farther more, there is joule heating in the joint caused by
the joint resistance. The AC losses and joule heating of the joints could cause a
temperature rise in the main busbar, which reduces the temperature margin. In the
next section, a development of petals overlap joint will be discussed in detail, the joint
has lower resistance and AC losses, and small volume, which cause a lower tempera-
ture rise comparing with twin-box joint. And other improvements about the petals
overlap joint are given, such as better coolant channels, more isotropous insulator
stress around the joint.

3. The petal overlap superconducting joint for ITER TF main busbar

Typically, the superconducting busbar of the TOKAMAK feeder system is
divided into several segments, which are connected by superconducting joints. In this
section, a petal overlap superconducting joint for ITER TF main busbar will be
discussed.

3.1 The design of the petal overlap superconducting joint

The current and coolant of the superconducting magnet are supplied by the
Feeder, and for the purpose of assembly and mechanical redundancy, the feeder is
divided into Coil-Terminal-Box (CTB), S-Bend-Box (SBB), Cryostat Feed-through
(CFT), and In-Cryostat Feeder (ICF) [9, 21–23]. The following are the design
requirements from ITER organization:

• The resistance of the joint should be lower than 2 nΩ at the condition of 4.5 K
temperature, none background field, and carrying 68 kA current [24].

• After temperature rise caused by AC losses and resistance, the main busbar
should have a temperature margin above 2.0 K [25, 26].

• In the joint, each strand of the cable should have ohmic contact with the copper
sole, thus the copper sole of the joint should be longer than the twist pitches of
the sub-cable contacted with it.

For lower resistance, smaller volume, and more uniform tension insulators joints,
Dr. Rong developed a petal overlap joint design, as shown in Figure 10.
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The assembly procedure of the petal overlap joint is set referring to twin-box
joint:

a. Untwist the cable, get six petals and one copper core with length of 600 mm,
and remove the nickel on the outer layer strands of petals by reverse
electroplating process, but the inner layer remained.

b. Plate a 4 μm thickness silver plating-layer on sub-cables and copper soles, coat
about 0.2 mm thickness pure indium layer on both sides of copper soles, and
clean the surface of the indium layer.

c. Put one copper core through the central hole of stainless-steel support (SSS),
and connect it with another copper core by copper strand welded.

d. Put six petals of one busbar, six copper soles, six petals of another busbar and
stainless-steel pressure plates (SSPP) into the six grooves of SSS in turn, the
length of SSS and copper is 300 mm.

e. Exert about 100 tons of pressure at room temperature (referring to twin-box
assembly) to the SSPP till about 14 days later, and SSS and SSPPs are welded
together.

In the petal overlap joint, the superfluid helium coolant flows through the
bundle void of petals and core hole without external cooling pipes. It is known
that cylinder makes insulators tension more uniform. In the complex electric-
magnetic field, there will be AC losses and joule heating in the superconducting
joint, which are important parameters, will be discussed in detail in the next
subsection.

Figure 10.
The petal overlaps joint.
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3.2 The joule heating and AC losses of petal overlap joint

Just like twin-box joint, in the resistance calculation model of petals overlap joint,
Figure 11(a) shows the current flows direction, the current is carried by
superconducting filaments only in the cable, while the copper matrix, indium layers,
silver layers, and copper soles carry the current together in the joint, thus the joint
resistance consists of copper matrix resistances, indium layer resistances, silver layer
resistances, copper sole resistances, and contact resistances. The filament-to-matrix
contact resistances could be estimated by the comparison of simulation with experi-
mental results in the Twente Press Experiment [27–30]. As shown in Figure 11(b), in
the joint resistance calculation model, the two cables were equivalent to a homoge-
neous superconductor plus an equivalent resistance layer, the equivalent resistance
layer represented the resistance of filament-to-matrix and copper matrix. Then the
joint resistance consists of two equivalent layer resistances, two copper sole resis-
tances, three indium layer resistances, and six silver layer resistances.

In the resistance simulation, because of low enough resistivity of 3.6 � 10�3 nΩm
at 4.5 K temperature and thin enough thickness of 4 μm, the resistance contribution of
silver is neglected [31], the superconductor resistivity is set at a low enough value of
1.0 � 10�6 nΩm to simulate zero resistance, as listed in Table 3. According to the
experiment of joint assembly, the thickness of indium layer is set 0.2 mm, whose
electrical conductivity is 7.46 � 1010 S/m at temperature of 4.5 K, according to Indium
Corporation, [32, 33], as listed in Table 3. The current flows from cable to cooper sole
through the outer layer strands, and the strand diameter 0.73 mm, then, the thickness
of the equivalent resistance layer is set 0.365 mm, and the resistivity of the resistance
layer is set equaling effective filament resistivity [27].

The twin-box resistance calculation model is used to verify the accuracy of the
equivalent of the model, as shown in Figure 12(a), in the joint resistance calculation
model, a 68 kA DC load is applied on one busbar cable, and grounded another cable,
the calculation resistance of the twin-box joint is 0.201 nΩ, while the test resistance
was 0.2 nΩ carried out in ASIPP. Thus, the joint resistance calculation model was
acceptable. In the petal overlap joint resistance calculation model, the petal overlap

Figure 11.
The cross section and current flow diagrams of (a) realistic joint and (b) resistance calculation model.
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joint model was applied a 68 kA DC load on the petals of one busbar cable, and
grounded the petals of another cable, as shown in Figure 12(b). The petal overlap
joint resistance was calculated at 7.76 � 10�2 nΩ.

In 15 MA reference scenario, the significant field variation only presents at the
location near the terminal joint, therefore the joint AC losses are only significant
in the terminal joints. AC losses of the joint were calculated with the following
method [34]:

Bþ τ
dB
dt

¼ Ba PAC�joint ¼ nτ
μ0

dB
dt

� �2

V, (41)

Where Ba stands for the external magnetic field, whose direction is related to the
studied contribution, while B stands for the local field. The demagnetization factor n is
1 for a slab, while 2 for a round. PAC�joint stands for AC losses of the twin-box joint, V
is the effective shielded volume, and τ stands for the time constant of induced
currents.

During the AC losses of the petal overlap joint calculation, the petal overlap joint is
equivalent to six twin-box joints, while the AC losses of SSS and SSPP are neglected
because of its high resistivity. Figure 13 shows the geometrical simplification of one

material Resistivity(nΩm) Electrical conductivity (S/m)

Silver 3.6 � 10�3 2.78 � 1011

Superconductor 1.0 � 10�6 1.0 � 1015

Equivalent resistance layer 1.7 5.88 � 108

Copper 0.18 5.56 � 109

Indium 1.34 � 10�2 7.46 � 1010

Table 3.
The resistivity of the joint calculation model.

Figure 12.
The electric potential distribution in (a) twin-box joint and (b) petal overlap joint used for joint resistance
calculation.
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twin-box joint simplified from petal overlap joint. Then the AC losses calculation
method of twin-box could be used to calculate the AC losses of petal overlap joint:

a. The field normal to the copper sole causes coupling loss and eddy current loss,
whose coupling time constant τtrans carried out by the following [35]:

τtrans ¼ μ0W
2

12ρcopper
, (42)

As shown in Figure 13, and listed in Table 4, W stands for the width of the
copper sole, whose resistivity ρcopper is listed in Table 3. The effective volume
(Vtrans) equals the volume of the copper sole plus cables.

b. The field tangent to the copper sole and normal to the cables causes coupling
loss and eddy current, whose coupling time constant τcond is carried out by the
following [35]:

τcond ¼ L1 � L2 � 2M
Rm1 � Rm2

, (43)

where L1, L2 stand for self-inductance of two cables in the joint, while M stands
for the mutual-inductance of the two cables. Rm1 and Rm2 stand for equivalent
resistance of the two cables [35]. The effective volume (Vcond) equals the volume
of half-cables.

c. The field produces the inter-cable current, which causes loss referring to the
copper sole and normal conductor of the cables. The coupling time constant τjoint
could be carried out by the following [35]:

τjoint ¼ μ0LD
12Weff Rjoint

, (44)

Figure 13.
The geometrical simplification of twin-box joint simplified by petal overlap joint.
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Where L, Weff , and D, stand for the joint length, the effective width of sub-cables
of petal overlap joint, and the distance of two sub-cables in a petal overlap joint
respectively, listed in Table 4. Rjoint stands for the resistance of one simplified twin-
box joint. The effective volume (Vjoint) is carried out by the following:

Vjoint ¼ L∙WeffD: (45)

The AC losses of the three contributions are carried out by Eq. (47) with field
variations referring to IDM_45SA69 of ITER organization, as listed in Table 5. The AC
loss of one twin-box joint simplified from the petal overlap joint is about 0.197 W, as
listed in Table 5. Then the AC loss of total petal overlap joint is 1.182 W.

Ohmic heating produced by the joint resistance and transport current was calcu-
lated by the following equation:

Pohmic ¼ RjointI2op, (46)

Geometrical parameters Units One simplified twin-box joint
in petal overlap joint

Weff mm 13

W mm 13

th mm 7.2

D mm 12

L mm 300

Vtrans mm3 0.076

Vcond mm3 0.061

Vjoint mm3 0.047

Table 4.
The geometrical parameters of petal overlap joint.

Calculation losses Units One simplified twin-box joint
in petal overlap joint

τtrans s 0.098

τcond s 0.2

τjoint s 20.49

Ptrans
a nW 7.76 � 10�3

Pcond
b W 0.18

Pjoint
c W 0.017

PAC�joint W 1.182

Pohmic
d W 0.36

Ptotal W 1.542

Table 5.
The losses of and petal overlap joint.
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where Rjoint is joint resistance, and Iop is the transport current. The Ohmic heating
is calculated at 0.36 W produced by petal overlap joint, as listed in Table 5.

The AC losses and joule heating could cause a temperature rise in the main
busbar, which could reduce the temperature margin. Then, the temperature rise
caused by petals overlap superconducting joints will be analyzed carefully in the next
subsection.

3.3 The temperature rise caused by the petal overlap joint

According to ITER requirements, the design temperature margin of the main
busbar should be above 2.5 K. The temperature margin (ΔT) reflects the ability of
removing heat of surrounding helium before the quench of the superconducting
strands [36, 37].

The THEA code is used to simulate the main busbar with petal overlap joints in 15
MA scenario. During operation, there are AC losses of busbar and joints, joule heating
of the joints, heat exchange in the joints, and the heat load from supports and HTS
(high-temperature superconductor), which cause a temperature rise, and are taken
account into the THEA model. Busbar cable AC losses (including coupling and hys-
teresis losses) have been calculated by M. Nannini (ITER organization IDM_45SA69),
whose maximum value is about 1.33W/m. In the THEA model, busbar cable AC losses
are assumed constant along the busbar, which equals the maximum value. There are
five joints in each main busbar at the locations of 0 m, 6.5 m, 12.9 m, 25.3 m, and 36 m,
respectively.

As shown in Figure 14(a), there are five temperature rises in the location of the
joints, the temperature increases along the main cable same direction with the helium
flowing, and the maximum temperature in the busbar cable with petal overlap joints
was 5.5 K, which occurred at the location of the fifth joint, this maximum temperature
was added by HTS current leader heating mainly.

The current sharing temperature (Tcs) refers to the able pattern and the
operation current, and its distributions of respective busbar did not change with
time, as shown in Figure 14(b), the current sharing temperatures were almost

Figure 14.
(a) The temperature distribution of busbar with petal overlap joints, and (b) current sharing temperature and
temperature margin distributions of busbar with petal overlap joints (*the coordinate of “location(m)” in the
figures is the location of main busbar, and 0 m is located in the end of busbar near the magnet).

96

Advances in Fusion Energy Research - From Theory to Models, Algorithms and Applications



impervious to joint heating. The temperature margin was calculated by the following
equation:

ΔT ¼ Tcs � Tmax , (47)

where Tmax is the maximum temperature at each location (as shown in Figure 14(b)
thick red lines) of the busbar cable. The lowest temperature margin of cable with petal
overlap joints was 2.85 K, which reached ITER requirements.

The effects of joints to the main busbar are analyzed carefully; however, there are
disturbances in the main busbar conductor, which could cause a nonrecoverable
quench. In the next section, the stability and quench behavior of the main busbar will
be discussed in detail.

4. Stability and quench behavior analysis of the ITER TF main busbar

In the ITER TF main busbar, there are static and AC losses in the superconducting
conductor, such as heat exchange in joint, joule heating in joint, AC losses in joint,
control losses, radiation from 80 K cooling, vacuum barrier conduction, external
support and peak AC losses in conductor, which could cause a temperature rise in the
conductor. The temperature rise could reduce the temperature margin of the
superconducting conductor, and the temperature margin should be set large enough
to guarantee the stability of the conductor after covering the static and AC losses.
During superconducting magnet operation, the superconducting conductor is
considered to quench, once the operation temperature exceeds the current sharing
temperature.

During superconducting magnets operation, the mechanical displacement,
increased local stress and local shear force could cause the local thermal deposition in
the superconductor, which could cause an unrecovery quench in the superconducting
conductor. The smallest energy that causes an unrecovery quench is called minimum
quench energy (MQE).

After quench, the current is carried by the normal conductor, and the temperature
rises, then the current is cut down, and then the temperature of the conductor rises
unceasingly because of the residual energy left in the magnet. The maximum temper-
ature is called hotspot temperature, which refers to the ratio of superconductor and
normal conductor.

In this section, the temperature margin, minimum quench energy, and hotspot
temperature of the ITER TF main busbar will be discussed in detail.

4.1 The temperature margin of the ITER TF main busbar

The TF main busbar has a copper core (C0), as shown in Figure 15. which is cooled
internally with forced flow supercritical helium at an inlet temperature of 4.5 K and
inlet pressure of 6.0 bar, and the operation current is 68 kA [2, 9, 10, 25], as listed in
Table 1, the bundle helium flows in the bundle void, while hole helium flows in the
rope void, shown in Figure 15.

The temperature margin provides a margin against uncertainties in the strand
performance (e.g., critical current, temperature) and a capacity for heat absorption in
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the surrounding helium before the strands quench [36, 37], the temperature margin
could be carried out by Eq. (47).

The temperature behavior of the busbar during 15 MA scenario is analyzed by one-
dimensional finite element numerical simulation. The following simplifying assump-
tions of Gandalf are significant for this study, as shown in Figure 16:

a. the current is uniformly distributed among the strands;

b. the disturbance is applied uniformly in the conductor cross section;

c. all copper in the cable is included as a stabilizer;

d. the two-fluid model (forced flow helium flowing in the hole and the bundle) is
used in this analysis.

As shown in Figure 16, the coupling of the model is given by heating exchanging
between the four sub-one-dimensional models, and the liquid helium fluid abides by
the law of conservation of mass (the continuity equation), the law of conservation of
energy (Bernoulli’s equation), and the law of conservation of momentum (momentum
equation) [38–40]:

Figure 15.
Schematic of the main busbar cross-sectional layout.

Figure 16.
Schematic of the one-dimensional finite element model of TF main busbar.
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Where Vb and Vh are the flow velocity of bundle and central helium respectively,
Dhb is the hydraulic diameter of the bundle helium, P is the pressure of helium, c is the
acoustic velocity of super-critical helium, Ф is the Grüneisen parameter of helium, ρ is
the density of helium, Cv is the specific heat at constant volume of helium, A, Ajk, Ab,
Ah, and AHe are the cross-sectional areas of conductor, jacket, bundle helium, central
hole helium, and the total helium, respectively, and V, ab, ah, Fb, and Fh could be
given by the following:

V ¼ abVb þ ahVh

ab ¼ Ab

AHe
ah ¼ Ah

AHe

Fb ¼ 2f b
Vb Vbj j
Dhb

Fh ¼ 2f h
Vh Vhj j
Dhh

, (49)

Where f b and f b are the coefficients of friction of bundle and central helium,
respectively.

The equation could be solved by the finite element method, time is dispersed by
the numerical approach method, while the spatial is dispersed by the Galerkin
method, and the upwind is used to simulate the flow direction of helium. In this study,
the Gandalf code is used to study the behavior of the TF main busbar in 15MA plasma
current reference scenario.

The temperature margin is simulated by THEA code. In the 15 MA reference
scenario, there AC losses, joule heating, and other losses in the main busbar, which
could disturb the stability of the busbar, and the superconducting cable must be able
to absorb them without causing a quench. In the THEA model, all losses are applied
directly into the conductor as the external linear heating input, which is a square wave
in space and time, which is assumed uniform along the conductor, as shown in
Table 6. In the 15 MA scenario, AC losses are estimated and tested in SULTAN
[15, 20, 41], which is 1.38 W/m in the plasma building phase (0–200 s), and is
neglected after 200 s. Then the external heating input of the model is shown in
Figure 17, and the following conditions are used for the model [2, 9, 10, 25]:
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a. The cable length is set 30 m for the worst case and without jumpers, the inlet
temperature is 4.5 K, inlet pressure is 6.0 bar, and the mass flow of helium is
10.5 g/s.

b. The time step is set as 1 s, and the maximum mesh sizes is 0.1 m for a stable
purpose.

c. The cross-sectional areas of bundle helium and the hole helium are 417.8 mm2

and 47.9 mm2 repectively.

Figure 17.
External heating input of Gandalf model during 15 MA scenario.

Figure 18.
Temperature behavior of the TF main busbar conductor in 15 MA reference scenario.

Parameters Value Units

Heat exchange in joint 9.3 W

Joule heating in joints 47 W

AC losses in joint 1.4 W

Control losses 3.3 W/m

Radiation from 80 K 3.3 W/m

Vacuum barrier conduction 2.73 W

External support 7.6 W

Peak AC loss in cable 1.38 W/m

Table 6.
Summary of the static and AC losses for the main busbar in 15 MA scenario.
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d. The external heat flux input (all losses included) is uniform at 3.82 W/m from 0
to 200 s, and 2.44 W/m (ac losses excluded) for the remaining times.

According to the model, in the worst case, the maximum temperature is 6.45 K at
the time of 200 s and the location of 30 m in the 15 MA scenario, as shown in Figure 18.

Temperature rise could cause a current sharing in the matrix, then there is electric
field in the superconducting cable. In the engineering application, a parameter named
the current sharing temperature is defined, the current sharing temperature equals the
temperature, which causes an electric field value of 10 μV/m. In the 15 MA scenario
with 3.0 T field, 4.5 K temperature and 68 kA operation current, the current sharing
temperature of the main busbar have been carried out by Gandalf code, which equals
7.62 K. In the Gandalf model, the magnetic field distribution in the cross section of the
cable is assumed uniform; however, the field is not uniform in the cross section of the
cable actually, then the current sharing temperature should be estimated further
exactly.

In 15 MA scenario, the self-field distribution in the main busbar cross section is
simulated by the finite element method in the COMSOL model, which is not uniform,
as shown in Figure 18.

In this study, the current sharing temperature is estimated by E-J characteristic. As
shown in Figure 19, the self-field distribution is axis-symmetrical, then the bundle
zone is divided into 220 annuluses, the difference between two adjacent annuluses is
0.05 mm. Thus, the cross-sectional area of the ith annulus is:

Asci ¼ Asc

π r2out � r2
� � π xi þ dxð Þ2 � x2i

� �
: (50)

Then the E-J characteristic could be turned into the following:

Eav ¼ Ec

Asc

XN
i

Asci
Jop

Jc Bi,Tð Þ
� �n Jcð Þ

, (51)

where Bi is the magnetic flux density of the ith annulus.
The current sharing temperature of full-size main busbar sample is tested in

SULTAN, the temperature is 4.22 K, the background field is 3.22 T, and the operation
current is 45.5 K. the tested current sharing temperature is 6.98 K, and the current
sharing temperature from Gandalf model is 7.34 K, while current sharing temperature
calculated by Eq. (51) is 7.09 K. This indicates that the method is much more accurate
than the simulated value by the Gandalf model.

Figure 19.
Distribution of self-field in the TF main busbar cross section.
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In 15 MA scenario, the operation current of the TFmain busbar is 68 kA current, and
the background field equals 1.89 T. Then the current sharing temperature of the main
busbar could be carried out by solving Eq. (51), which is 7.37 K, as shown in Table 7.

In the 15 MA scenario, the current sharing temperature is estimated by Gandalf
model, which is 7.62 K, and that is estimated by Eq. (51) at 7.37 K. Then the temper-
ature margin is estimated by Gandalf code, which is 3.12 K, and that is estimated by
Eqs. (51) and (47) at 2.87 K.

4.2 The minimum quench energy (MQE) of TF main busbar in 15 MA scenario

Transient heating disturbance may cause a quench in the superconducting cable,
then for reflecting the disturbance, a parameter called minimum quench energy
(MQE) is design. The MQE is defined as the minimum trial energy, which causes a
nonrecoverable quench. Generally, during MQE estimation, the energy pulse is a small
spatial extent (1–10 mm) and short duration (40–100 μs) applied to the conductor,
which is just sufficient to initiate a quench [42, 43].

The MQE of the TF main busbar is carried out by the one-dimensional finite
element method in the Gandalf model, the temperature in the cross section of the
conductor is assumed uniform, then a one-dimensional equation of heat conduction of
the TF main bus bar is carried out [44–46]:

A
∂

∂x
k Tð Þ ∂T

∂x

� �
þ I2opR Tð Þ þ Qext x, tð Þ � h Tð ÞPwet T � THeð Þ � AC Tð Þ ∂T

∂t
¼ 0, (52)

Where k Tð Þ is the thermal conductivity of the conductor (W/(mk)), T is the
temperature of the conductor (K), THe is the temperature of helium (K), Iop is the
operation current (A), R Tð Þ is effective resistance per unit length (Ω/m), A is the area
of superconductor and matrix (m2), Qext is the external thermal deposition (W/m),
h Tð Þ is the thermal conductivity from conductor to helium (W/(m2K)), Pwet is the wet
perimeter of the conductor, C Tð Þ is the specific heat per unit volume (J/(m3K)), and t
is the time.

In this study, the heating pulse is the linear input applied in the conductor, which
have spatial extents of 1, 3, 6, 8, and 10 mm and durations of 40, 60, 80, and 100 μs.
The MQE of the main busbar is estimated by Gandalf model, and the following shows
the input parameters of the model:

a. The initial external heating is applied in the middle of the model, and the time
extent is from 0 to heating pulse duration [45], as shown in Figure 20.

a. The time step is set as 10�6–10�2 s, and the mesh size in the heating pulse region
is set as 0.01 mm to keep a stable numerical analysis.

Operation current kA 68

Background field T 1.89

Tcs Gandalf model K 7.62

Tcs Computed from COMSOL model K 7.37

Table 7.
Current sharing temperature of main busbar used in 15 MA scenario.
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b. The total delay time equals the detective time plus the delay time of the main
busbar quench protection system, which equals 3.0 s, while the discharge time
constant equals 11.0 s.

In the condition of heating input spatial extent of 1.0 mm and duration of 40 μs,
the different heating pulse input value causes different quench behavior, as listed in
Table 8. The MQE of the TF main busbar is set as the heating input value as following,
which is 1.46 J:

MQE�Qrecovery

MQE
< 1%,

Where Qrecovery cause a recoverable quench, and MQE causes a nonrecoverable
quench.

During the MQE heating input, an instantaneous propagation quench presents,
which gives a normal length Lnor of 26 cm. Shortly after the end of the heating pulse
duration of 40 μs, the heating pulse becomes 0, the quench propagation stops, and the
quench began recovery due to helium coolant heating removing. However, the normal
length just becomes smaller but not vanish (Lnor ¼ 10:3cm at t = 20 ms), and there is
joule heating produced in the normal cable. At this time, the recovery is only partial,
and the quench will propagate unceasingly, because heating production is higher than
heating removing. At the time of 23 ms, the normal length Lnor shrinks again, and at
the time of 103 ms, the joule heating beats the enhanced cooling, and drives the
conductor toward an irreversible quench, as shown in Figure 21 red solid lines.

Figure 20.
External heating pulse input Qext in the Gandalf model.

Heat energy (J) Heat flux (MW/m) Recovery time (ms)

1.43 35.8 69.0

1.44 36.0 76.0

1.46 36.4 Never recovery

1.47 36.8 Never recovery

Table 8.
MQE simulated by Gandalf model with heating pulse input region length of 1.0 mm and duration of 40 μs.
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During the 1.44 J heating input, the quench propagation behavior is the same with
the MQE heating input till the time of 33 ms; however, at this time the enhanced
helium cooling is enough to drive a recovery in a few milliseconds, and then the full
recovery is got at the time of about 76 ms, as shown in Figure 21 dash lines.

The MQEs of the main busbar with different heating input spatial extents and
durations are carried out by the Gandalf model, and Figure 22 shows the MQEs of the
main busbar with the heating input spatial the of 1, 3, 6, 8, and 10 mm and durations
of 40, 60, 80, and 100 μs. The lower heating input per length is needed to cause a
nonrecoverable quench, the larger heating pulse extents and durations.

The MQE could be affected by the operation current, because smaller current
produces lower joule heating, then larger MQE is needed to cause a nonrecoverable
quench. With the heat pulse spatial extent of 1.0 mm and duration of 40 μs, MQEs
with different operation current are carried out by Gandalf code, as shown in
Figure 23. It is clear that the higher operation current, the smaller MQE is needed to
trigger a nonrecoverable quench.

4.3 The hotspot temperature of TF main busbar in 15 MA plasma current scenario

After an nonrecoverable quench caused by MQE occurs in the TF main busbar, the
quench is detected after the delay time and during detective time, then the current of

Figure 21.
Normal length in the case of quench triggered by 1.46 and 1.44 J heating pulse input.

Figure 22.
MQE of the TF main busbars with heating pulse input spatial extents of 1, 3, 6, 8, and 10 mm and durations of
40, 60, 80, and 100 μs.
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the magnet is cut down, the quench propagates along the conductor and the conductor
temperature rises, till the current approaches zero gradually, in which the maximum
temperature is called hotspot temperature. The hotspot temperature is one of key
parameters, which refers to the copper strands ratio in the conductor, the exorbitant
hotspot temperature could cause damage to the conductor. The highest hotspot tem-
perature allowable is 150 K according to the ITER design criterion [47].

The MQE is evaluated by one-dimensional Gandalf code, the quench propagation
behavior of the TF main busbar is simulated in the un-adiabatic condition. The
conductor quench is initiated at the center of the conductor. The following conditions
are used for the numerical simulation:

a. The inlet temperature is 4.5 K, the inlet pressure is 6.0 bar, and the mass flow is
10.5 g/s [47, 48].

b. The time step and the mesh size are set as 1–10 ms and 1 mm at the location of
heating input to keep a stable numerical analysis, and 0.1 m for the rest.

c. MQE with the extent of 60 mm and duration of 0.5 ms is applied in the middle
of the model.

d. The delay time equals 3 s, which is the delay time of 1 s plus the detective time
of 2 s, and discharge time is 11 s [47].

In the Gandalf model, the copper strands and the copper matrix of the
superconducting strands is not separated, and the Gandalf model is a two-fluid model
including central hole helium and bundle helium, which is acceptable according to
experimental results [49]. The MQE is applied in the middle of the model, compared
with the joule heat, the MQE is low enough to be neglected during hotspot tempera-
ture estimation. The maximum temperature in the total discharge cycle is about 57.1 K
with 100% extra copper, which is lower than the ITER requirement value of 150 K. In
the condition of adiabatic, there is only heating conducting of conductor to remove

Figure 23.
MQE of the TF main busbars with different currents.
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heating, the maximum temperature is 104 K at one discharge cycle, which is lower
than the ITER requirement value of 250 K in in adiabatic condition, as shown in
Figure 24(a).

At the end of the heating pulse duration, the maximum temperature reaches 28 K
at the middle of the model, in which the heating pulse is applied, and a nonrecoverable
quench is, as shown in Figure 24(a). Because of the quench, superconductor becomes
normal conductor, the current is carried by copper conductor and normal supercon-
ductor jointly, which produces the joule heating, the quench propagates, and the
temperature of the conductor rises gradually. The quench presents firstly at the
location of the external heating pulse, and then the quench propagates along the
conductor in both sides because of joule heating, the helium flows from 0 m to 30 m,
so the temperature curve along the conductor presents as a dissymmetry parabola, as
shown in Figure 24(b).

5. Conclusions

In this chapter, AC losses calculation of ITER TF main busbar was discussed, the
hysteresis loss refers to superconducting filaments, while the coupling losses refer to
the pattern of the conductor, and a developed method of contact area ratio calculation
is introduced. For a small impact on the main busbar form joints, a development of
petal overlap joint is discussed in detail, and its AC losses and joule heating are
calculated carefully; furthermore, the temperature rise caused by the joints is analyzed
carefully.

The characteristics of cooling helium, inlet temperature, operation current, and
external copper are some important parameters in the main busbar design, which
could affect the stability and quench behavior of the main busbar. The current sharing
temperature refers to the operation current, is regarded as the criterion of quench,
which is calculated taking self-field account into. The minimum quench energy refer-
ring to inlet temperature and cooling helium is simulated carefully, while the hotspot
temperature referring to external copper is simulated. This chapter hopes to provide
some help for superconducting magnets research.

Figure 24.
(a) Temperature of conductor after quench in different extra copper content and in the case of no helium, (b)
temperature distributions after quench in MB.
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Chapter 7

Main Challenges of Heating Plasma
with Waves at the Ion Cyclotron
Resonance Frequency (ICRF)
Guillaume Urbanczyk

Abstract

Of all the techniques used for heating plasmas in fusion devices, waves in the Ion
Cyclotron Resonance Frequency (ICRF � MHz) continue to be exceptionally advan-
tageous and unique insofar as it enables to deposit of power directly on ions in the
core, significantly enhancing fast ion population together with fusion reaction prod-
ucts. However, because of the multiple inherent challenges—such as matching
robustness, antenna design, wave coupling efficiency, wave propagation, wave
absorption, and plasma surface interactions due to radiofrequency (RF) sheath exci-
tation—ICRF is often one of the most complex heating systems to implement suc-
cessfully. This chapter provides a brief introduction of these challenges and their
respective underlying physics, together with examples of both simulations and exper-
imental results from various tokamaks around the world. Finally, ICRF advantages
and applications on present and future devices and perspectives of technological
solutions are discussed and summarized.

Keywords: ICRF, wave coupling, RF sheath, plasma surface interactions

1. Introduction

The ICRF electrostatic wave is first produced by a generator called a tetrode, which
is essentially a multistage amplifier of the power composed of a cascade of electron
tubes. Each stage of which increases the power by approximately an order of magni-
tude, from watts to megawatts [1].

High-power waves enter the coaxial line of characteristic impedance Z0,
that matches the output impedance of the generator; typically, 50Ω or 30Ω as
in the case of the Full-Tungsten Environment Superconducting Tokamak
(WEST) [2] which Figure 1 shows an overview of the ICRF system with all key
elements.

1.Electrostatic waves then propagate towards the antenna and cross at some point
the so-called matching unit which ensures a smooth transition between the
impedance of the coaxial line Z0 and the one of the antenna straps ZS to avoid
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power reflection. If successfully matched, the wave induces a current on the
strap at the extremity of the transmission line.

2.This current oscillating at the ion cyclotron frequency (one the order of MHz),
results in the excitation of electromagnetic ICRF waves and their coupling to the
low-density edge plasma.

3.These waves must then propagate from the edge up to the resonance layer in the
core, where they can be absorbed by the ions. Energy is then spread to all charged
particles through collisions, resulting in plasma heating.

Figure 1.
ICRF system seen in 3D (a) and from profile (b), with a schematic of the key components of the RF circuit (c) from
the generator to the antenna (case of WEST tokamak) adapted from [3].
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These three aspects, namely the matching, wave coupling, and absorption, are the
key points mandatory for the successful operation of an ICRF system. Section 2 pro-
vides the physics background for each of these steps, while section 3 explains what
happens in practice due to all of the imperfect conditions and introduces the
challenges inherent in ICRF operation; power reflection, arcing, Radiofrequency (RF)
sheath excitation, erosion, impurity generation, and plasma contamination. Despite all
of these challenges, the fourth and final sections present the key assets that still make
ICRF an attractive auxiliary heating system and some perspectives on solutions wor-
thy of further investigation.

2. The key 3 steps of ICRH (Ion Cyclotron Resonance Heating)

2.1 RF circuit matching

Matching the RF circuit consists of building smooth transitions between the purely
real impedance of the transmission line (Z0 =R0 ≈10 ➔ 50Ω) and the complex imped-
ance of the antenna straps (ZS =RC +jXS) which depends on the plasma. When the
system is perfectly matched, the electrostatic wave flows from the generator to the
straps without seeing any obstacle or being subject to any reflection. This can be
achieved in many ways, relying on various components each with a variable imped-
ance such as:

• Single stub also called “trombones” [4] in the Joint European Torus (JET) ITER-
Like Antenna [5, 6] (ITER=International Tokamak Experimental Reactor),
Alcator C-Mod [7] and the National Spherical Torus Experiment (NSTX) [8]

• Double stubs loaded by shorted tunable capacitors on TEXTOR [9] and analyzed for
ASDEX-Upgrade [10]

• Liquid stubs arranged in a triple stub configuration in the Large Helical Device
(LHD) [11] and the Experimental Advanced Superconducting Tokamak (EAST)
[12]. The reactance of the short-circuited stubs of fixed geometrical length is
varied by changing the height of the dielectric fluid (oil) inside the stubs

• Fast Ferrite Tuners: the reactance of a matching stub of fixed geometrical length is
here modified by changing the magnetic characteristics of the ferrites which are
disposed inside the stubs which were used in Alcator C-Mod [7] and ASDEX
Upgrade [13]

• Sliding Impedances [14]

• Single stubs in the Conjugate-T configuration [15]

• Tunable line-stretchers (or phase shifters) in JET [6]

• Tunable vacuum capacitors in JET ITER-like antenna [16] and WEST ICRF
antennas [17]. These are complex components (ZC =XL-jXC), which self-
inductance (XL), and capacitance (XC) can be tuned to match any load at the
strap (cf. purple elements in Figure 1)
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If the antenna is facing vacuum, the load is stable as it basically only corresponds to
ohmic losses in the antenna. In this case, almost perfect matching can be achieved
with the resistive part of the load remaining small (Rc ≈ 0.1Ω). In front of a plasma
though, the load is larger than vacuum, so that Rc can increase by up to two orders of
magnitude, in correlation with the efficiency by which the power is coupled.

In this case, however, the load (plasma) can change rapidly. This means ZS is
seldom if ever perfectly matched to Z0, and that the power launched by the generator
(Pin) is hardly exactly equal to the one coupled by the antenna to the plasma:

Pcoupled ¼ Pin 1� Γj j2
� �

(1)

where Γ if the reflection coefficient defined as Γ = (Zs�Z0) / (Zs + Z0).
The fraction of uncoupled power is therefore reflected in the transmission line,

which can damage the generator if it is too large. This is avoided by introducing a
quarter wavelength phase-shift in the matching circuit—for instance by tuning the
height of the oil in EAST stub tuner or by using an impedance transformer in WEST—
so that in the section between the generator and the matching circuit, only forward
waves exist.

In the section between the matching circuit and the antenna though, coexist waves
travelling both forward and backward, which superimpose on one another and give
rise to a standing wave pattern. The maximum and minimum voltages of such waves
are defined as follows:

Vmax ¼ 1þ Γj jð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Z0Pin

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Z0PcoupledVSWR

q
(2)

Vmin ¼ 1� Γj jð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Z0Pin

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Z0Pcoupled=VSWR

q
(3)

And the ratio of these voltages is the so-called Voltage Standing Wave Ratio:

VSWR ¼ 1þ Γj j
1� ∣Γ∣

(4)

It follows that VSWR grows from 1 in the ideal perfectly matched “flat-line” case
(Vmax = Vmin), to infinity when almost all the power is reflected. If the VSWR is too
large, the difference of electrical potentials in the lines becomes so high that there is a
significant risk of arcing. To prevent such deleterious events, operational safety limits
are set on the voltage (Vmax) and the current (Imax), above which the power shuts down.

Imax ¼ 1þ Γj jð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Y0Pin

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Y0PcoupledVSWR

q
(5)

with Y0=1/Z0. We now understand how crucial it is to transport the power along
well-matched lines. It naturally follows that minimizing length of the lines with these
undesirable effects by placing the matching system as close as possible to the antenna,
will be a key aspect of the system’s efficiency (cf. section 2.5 of [18]).

In addition, decouplers are used to prevent the mutual coupling of adjacent lines
which influence each other due to the proximity of the straps to one another. This
effect can make a source behave as a receiver and endanger its generator. Decouplers
are used in DIII-D [19], EAST [20], Alcator C-Mod [7], NSTX [8] and will be used on
ITER [21]. This is also important to equalize the voltages at the inputs of the array and
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guarantee a homogeneous excitation over the whole surface of the antenna’s front
face, which can otherwise have deleterious effects on local fields and RF sheath
excitation. Strap-decoupling can also be improved by separating them with a septum
in the antenna box to reduce mutual influence.

Excellent explanations of the topic can further be found in the fourth chapter of
[18] with more detailed calculations and specific applications to the case of WEST.
Once well matched, the system and the antenna are then ready to launch waves which
coupling to the plasma remains to be optimized.

2.2 Wave coupling

The front of the antenna faces the plasma inside the vessel. As the power emitted
from the generator reaches the antenna, it induces an oscillating current IRF along the
strap as highlighted in red in Figures 1b and 2, which excites ICRF waves at the edge
of the plasma, as efficiently as the load or the coupling resistance (Rc) is high.

Figure 2.
Poloidal cut of a tokamak vacuum vessel, with ICRF waves excited by the antenna, propagating in the
well-confined region of the plasma, partially absorbed and mode converted near the resonance layer.
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Pcoupled ¼ 1
2
RcIRF2 (6)

The problem in coupling ICRF waves at the edge, lies in the fact that to avoid
exposure to dense and hot plasma—which would induce unacceptably large heat
loads—antennas are retracted away and sit in the Scrape-Off Layer (SOL), a low-
density plasma (pink regions in Figures 2 and 3) where the Fast Wave (FW) is
generally not propagative but evanescent (k2⊥ <0). A wave is evanescent when the
density is smaller than its cutoff density (nco). Therefore, the larger the distance from
the strap to the cutoff layer (DStrap-co), the lower the coupling efficiency and vice
versa. To give a rough idea, 1 cm increase of DStrap-co generally results in about 20%
drop of the coupling efficiency, meaning that about 1/5 of the power vanishes every
centimeter until reaching densities above nco. In addition, the nature of the spectrum
excited by the antenna, according to its geometry (straps width, height and spacing),
and in particular, the value of the parallel wave vector (k//) corresponding to the main
components of the spectrum, plays a key role in the coupling process:

Rc ¼ Z0

VSWR
� R0 exp �2< k== >DStrap�co

� �
(7)

One can observe, in Figure 3, how this parameter typically influences the fast-
wave cutoff density which drops by over an order of magnitude as k// decreases from
18 down to 6 m�1.

ICRF waves comport two modes called fast and slow waves in reference to their
respective group velocity (details of mathematical calculations can be found in the
second chapter of [22]):

Figure 3.
Properties of 120MHz ICRF fast (FW—dashed lines) and slow (SW—solid line) wave modes in a realistic fusion
plasma with similar proportions of deuterium and tritium confined by a magnetic field of 10 tesla. Waves are
propagative when the sign of k2⊥ is positive, and evanescent elsewhere. Cutoff densities of each branch are written
explicitly on the graph.
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• Fast Waves (FW) are evanescent at low densities typical of the plasma edge and
propagative for densities characteristic of the plasma core (Figure 3). FW have
wavelengths on the order of few meters and an electric field perpendicular to the
magnetic field. Therefore, when talking about coupling maximization, it is
common to implicitly refer to this mode, because it is the one suited to heating
the ions which rotate perpendicularly around the magnetic field lines.

• Slow Waves (SW) are propagative at very low densities characteristic of the outer
most “far” SOL (ne < 5.2 1017m�3 in Figure 3) and evanescent above. SW have
millimetric wavelengths and an electric field parallel to the magnetic field.
Because the current straps are not perfectly perpendicular to the tilted magnetic
field lines, SW are parasitically excited and are often responsible for exciting the
RF-sheath, leading to deleterious plasma surface interactions. The role the
faraday screen (Figure 1a) with bars in principle parallel to the magnetic field, is
intended to locally increase the conductivity in the parallel direction to screen the
SW in front of the straps. Unfortunately, we will see in the next section that this
is not enough.

At this point, one should remember when hearing people say that they are trying to
“optimize the coupling of an ICRF antenna”, that they are basically trying to maxi-
mize its coupling resistance (Rc), either by reducing DStrap-co or k// (Eq. (7)).

DStrap-co can be minimized in different ways [23]:

• Put the antenna closer to the plasma, but this will come with stronger heat loads
and usually impurity production

• Globally increase the density of the plasma, but this is limited and associated with
an increase of the power lost in radiations

• Locally increase the density by fueling the plasma from valves magnetically
connected to the antenna and ideally as close as possible to the middle plane
[24, 25]

• Increase the frequency of the waves, which must remain compatible with an
efficient scenario for heating the plasma (discussed in the next section)

k// can be minimized at two different stages:

• While designing the antenna, basically by increasing the space between adjacent
straps, but this often limited by the available space in the torus

• During the experiments, by reducing the phase difference of the currents on the
adjacent straps (ϕ). Most of the time however, this trick is first limited by the
currents induced on the surrounding passive structures, which play an important
role in plasma surface interactions [26]. These currents basically tend to add up
when currents are in phase (monopole ϕ=0 ̊) instead of compensating each other
for largest phasing (dipole ϕ=180 ̊) [27]. Secondly, the larger k// the more
efficient the wave absorption [28].

Once efficiently coupled to the plasma, wave absorption remains to be optimized.
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2.3 Wave absorption

Waves that propagate towards the center of the plasma finally reach the resonance
layer where ions frequency (w0) corresponds to a multiple of the wave frequency
(nwci), enlightened by the vertical yellow line in Figure 2. In this region, the fre-
quency of the wave coincides with the fundamental or harmonics of the cyclotron
frequency of ion species to be heated. One can tune the wave frequency, the magnetic
field profile, and the plasma composition to pick the desired heating scheme among a
variety of techniques [29] by matching the Doppler-shifted wave frequency with the
ion cyclotron harmonics:

ω ¼ nωci þ k==v==,I (8)

• Heating a minority at its fundamental resonance (n=0): such as hydrogen in a
deuterium plasma (H-D) with a small concentration of hydrogen, typically nH/
nH+nD<15%. So far, minority heating is the most routinely used in most devices.
However, while it has long been applied on two-ion species plasmas, it has been
found that it can also be applied with great efficiency in plasmas with three (or
more) ion species.

• The three-ions scheme also consists in heating the fundamental of the minority
specie such as a little helium in a deuterium tritium fusion plasma (ex: (He3)-
DT), but here the resonance location of the minority must fall in between the
resonances of both others majority species [30], where the amplitude of the left-
handed polarization (E+) can reach very high values and lead to strong diffusion
(D) of the wave power:

D∝ J0j j2 Eþj j2 (9)

• Heating a majority at its harmonic resonance (n>0): this can be an alternative to the
minority heating typically if it proves challenging to accurately controlling the
isotopic ratio. However, this scenario becomes truly effective only when a
population of fast ions is created to improve power absorption. This process
usually relies on harmonic heating. While generating a population of fast ions
large enough to boost up the absorption, it can also be directly injected by a
Neutral Beam Injector (NBI), hence the so-called synergy between NBI and ICRH
(cf. experimental [31] and simulation [32] results in JET tokamak).
Unfortunately, not only NBI is not available in all devices, but if the confinement
is not good enough, for instance in case of low plasma current, this method is
counteracted by fast-ions losses.

3. Challenges behind each step

3.1 Real-time matching

In practice, before main experiments start, ICRF operators usually “prepare the
matching” and pre-set the parameters (ex: Oil level in the stub tuner in EAST, capac-
itance of the capacitors in WEST … ) with the antenna facing vacuum. Later, the
matching is adjusted with the antenna facing the plasma, one of the many reasons why
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campaigns always include a period for commissioning systems at the beginning.
The system starts with low power in case of sources of mismatch or poor
coupling efficiency to avoid the risk of arcing due to large fractions of power reflected,
and gradually raise it up to power levels relevant for the experiments (MW order). One
of the key goals during the experiments is to further improve plasma confinement,
often leading to operate in H-mode [33]. H-mode plasmas represent a great challenge
for all RF circuit matching, first because during the L-H transition, a pedestal forms at
the edge where the density typically drops with sharper gradient compared to L-mode
plasmas, lowering the coupling efficiency (Rc) sometimes by half. But also, the
so-called Edge-Localized Modes (ELMs) induce important load variations through
transient bursts, basically as large as their frequency is low (from kHz range for the
smallest type-III ELMs down to tens of Hz for the largest type-I ELMs with Rc suddenly
increasing by factors up to 5 within less than a millisecond. One can further show for a
strap matched by a 2-port matching unit, if the matching is not reconfigured, the
VSWR will raise in similar proportions as Rc (cf. calculation details in section 2.7 of
[18]), risking provoking arcs either in the transmission lines [34] or in the antenna box
[35]. All this motivates real-time control of the impedance matching that can be
achieved with:

• Capacitors, like in Tore Supra Classical antennas [36] and JET-ILA [37].
Amplitudes of the incident and reflected voltages and their phase shift are
typically measured either on the transmission lines or ideally as close as possible
to the antenna, and mixed to provide error signals driving the capacitors

• Conjugate-T and similar principle as with capacitors [13]

• Fast Ferrite Tuners, like in Alcator C-mod antennas [7]

• Impedance matching by real-time controlling the generator’s frequency [4]

• Decouplers and double stub in ITER [21]

Various algorithms can then be used to automatically tune parameters of interest
for each component. However so far, no controller allows tackling sub millisecond
variations typically induced by ELMs, hence the need for so-called load resilient
matching schemes [38].

3.2 Load resilience

Without load resilience, an ICRF system would stop delivering power every time
its VSWR would exceed some safety value, which would basically make it incompat-
ible with steady operation during a discharge with ELMs. A very convincing compar-
ison between resilient and non-resilient system can be found in Figure 13 of [13].

Among existing load-resilient schemes, one can quote:

• 3dB hybrid coupler diverting the reflected power to a dummy load, such as the
lossy network in ASDEX-Upgrade [39]

• Conjugate-T concept, connecting pairs of straps, with various designs:
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• External conjugate-T relying on line-stretchers in JET [13] and EAST [40]

• Internal conjugate-T relying on capacitors in JET-ILA [5], Tore Supra [41]
and WEST [17]

• Stub conjugate-T in Alcator C-Mod [15]

More details can be found on the conjugate-T under section 4 of the fourth chapter
of [18] with detailed mathematical calculations and applications to the internal
conjugate-T of WEST and experimental results in [42].

• Travelling wave antenna concept [43] which in case of load drop, takes profit
from the mutual coupling between straps to let the wave propagate along the
array and recirculate, making it inherently load resilient. This concept has been
used in DIIID [44, 45] for driving current and envisaged for heating plasmas in
WEST [46]. While never tested for heating tokamak plasmas, the concept
somehow lost its appeal, essentially due to the integration challenges it raises,
that become even more problematic in the perspective of fusion reactors which
must maximize the surface of the tritium breading blanket and therefore focus on
heating systems with large power densities.

Note that in most of the cases, load resilient solutions are combined with matching
units, so that the problem is most often tackled from the generator perspective, with
first goal to deliver constant power despite load fluctuations at the antenna.

After having explained the importance of operating with a well-matched system,
we will now place ourselves from the inner vessel perspective and further discuss the
challenges that concern an ICRF antenna facing a fluctuating plasma. There the main
goal will rather be to prevent the coupling resistance from dropping under some
value, not only critical for the VSWR and arcing in the transmission lines, but also for
the excitation of near fields and RF sheath.

3.3 RF-sheath and potential rectification

The formation of a sheath on any component facing the plasma is a natural phe-
nomenon [47]. The sheath is a thin layer (usually few millimeters wide) which forms
on the surface of all materials in contact with the plasma. Across this layer, a separa-
tion of the charges (therefore an electric field) makes it possible to preserve the
ambipolarity of the fluxes of charged particles from the plasma towards a surface
(cf. Figure 4). Since the mass of electrons is much smaller than that of ions, their
speed is much greater. Therefore, when exposed to a plasma, the surface of materials
becomes negatively charged, repelling electrons, and attracting ions approaching
below a Debye length (λDe ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε0kBTe=nee2

p
) with ε0 and kB respectively electric and

Boltzmann constants, Te and ne respectively the electron temperature and density and
the charge of the electron e = 1.6 � 10�19 coulombs.

The properties of the sheath can undergo substantial changes depending on several
parameters that can typically influence its electric field and width δsheath:

δsheath ¼ λDe
e:VDC

kBTe

� �m

(10)
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with VDC the DC potential and m a parameter that typically changes between 2/3
and ¾ depending on the incidence angle of magnetic field lines on materials and the
collisional properties of the sheath as explored through Particle in Cell simulations in
[48]. In general, the electric field accelerates the ions towards the wall, leading to an
increase of the sputtering and the production of impurities (Figure 4) in proportions
usually comparable to the increase in electron temperature:

VThermal sheath ¼ 3kBTe=2 (11)

On the other hand, in the presence of ICRF heating, this phenomenon is further
aggravated by the so-called rectification of the oscillating potentials associated with the
slow wave carrying electric field in the direction parallel to the magnetic field lines (cf.
red curve in Figure 3). Let us now express the current instantly conducted to any object
exposed to the plasma as:

~I tð Þ ¼ Iþsat 1� exp
e

kBTe
ϕf � ~V tð Þ
� �� �� �

(12)

with Isat
+ the ion saturated current, ϕf the floating potential and

~V tð Þ ¼ VDC þ VRF cos ω0:tð Þ the sheath potential in presence of an RF wave.
Then the RF ➔ DC rectification, specific to waves at the ion cyclotron frequency,
results from the fact that the electrons (light compared to the ions) react
instantaneously to the oscillating electric field of the wave (VRF), while the ions
react only to the average value.

~I tð Þ� � ¼ I ¼ Iþsat 1� exp
e

kBTe
ϕf � VDC

� �� �
I0

eVRF

kBTe

� �� �
(13)

Figure 4.
Sketch of a sheath layer forming on a material facing the plasma.
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with I0 a Bessel function. The consequence at the level of the components facing
the plasma on the scale of an RF period, is the appearance of a DC current due to the
privileged drift of the electrons. Thus, to compensate this current, the DC potential of
the sheath must adjust and get biased by an extra potential Vb:

Vb ¼ kBTe

e
I0

eVRF

kBTe

� �
(14)

The RF ➔ DC rectification of the sheath therefore has the effect of increasing the
potential drop (electric field) through the skin between the plasma and the wall, i.e.,
the acceleration of the ions towards the materials. This acceleration often boosts ions
incident energies up to critical levels for exposed components (i.e., above sputtering
yields threshold values). For deeper understanding of the topic, the reader is highly
encouraged to refer to excellent tutorial [49] and reviews of key experimental [26–50]
and modelling [51] results.

3.4 Physical sputtering yield

The other key process by which ICRF operation often enhances impurity produc-
tion is the physical sputtering yield YEff. This parameter represents the probability for
an ion to sputter an atom from a target, given its charge, its incident energy, and their
respective mass:

Impurity outflux ¼ Γtarget atoms out ¼ Γion inYEff (15)

For example, the graph in Figure 5 shows how the sputtering of a graphite
(�carbon) target evolves for different bombarding species. The first important aspect
of the sputtering yield is that it varies non-linearly with the energy of the incident ion.
The second one is that only above a threshold energy of about 30eV, do the incident
species start to sputter carbon atoms. The red curve also represents the self-sputtering
of lithium which is sometimes used for material coating to prevent from important
plasma contamination by high-Z impurities. One can see that a lithium coating will
typically get eroded at much lower energy, while plasma facing components in
graphite will require larger energies. We have here taken the case of carbon compo-
nents, sometimes coated with lithium, exposed to various species, which is the case in
EAST tokamak. Carbon however won’t be used in future devices plasma facing com-
ponents due to tritium retention. Tungsten has now become the most suitable candi-
date. In WEST for instance, antenna limiters are coated with tungsten, which
sputtering follows similar trends (cf. Figure 3 of [23]).

3.5 Poor coupling efficiency and near-field effects

RF-sheath excitation is the phenomenon proper to ICRF which is responsible for
its peculiar complexity, due to the non-linear trade-off relation between the maximi-
zation of the coupling and the minimization of the interactions with the plasma. For
any object in principle, moving away from the plasma results in a strict decrease of
their interactions. However, for a classic ICRF antenna, moving away first induces a
drop in its coupling efficiency, therefore an increase of excited fields (consistent with
an increase of the VSWR in the transmission lines), which in turn can in critical cases
result in a local but exponential increase of the RF sheath potential (cf. Figure 3 of [52]
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and section 3.3 of this chapter). In addition, the sputtering yield not only changes
non-linearly, but also reaches its largest values for energies typically in the range
of potential rectified by RF sheaths (cf. red region between 100eV and 1keV in
Figure 4). It follows that in some cases, increasing the distance between an ICRF
antenna and the plasma to reduce their interactions based on linear intuition, can
unexpectedly cause an increase of impurity production from local sources, reacting
to sharp increase of RF sheath potentials. These phenomena can be modeled in
different ways as summarized in [53]. This behavior was also experimentally
observed in WEST during a scan of the radial position of an ICRF antenna, where
the floating potential measured by a reciprocating probe did not directly decrease
as the antenna was retracted but first passed by a maximum for intermediate
position (cf. Figure 4 in [50] or Figure 6.23 of [22] in open access). A wide variety
of RF-sheath induced plasma surface interactions have also been observed in devices
such as:

• EAST with the partial melting of metallic plates at the corners of an ICRF
antenna, which precisely did not melt at the closest point to the plasma, but at the
locations where simulations predict RF sheath excitation to be maximal (cf.
Figure 14 in [54] or Figure 6.27 of [22] in open access)

• Tore Supra with large, enhanced potentials measured with retarded field analyzer
[55] causing large heat loads on antennas [56]

Figure 5.
Sputtering yield of various ion species on a target in graphite.
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• A LineAr Plasma Device (LAPD) using diagnostic magnetically connected to
ICRF antenna along large number of reproducible discharges to provide great
evidence of ICRF interaction process in the edge plasma [57]

• Alcator C-Mod with strong potentials measured with several different probes
[58] caused by RF sheath excitation [59], leading to the increase of impurity
sources and deleterious influence on plasma performance [60]

• ASDEX Upgrade with similar experiments [61] that have inspired a series of
successful technological upgrades [62, 63] discussed hereafter in section 4

• JET is also subject to these effects [26, 64]

Interactions occurring at vicinity or in regions magnetically connected to the active
antenna frame (red start with most branches around the antenna in Figure 2) are
often classified as near field effects. Hence, interactions respectively taking place else-
where will be conveniently referred to as far field effects1.

3.6 Abnormal wave absorption and far-field effects

Following the same logic, we will categorize interactions occurring in regions
without magnetic connection to the active antenna as far field effects. These can be
observed in unexpected locations when abnormal propagation and absorption of the
wave take place. For instance, if the absorption efficiency is low, the power launched
in the plasma is not fully absorbed at the first pass, and a non-negligible fraction of
unabsorbed power propagates and reflects on farther objects such as the divertor or
the inner wall as represented in Figure 2. In these cases, not only heating performance
drop, but RF-sheath can also potentially become excited in global fashion. Such effects
were well-observed in

• EAST high field side wall (cf. red star with 4 branches in Figure 2)
when the antenna operated in monopole phasing, causing a drop in
the absorption efficiency and an increase of fields excitation at the inner
wall [54]

• WEST divertor if too low hydrogen ratio leads to poor wave absorption [65]

• NSTX divertor where operating at high harmonics led to the excitation of
surface waves [66] and substantial fraction of their power to be coupled to
the edge filamentary structures parallel to the magnetic field lines [67],
resulting in potential rectification at their extremity and deleterious
interactions [68].

1 Here, near and far field effects should not be confused with the near and far electromagnetic fields diffusion

patterns around an object, but simply refer to the location where the effect occurs with respect to the

ICRF antenna.
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4. The beauty of ICRH: assets and technological perspectives

4.1 Assets

Despite the many challenges, ICRF has remained a very important tool for
heating plasmas, with constant progress over the past fifty years [69]. ICRF is the
only heating system that can directly deposit power onto the ions, allowing to
generate fast ions and significantly boost fusion performance. While minority
heating has long remained the most widely used method, this past two decades have
been marked by the emergence of several modelling tools allowing to predict wave
absorption efficiency [70] and power thermalization on the various species [71, 72].
These tools have allowed to explore much wider varieties of heating schemes [29].
Most promising ones were then tried experimentally, and their efficiency con-
firmed. One can typically quote scenarios based on the synergy with NBI [31, 32, 73]
and these relying on three-ion scheme [74]. In particular, the three-ion scheme has
gained increasing interest not only due to the efficiency in generating fast ions, but
also for the operation flexibility it offers. Indeed, instead of relying on specific
fraction of a minority specie—which can be difficult to maintain over operation—it
proves much easier to keep control of rough proportions of two (or more) majority
species and deposit power on a third very minor one which fraction is easier to
control. Most promising scenario for fusion reactor D-T plasmas would therefore
consist in depositing power most likely on 3He, which has been successfully achieved
in JET and Alcator C-Mod [30] and foreseen for future devices like ITER [74] and
SPARC [75].

Another application of ICRH is the control of impurity population in the core.
It has for instance been observed in JET, that for ICRF power above 4MW, heating
H minority can result in high-Z impurity screening out of the core [76]. Further-
more, the three-ion scheme even allows to directly pump out an impurity by
depositing part of the power on it. This was observed with beryllium in JET [29],
with Argon on TFR [77] and Alcator C-Mod [78]. The same trick could further allow
to pump out tungsten impurity by targeting the second harmonic of W56+ in
SPARC’s high temperature plasmas [78], a powerful tool to prevent tungsten accu-
mulation in the core.

4.2 Technological perspectives

A few research and development ideas for improving current design of antennas
yet remain to be tested. One can quote:

• Travelling wave antennas [43] could improve the reliability of ICRF systems
thanks to its inherent load resilience and much larger coupling capacities,
offering the possibility to place the antenna 10cm further away from the plasma
than a classic antenna and still be able to couple similar amount of power. This
could have tremendous impact not only on the coupling efficiency but also on the
interactions with the plasma and its contamination by metallic impurity. The
disadvantage of this concept is its low power density due to the large number of
straps (>5). This makes any design hardly compatible with fusion reactor
worried of maximizing the surface of the tritium breeding blanket. But maybe
some tricks have not yet been thought about …
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• Active limiters could allow compensating actively the image currents induced on
limiters by nearby current straps. Relying on the concept of proximity effect [27],
these currents can be cancelled by powering straps with appropriate phasing and
power ratio, as was shown in ASDEX-Upgrade 3-strap antennas [63] and Alcator
C-Mod 4-strap antennas [79]. However, operating the ICRF system with optimal
settings is not only challenging in terms of control, but mostly limiting in terms of
power density. Active limiters would then consist in applying a fraction of the
power sent on the straps, directly on the limiters. This could allow reducing the
local impurity sources, by canceling off the local currents that tend to be
responsible for RF sheath excitation. In addition, such solution would offer two
key advantages:

◦ more flexibility during ICRF operation by opening the possibility to routinely
tune the antenna phasing without aggravating interactions with the plasma.
In other words, this would allow operating with different antenna spectra to
cope with plasma changes regardless of near-field effects

Figure 6.
Summary of the key components of an ICRF system, and a selection of the main phenomena that can occur in
various location. Black boxes enlighten phenomena inherent to ICRF powering. Blue boxes show the physical
parameters that are most directly influenced. Red boxes show the potentially deleterious consequences of parameters
changes. Green boxes with green and orange borders show the main solutions respectively existing and to be
explored.
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◦ maximize power density. While this is already quite important in nowadays
experimental tokamaks, it will be a critical aspect on future fusion reactors,
which aim at maximizing the surface of the tritium breeding blanket for
producing fuel and extracting the energy radiated by the plasma to generate
electricity. Simultaneously satisfying requirements on plasma heating, fuel
production and energy exhaust, pushes towards more compact designs with
larger power density currently hardly compatible with low level of impurity
production. Active limiters could therefore be a major technological solution.

5. Conclusion

Despite all challenges, heating fusion plasmas with waves in the ion cyclotron
range of frequency is still very attractive. While several technological solutions remain
to be explored, a variety of existing ones are already routinely used and allow suc-
cessful operation in many devices around the globe. A summary of the key compo-
nents of an ICRF system, and a selection of the main phenomena that can occur in
various location is provided in Figure 6. To conclude on the perspective of fusion
reactors, while ICRF may not be the optimal solution in terms of power density, note
that as the intensity of the magnetic field due to progress made on low temperature
superconductors and the size of the devices will increase, ICRF is the only heating
system which difficulty to implement will not be affected.

For further reading of on this topic, the reader is highly encourage to refer to a
review of the “Recent Progress in ICRF in Magnetic Confinement Fusion” [80] and
references therein.

Acknowledgements

Laurent Colas, Julien Hillairet, Karl Vulliez, Annika Ekedahl, and more globally
WEST and EAST ICRF Teams are warmly acknowledged for their efforts in making
experiments possible and the numerous fruitful discusssssions. I also want to thank a
lot Wouter Tierens, Mari Usoltceva, Vladimir Bobkov, and the rest of ASDEX ICRF
team, Ernesto Lerche from ERM and colleagues from the 107 team of Institut Jean
Lamour for all the things we collaborated over the past few years.

Author details

Guillaume Urbanczyk
Institute of Plasma Physics, Chinese Academy of Sciences, Hefei, China

*Address all correspondence to: guiguiurban@hotmail.com

©2022TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

127

Main Challenges of Heating Plasma with Waves at the Ion Cyclotron Resonance…
DOI: http://dx.doi.org/10.5772/intechopen.105394



References

[1] Faugel H, Bobkov V, Fünfgelder H.
The prospects of ICRF generators at
ASDEX upgrade. AIP Conference
Proceedings. 2020;2254:070006.
DOI: 10.1063/5.0013529

[2] Bourdelle C et al. WEST Physics
Basis. Nuclear Fusion. 2015;55:063017.
DOI: 10.1088/0029-5515/55/6/063017

[3] Vulliez K, Chen Z, Ferlay F,
Winkler K, Helou W, Hillairet J. The
mechanical structure of the WEST ion
cyclotron resonant heating launchers.
Fusion Engineering and Design. 2015;
96–97:611-615. DOI: 10.1016/
j.fusengdes.2015.06.050

[4] Wade TJ, Jacquinot J, Bosia G,
Sibley A, Schmid M, et al. Development
of the JET ICRH plant. Fusion
Engineering and Design. 1994;24:23-46.
DOI: 10.1016/0920-3796(94)90035-3

[5] Durodié F, Dumortier P, Blackman T,
Wooldridge E, Lerche E, Helou W, et al.
ITER-like antenna for JET first results of
the advanced matching control
algorithms. Fusion Engineering and
Design. 2017;123(November):253-258.
DOI: 10.1016/j.fusengdes.2017.05.113

[6]Monakhov I, GrahamM, Blackman T,
Dowson S, Durodie F, Jacquet P, et al.
Design and operations of a load-tolerant
external conjugate-T matching system
for the A2 ICRH antennas at JET.
Nuclear Fusion. 2013;53(8):083013.
DOI: 10.1088/0029-5515/53/8/083013

[7] Lin Y et al. ICRF antenna matching
systems with ferrite tuners for the
Alcator C-Mod tokamak. Fusion
Engineering and Design. 2015;100:
239-248. DOI: 10.1016/j.fusengdes.
2015.06.022

[8] Swain DW et al. Loading and
asymmetry measurements and modeling

for the national spherical torus
experiment ion cyclotron range of
frequencies system. Fusion Science and
Technology. 2003;43:503-513. DOI:
10.13182/FST03-A297

[9] Durodié F, Vervier M. First results of
the automatic matching device for
textor’s ICRH system, Fusion
Technology. 1992. pp. 477-480. DOI:
10.1016/B978-0-444-89995-8.50088-6.
ISBN 9780444899958

[10] Hangan D-M et al. Analysis of
dynamic matching networks for the
ICRF system at ASDEX upgrade. Fusion
Engineering and Design. 2011;86:
736-741. DOI: 10.1016/j.fusengdes.
2011.02.001

[11] Saito K et al. Real-time impedance
matching system for ICRF heating in
LHD. Fusion Engineering and Design.
2008;83:245-248. DOI: 10.1016/
j.fusengdes.2008.01.017

[12] Zhao Y-P et al. EAST ion cyclotron
resonance heating system for long pulse
operation. Fusion Engineering and
Design. 2014;89:2642-2646.
DOI: 10.1016/j.fusengdes.2014.06.017

[13] Braun F et al. ICRF system
enhancements at ASDEX upgrade.
Fusion Engineering and Design. 2001;
56–57:551-555. DOI: 10.1016/S0920-3796
(01)00274-5

[14] Lamalle PU et al. Commissioning of
the wideband matching system for ICRH
of ELMy JET Plasmas. AIP Conference
Proceedings. 2001;595:118

[15] Parisot A. Design of an ICRF fast
matching system for the Alcator
C-Mod tokamak. PhD Thesis. 2004.
Available from: https://dspace.mit.edu/b
itstream/handle/1721.1/93763/

128

Advances in Fusion Energy Research - From Theory to Models, Algorithms and Applications



04RR002_full.pdf?sequence=1&
isAllowed=y

[16] Durodié F et al. Physics and
engineering results obtained with the ion
cyclotron range of frequencies ITER-like
antenna on JET. Plasma Physics and
Controlled Fusion. 2012;54:074012.
DOI: 10.1088/0741-3335/54/7/074012

[17] Helou W, Colas L, Hillairet J,
Milanesio D, Mollard P, Argouarch A,
et al. Radio-frequency electrical design
of the WEST long pulse and load-
resilient ICRH launchers. Fusion
Engineering and Design. 2015;96–97
(October):473-476. DOI: 10.1016/
j.fusengdes.2015.01.005

[18] Helou W. Design and operation of
antennas at the ion cyclotron and lower
hybrid range of frequencies for nuclear
fusion reactors. PhD Thesis. 2017.
Available from: http://www.theses.fr/
2017AIXM0395

[19] Goulding RH, Hoffman DJ,
Ryan PM. Power compensators for
phased operation of antenna arrays on
JET and DIII-D. AIP Conference
Proceedings. 1994;289:351.
DOI: 10.1063/1.44958

[20] Gen C, Mao YZ, Zhao YP, Yuan S,
Zhang XJ, Qing CM. Development and
test of decoupler for ICRF antenna in
EAST. Fusion Engineering and Design.
2016;107:32-37. DOI: 10.1016/
j.fusengdes.2016.04.010

[21] Grine D et al. Summary and results
of the study of the hybrid matching
option implementation of the ITER
ICRH system. Fusion Engineering and
Design. 2012;87:167-178. DOI: 10.1016/
j.fusengdes.2011.12.006

[22] Urbanczyk G. Interaction of High-
Power waves with the plasma periphery
of WEST & EAST tokamaks. PhD

Thesis. 2019. Available from: https://
hal.univ-lorraine.fr/tel-02517768/
document

[23] Urbanczyk G, Colas L, Hillairet J,
Lerche E, Fedorczak N, et al. RF wave
coupling, plasma heating and
characterization of induced plasma-
material interactions in WEST L-mode
discharges. Nuclear Fusion. 2021;61:
086027. DOI: 10.1088/1741-4326/ac0d11

[24] Urbanczyk G, Zhang XZ, Colas L,
et al. Optimization of discharges with ion
cyclotron range of frequencies using
local gas injection in EAST. Nuclear
Fusion. 2019;59:066023. DOI: 10.1088/
1741-4326/ab1610

[25] Zhang W, Jacquet P, Lerche E,
Bilato R, Bobkov V, et al. 3D simulations
of gas puff effects on edge plasma and
ICRF coupling in JET. Nuclear Fusion.
2017;57:056042. DOI: 10.1088/
1741-4326/aa6817

[26] Bobkov V, Aguiam D, Bilato R,
Brezinsek S, Colas L, et al. Impact of
ICRF on the scrape-off layer and on
plasma wall interactions: From present
experiments to fusion reactor. Nuclear
Materials and Energy. 2019;18:131-140.
DOI: 10.1016/j.nme.2018.11.017

[27] Colas L, Lu L-F, Křivská A, et al.
Spatial proximity effects on the
excitation of Sheath RF voltages by
evanescent slow waves in the ion
cyclotron range of frequencies. Plasma
Physics and Controlled Fusion. 2017;59:
025014. DOI: 10.1088/1361-6587/59/2/
025014

[28] Lerche E, Bobkov V, Jacquet P,
Mayoral M-L, Messiaen A, et al. Recent
experiments on alternative dipole
phasing with the JET A2 ICRF antennas.
AIP Conference Proceedings. 2009;1187:
93. DOI: 10.1063/1.3273845

129

Main Challenges of Heating Plasma with Waves at the Ion Cyclotron Resonance…
DOI: http://dx.doi.org/10.5772/intechopen.105394



[29] Lerche E, Van Eester D, Jacquet P,
Casson F, et al. ICRH options for JET-
ILW DTE2 operation. AIP Conference
Proceedings. 2020;2254:030007.
DOI: 10.1063/5.0013530

[30] Kazakov Y, Ongena J, Wright J, et al.
Efficient generation of energetic ions in
multi-ion plasmas by radio-frequency
heating. Nature Physics. 2017;13:
973-978. DOI: 10.1038/nphys4167

[31] Kirov KK, Kazakov Y, Nocente M,
Ongena J, et al. Synergistic ICRH and
NBI heating for fast ion generation and
maximising fusion rate in mixed plasmas
at JET. AIP Conference Proceedings.
2020;2254:030011. DOI: 10.1063/
5.0014235

[32] Huynh P, Lerche EA, Van Eester D,
Bilato R, et al. Modeling ICRH and
ICRH-NBI synergy in high power JET
scenarios using European transport
simulator (ETS). AIP Conference
Proceedings. 2020;2254:060003.
DOI: 10.1063/5.0014240

[33] Keilhacker M et al. Confinement
studies in L and H-type Asdex
discharges. Plasma Physics and
Controlled Fusion. 1984;26(1A):49-63.
DOI: 10.1088/0741-3335/26/1A/305

[34] Bobkov V. Studies of high voltage
breakdown phenomena on ICRF
antennas. 2003. Available from: http://
mediatum.ub.tum.de/doc/602957/doc
ument.pdf

[35] Bobkov V, Braun F, Hartmann DA,
et al. Influence of ELMs on operation of
ICRF antennas in ASDEX Upgrade.
Journal of Nuclear Materials. 2005;
337–339:776-780. DOI: 10.1016/j.jnuc
mat.2004.10.109

[36] Ladurelle L, Agarici G, Beaumont B,
et al. First results of automatic matching
system on Tore Supra ICRH antennas:

fast matching network for ICRH
systems. In: Proceedings of 19th SOFT.
Lisbonne, Portugal; 1996. DOI: 10.1016/
B978-0-444-82762-3.50118-X

[37] Durodié F, Dumortier P, Helou W,
et al. Circuit model of the ITER-like
antenna for JET and simulation of its
control algorithms. AIP Conference
Proceedings. 2015;1689(070013).
DOI: 10.1063/1.4936520

[38] Noterdaeme J-M, Bobkov V,
Brémond S, Parisot A, et al. Matching to
ELMy plasmas in the ICRF domain.
Fusion Engineering and Design. 2005;74:
191-198. DOI: 10.1016/j.fusengdes.
2005.06.071

[39] Faugel H, Angene P, Becker W,
Braun F, Bobkov V, et al. The ASDEX
upgrade ICRF system: Operational
experience and developments. Fusion
Engineering and Design. 2005;74:
319-324. DOI: 10.1016/j.
fusengdes.2005.06.268

[40] Yang H, Zhang XJ, Yuan S, Qin CM,
et al. Experimental validation of the
newly designed ICRF antenna on EAST.
Private Communication

[41] Vulliez K, Argouarch A, Bosia G,
et al. Validation of the load-resilient ion
cyclotron resonance frequency antenna
concept on Tore Supra plasmas. Nuclear
Fusion. 2008;48:065007. DOI: 10.1088/
0029-5515/48/6/065007

[42] Hillairet J, Mollard P, Colas L,
Helou W, Urbanczyk G, et al. WEST
actively cooled load resilient ion
cyclotron resonance heating system
results. Nuclear Fusion. 2021;61:096030.
DOI: 10.1088/1741-4326/ac1759

[43] Ragona R, Messiaen A. Conceptual
study of an ICRH traveling-wave
antenna system for low-coupling
conditions as expected in DEMO.

130

Advances in Fusion Energy Research - From Theory to Models, Algorithms and Applications



Nuclear Fusion. 2016;56:076009.
DOI: 10.1088/0029-5515/56/7/076009

[44] Pinsker RI, Prater R, Moeller CP,
deGrassie JS, et al. Experiments on
helicons in DIII-D—investigation of the
physics of a reactor-relevant non-
inductive current drive technology.
Nuclear Fusion. 2018;58:106007.
DOI: 10.1088/1741-4326/aad1f8

[45] Van Compernolle B, Brookman MW,
Moeller CP, Pinsker RI, Garofalo AM,
O’Neill R, et al. The high-power helicon
program at DIII-D: Gearing up for first
experiments. Nuclear Fusion. 2021;
61(11):116034. DOI: 10.1088/1741-4326/
ac25c0

[46] Ragona R, Batal T, Hillairet J,
Messiaen A, et al. Progress on the design
of a DEMO high power ICRH travelling
wave antenna mock-up to be tested on
WEST. AIP Conference Proceedings.
2020;2254:070014. DOI: 10.1063/
5.0014215

[47] Stangeby PC. The Plasma Boundary
of Magnetic Fusion Devices (1st ed.).
Boca Raton: CRC Press. 2000.
DOI: 10.1201/9780367801489

[48] Moritz J, Heuraux S, Gravier E,
Lesur M, Brochard F, et al. Sheath size
and Child–Langmuir law in one
dimensional bounded plasma system in
the presence of an oblique magnetic
field: PIC results. Physics of Plasmas.
2021;28:083501. DOI: 10.1063/5.0055790

[49] Myra JR. A tutorial on radio
frequency sheath physics for
magnetically confined fusion devices.
Journal of Plasma Physics. 2021;87(5):
905870504. DOI: 10.1017/S002237
7821000878

[50] Colas L, Urbanczyk G, Goniche M,
Hillairet J, Bernard J-M, Bourdelle C,
et al. The geometry of the ICRF-induced

wave–SOL interaction. A multi-machine
experimental review in view of the
ITER operation. Nuclear Fusion. 2022;
62(1):016014. DOI: 10.1088/1741-4326/
ac35f9

[51] Colas L, Lu LF, Jacquot J, Tierens W,
et al. SOL RF physics modelling in
Europe, in support of ICRF experiments.
EPJ Web of Conferences. 2017;157:
01001. DOI: 10.1051/epjconf/
201715701001

[52] Myra JR, D’Ippolito DA. Resonance
cone interaction with a self-consistent
radio-frequency sheath. Physical Review
Letters. 2008;101:195004. DOI: 10.1103/
PhysRevLett.101.195004

[53] ZhangW, Bilato R, Bobkov VV, et al.
Recent progress in modeling ICRF-edge
plasma interactions with application to
ASDEX upgrade. Nuclear Fusion. 2021.
DOI: 10.1088/1741-4326/ac38c8

[54] Urbanczyk G, Zhang XJ, Colas L,
Dumont R, Tierens W, et al. Metallic
impurity content behavior during ICRH-
heated L-mode discharges in EAST.
Nuclear Fusion. 2020;60:126003.
DOI: 10.1088/1741-4326/abae82

[55] Martin K, Gunn JP, Heuraux S,
Colas L, Faudot E, Jacquot J.
Measurement of sheath potential in RF-
biased flux tubes using a retarding field
analyzer in Tore Supra tokamak.
Journal of Nuclear Materials. 2013;438:
S509-S512. DOI: 10.1016/j.jnucmat.2013.
01.105

[56] Corre Y, Firdaouss M, Colas L,
Argouarch A, Guilhem D, Gunn J, et al.
Characterization of heat flux generated
by ICRH heating with cantilevered bars
and a slotted box Faraday screen.
Nuclear Fusion. 2012;52:103010.
DOI: 10.1088/0029-5515/52/10/
103010

131

Main Challenges of Heating Plasma with Waves at the Ion Cyclotron Resonance…
DOI: http://dx.doi.org/10.5772/intechopen.105394



[57] Martin MJ, Gekelman W, Van
Compernolle B, Pribyl P, Carter T.
Experimental observation of convective
cell formation due to a fast wave antenna
in the large plasma device. Physical
Review Letters. 2017;119:205002.
DOI: 10.1103/PhysRevLett.119.205002

[58] Ochoukov R, Whyte DG, Brunner D,
D’Ippolito DA, et al. ICRF-enhanced
plasma potentials in the SOL of Alcator
C-Mod. Plasma Physics and Controlled
Fusion. 2014;56:015004. DOI: 10.1088/
0741-3335/56/1/015004

[59] Wukitch SJ, LaBombard B, Lin Y,
Lipschultz B, Marmar E, et al. ICRF
specific impurity sources and plasma
sheaths in Alcator C-Mod. Journal of
Nuclear Materials. 2009;390–391:
951-954. DOI: 10.1016/j.
jnucmat.2009.01.245

[60] Wukitch SJ, Lipschultz B,
Marmar E, Lin Y, et al. RF plasma edge
interactions and their impact on ICRF
antenna performance in Alcator C-Mod.
Journal of Nuclear Materials. 2007;
363–365:491-497. DOI: 10.1016/j.
jnucmat.2007.01.273

[61] Dux R, Bobkov V, Herrmann A,
Janzer A, Kallenbach A, et al. Plasma-
wall interaction and plasma behaviour in
the non-boronised all tungsten ASDEX
Upgrade. Journal of Nuclear Materials.
2009;390–391:858-863. DOI: 10.1016/j.
jnucmat.2009.01.225

[62] Bobkov V, Balden M, Bilato R,
Braun F, et al. ICRF operation with
improved antennas in ASDEX Upgrade
with W wall. Nuclear Fusion. 2013;53:
093018. DOI: 10.1088/0029-5515/53/9/
093018

[63] Bobkov V, Aguiam D, Bilato R,
Brezinsek S, Colas L, et al. Making ICRF
power compatible with a high-Z wall in
ASDEX upgrade. Plasma Physics and

Controlled Fusion. 2017;59:014022.
DOI: 10.1088/0741-3335/59/1/014022

[64] Colas L, Jacquet P, Bobkov V,
Brix M, Meneses L, et al. 2D mappings of
ICRF-induced SOL density
modifications on JET. In: 45th EPS
Conference on Plasma Physics
Proceedings. http://ocs.ciemat.es/
EPS2018PAP/pdf/O4.101.pdf

[65] Urbanczyk G, Colas L, Zhang XJ,
HelouW, Hillairet J, et al. ICRH coupling
optimization and impurity behavior in
EAST and WEST. AIP Conference
Proceedings. 2020;2254:030012.
DOI: 10.1063/5.0018453

[66] Tierens W, Colas L, EUROfusion
MST1 Team. Slab-geometry surface
waves on steep gradients and the origin
of related numerical issues in a variety of
ICRF codes. Journal of Plasma Physics.
2021;87(4):905870405. DOI: 10.1017/
S002237782100074X

[67] Tierens W, Zhang W, Manz P, et al.
The importance of realistic plasma
filament waveforms for the study of
resonant wave-filament interactions in
tokamak edge plasmas editors-pick
Physics of Plasmas. 2020;27:052102.
DOI: 10.1063/5.0007098

[68] Perkins RJ, Hosea JC, et al. High-
harmonic fast-wave power flow along
magnetic field lines in the scrape-off
layer of NSTX. Physical Review Letters.
2012;109:045001. DOI: 10.1103/
PhysRevLett.109.045001

[69] Noterdaeme JM. Fifty years of
progress in ICRF, from first experiments
on the model C stellarator to the design
of an ICRF system for DEMO. AIP
Conference Proceedings. 2020;2254:
020001. DOI: 10.1063/5.0014254

[70] Van Eester D, Lerche E. Integro-
differential modeling of ICRH wave

132

Advances in Fusion Energy Research - From Theory to Models, Algorithms and Applications



propagation and damping at arbitrary
cyclotron harmonics and wavelengths in
tokamaks. AIP Conference Proceedings.
2014;1580:298. DOI: 10.1063/1.4864547

[71] Dumont RJ. Variational approach to
radiofrequency waves in magnetic fusion
devices. Nuclear Fusion. 2009;49:075033.
DOI: 10.1088/0029-5515/49/7/075033

[72] Brambilla M. Numerical simulation
of ion cyclotron waves in tokamak
plasmas. Plasma Physics and Controlled
Fusion. 1999;41:1. DOI: 10.1088/
0741-3335/41/1/002

[73] Bilato R, Volpe F, Poli E, Köhn A,
et al. Electron Cyclotron Heating in RFP
plasmas. AIP Conference Proceedings.
2009;1187:81. DOI: 10.1063/1.3273812

[74] Kazakov YO, Ongena J, Wright JC,
et al. Physics and applications of three-
ion ICRF scenarios for fusion research.
Physics of Plasmas. 2021;28:020501.
DOI: 10.1063/5.0021818

[75] Lin Y, Wright J, Wukitch S. Physics
basis for the ICRF system of the SPARC
tokamak. Journal of Plasma Physics.
2020;86(5):865860506. DOI: 10.1017/
S0022377820001269

[76] Lerche E, Goniche M, Jacquet P, Van
Eester D, Bobkov V, Colas L, et al.
Optimization of ICRH for core impurity
control in JET-ILW. Nuclear Fusion.
2016;56:036022. DOI: 10.1088/
0029-5515/56/3/036022

[77] TFR Group. Impurity pump-out at
the two-ion hybrid resonance during
ICRF experiments in TFR tokamak
plasmas. Nuclear Fusion. 1982;22:956

[78] Rice JE, Lin Y, Perks CJ, Reinke ML,
et al. Argon pumpout by ICRF waves in
C-Mod L- and I-mode plasmas. Nuclear
Fusion. 62 086009; 2022. DOI: 10.1088/
1741-4326/ac6ef0

[79] Wukitch S et al. Towards ICRF
antennas compatible with high
performance plasmas: characterization
and mitigation of ICRF antenna – plasma
edge interaction. In: 22nd RFPPC
Conference. France: Aix-en-Provence;
2017

[80] Hillairet J. Recent progress in ion
cyclotron range of frequency in
magnetic confinement fusion. From
modelling technology and experiments.
Reviews of Modern Physics. 2022.
(Under reviewing process)

133

Main Challenges of Heating Plasma with Waves at the Ion Cyclotron Resonance…
DOI: http://dx.doi.org/10.5772/intechopen.105394





Chapter 8

Charged Particle Beam Injection
into Magnetically Confined Plasmas
Wonyong Chung, Andi Tan and Christopher Tully

Abstract

As the principles underpinning magnetic confinement are contrary to allowing
significant heat flow via charged particles into or out of a magnetically confined
plasma, the approach of charged particle beam injection has been largely overlooked.
The method of magnetic orbital angular momentum beam acceleration, developed by
the PTOLEMY experiment, provides a new avenue for injecting charged particle
beams into high magnetic field regions. Initial simulations show how this novel accel-
eration method can yield charge, mass, and heat flow into toroidal magnetic fields
with important implications for fusion energy science. This chapter will review this
new method in the context of charged particle beam injection methods and the
relevance of these tools for plasma and fusion science.

Keywords: charged particle beam injection, heating, magnetic confinement, magnetic
gradient drift, ITER

1. Introduction

The dream of harnessing energy from controlled nuclear fusion has been proposed
for several decades. Intensifying climate change issues increase the desire for a clean
and safe energy source. A fusion reactor based on magnetic confinement provides a
promising configuration for controlled thermonuclear fusion. To fuse nuclei with
large densities for an extended period, it is necessary to heat the plasma to overcome
the Coulomb repulsion. The power ratio, Q , of the fusion output power to the input
power is proportional to the fusion product nTτE, where n and T are the central ion
density and temperature [1]. The parameter τE is the energy confinement time. In
December 2021, the Joint European Torus (JET) achieved a new record and produced
59 MJ of energy with a Q of 0.33 over a τE of 5 s [2]. Although remarkable progress has
been made to achieve the required n,T, and τE, they have not been achieved in the
same reactor configuration simultaneously.

To achieve an ignition condition where self-sustaining fusion is possible, additional
energy-efficient heating is required. Ohmic heating from the toroidal current wanes at
high temperatures. Two external sources are typically used to provide heating power,
the resonant absorption of radio frequency electromagnetic waves and the injection of
energetic neutral particle beams.
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The injected beams are neutralized to prevent reflection due to the magnetic field.
The neutralization process introduces inefficiency and complicates the instrumentation.

Alternatives to neutral particle beam injection, typically for non-equilibrium
fusion reactors, have been explored using different acceleration technologies [3, 4].
The challenges of energy efficiency in particle acceleration are formidable given the
high fraction of input power needed to operate relatively low-Q fusion reactors.
Radio-frequency acceleration cavities and time-varying electromagnetic fields are, in
general, prone to internal ohmic losses and self-heating. Static accelerating fields
avoid the bulk of these losses, but are suited primarily for charged particle beams. By
construction, the insertion and extraction of charged particles from magnetic con-
finement systems is thwarted except when necessary, as in the case of divertors.
However, non-confining trajectories can be constructed under special conditions
through the same processes of cyclotron orbit drift that plague steady-state operation.

In the transverse drift electromagnetic filter developed for the PTOLEMY experi-
ment (Princeton Tritium Observatory for Light, Early-Universe, Massive-Neutrino
Yield), a compact configuration of electromagnetic fields simultaneously transports
and decelerates energetic electrons from the tritium β-decay endpoint starting in high
magnetic fields of several Tesla to regions where both the kinetic energy and magnetic
fields are reduced by several orders of magnitude [5, 6]. A new method is devised to
accelerate low-energy charged particles into a high magnetic field region by operating
the PTOLEMY filter in “reverse.” This chapter presents the principles of this acceler-
ation method and describes a possible application using the diagnostic port of the
International Thermonuclear Experimental Reactor (ITER) [7].

2. Basics of charged particle beam injection

In this chapter, we use the convention that non-bolded symbols of vector quanti-
ties refer to the total magnitude unless a component is specified. The equation of
motion of a charged particle of mass m and charge q in a magnetic field B is given by

d
dt

m
dr
dt

� �
¼ q

dr
dt

� B: (1)

The Lorentz force on the right-hand side is perpendicular to the particle’s velocity.
In a uniform magnetic field, the particle’s motion projected on a plane perpendicular
to the magnetic field is circular, with a gyroradius given by

ρ ¼ mυ⊥
qB

¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2mT⊥

p
qB

, (2)

with T⊥ the transverse kinetic energy.
For a 1 MeV deuterium ion in a 5 T magnetic field, the gyroradius is about 0.04 m,

a small fraction of a typical reactor radius. The ion beam injection energies must be
relativistic to be commensurate with the reactor radius.

Relativistic ion beam injection introduces a number of inefficiencies. The plasma
does not have the density required to stop energetic ions in a single transit, delivering
limited power to the plasma and creating destructive irradiation of the reactor walls.
The acceleration methods for relativistic beams involve time-varying fields that have
several sources of intrinsic power loss.
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In the following sections, charged particle injection of non-relativistic ions is
re-examined as a transport mechanism that drifts charged ions from outside of the
reactor volume to the surface of the plasma.

3. Magnetic orbital angular momentum beam acceleration

An alternative method to inject a charged particle beam is to create a beam of
particles whose gyroradius is small compared to the transverse dimensions of the
injection aperture. The particles are in cyclotron motion in a magnetic field that is
relatively strong compared to their momentum. The acceleration mechanism stems
from the ability of particles traveling in cyclotron motion in magnetic field gradients
to do work. One, therefore, configures a magnetic geometry such that there is a
transverse gradient along the average path of the beam. A complementary electric
field is used to balance the gradient-B drift transverse to the average path of the beam
and to accelerate the particles under the work of the magnetic field gradient. The
acceleration process will be shown to be adiabatic for relevant injection energies and
to maintain the magnetic moment invariance to a good accuracy after an initial stage
of zero field ion source injection. The acceleration process does not affect the average
linear momentum component of the beam. The increase in the charged particle kinetic
energy follows from an increase in the magnetic orbital angular momentum.

3.1 Guiding-center drifts in adiabatic field conditions

When a charged particle gyrates in a magnetic field with a transverse gradient, the
cyclotron-orbit averaged Guiding Center System (GCS) [8] motion can be described
in terms of the drift terms of the virtual guiding-center particle if the spatial and
temporal field variations within a single cyclotron orbit are taken to be adiabatic, i.e.,

ρc ≪
B
∇B

����
����,

E
∇E

����
����; and (3)

τc ≪
B

dB=dt

����
����,

E
dE=dt

����
����; (4)

where ρc is the Larmor radius and τc the cyclotron period. Under the conditions
specified by Eq. (3) and (4), the first adiabatic invariant μ,

μ ¼ mv2⊥
2B

¼ T⊥

B
, (5)

accurately describes an invariant quantity preserved in the motion of the particle
[9, 10] and shows that an increase in the magnetic field magnitude is accompanied by
a proportional increase in the transverse kinetic energy. Additionally, the deviation of
the GCS trajectory from the direction of the magnetic field lines can be described in
terms of four fundamental drift terms,

VD ¼ V⊥ ¼ qEþ F � μ∇B�m
dV
dt

� �
� B
qB2 , (6)
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where V⊥ is the perpendicular component of the GCS velocity with respect to the
magnetic field line. The transverse drift velocity, VD, is composed of individual terms,
as appear in Eq. (6) from left to right, known as (1) the E � B drift; (2) the external
force drift; (3) the gradient-B drift; and (4) the inertial drift [8]. It is possible to
configure the electric and magnetic field parameters to manipulate certain drift terms
to produce a net linear trajectory in the transverse direction [5].

3.2 Drifts and work

The gradient-B drift is able to drive a charged particle up or down an electrostatic
potential. This ability to do work, at first, seems contrary to the notion that magnetic
fields do not do work on charged particles, as seen in Eq. (1), from the cross-product.
Similarly, under the motion of E � B drift alone, the cross-product bars work as the
electrons will drift on surfaces of constant voltage. This can also be understood by
considering that it is always possible to boost into a frame in which the E � B drift is
zero.

In contrast, a gradient-B drift due to a spatially varying magnetic field implies a
time-varying electric field that cannot be boosted to zero. By itself, i.e., with a mag-
netic field and no electric field, a gradient-B does no work because there is nothing to
do work against. However, when accompanied by an external E � B drift, the external
electric potential provides a surface against which the gradient-B drift can do work on.
The internal rotational kinetic energy of gyromotion of the virtual guiding-center
particle is reduced for a corresponding increase in voltage potential. This is described
by inserting terms from Eq. (6),

dT⊥

dt
¼ �qE �VD ¼ �qE � qE� μ∇Bð Þ � B

qB2 ¼
μ

B2 E � ∇B� Bð Þ, (7)

where T⊥ is the internal kinetic energy of gyromotion in the GCS frame [8].

3.3 Balanced drift

To produce a filter or accelerator based on the drift terms in Eq. (6), the external
force and inertial drift terms are first taken to be zero, leaving only the electric and
gradient-B drifts to be configured such that the total net drift is along a straight line
parallel to the direction of the magnetic field gradient. The gradient-B drift alone is
orthogonal to the direction of the magnetic field gradient, so the first step is to create a
component of the E � B drift that exactly counters the gradient-B drift. From Eq. (6),
this specifies the requirement,

qE∥ � B ¼ μ∇B� B, (8)

where E∥ is the component of electric field parallel to the magnetic field gradient.
In general, the ratio of the parallel electric field to the magnitude of the magnetic field
to meet this condition depends on the ratio μ/q times the fractional rate of change of
the transverse component of the magnetic field along the direction of the magnetic
field gradient. For an exponentially falling transverse field, the fractional rate of
change is 1/λ, the characteristic exponential length scale in units of transverse
distance.

138

Advances in Fusion Energy Research - From Theory to Models, Algorithms and Applications



To introduce work, the electric field is tilted by adding an additional component,
E⊥, that is orthogonal to the direction of the magnetic field gradient. The E⊥ � B drift
is what moves the charged particle either against or along the magnetic field gradient.
As the components of E∥ and E⊥ are in vacuum, the relationship between the compo-
nents follows from solving Maxwell’s equations for a set of voltage plates above and
below the direction of the balanced drift. Explicit solutions have been found [5].
Given that the magnitudes of E∥ and E⊥ are related, it is not surprising that the net
drift velocity along the acceleration direction is constant. There is no linear momen-
tum acceleration present. The acceleration occurs through the increase in the trans-
verse kinetic energy component, the magnetic orbital angular momentum, during a
process of constant drift along the magnetic field gradient.

3.4 Performance

Because the orbital magnetic moment μ = T⊥/B is invariant, if the B field increases
(or decreases) exponentially along the trajectory of the particle, so must its transverse
kinetic energy. Figure 1 shows the trajectory of a deuterium ion in a balanced drift
with an initial kinetic energy of 20 keV at 0.2 T, going to a 4.7 T region with 1 MeV
final kinetic energy. In this simulation, using CST studio [11], the magnetic field
(Figure 2) is scaled from the one produced by the PTOLEMY magnet [6]. The
maximum of the Bx field is set to 4.7 T at Z = 1.6 m to match the toroidal field near the
interface of the upper port of ITER [12]. The electric field as in Figure 3 is generated
by a similar electrode structure as in the PTOLEMY transverse drift filter [6]. The
dimensions are scaled up such that the distance between the electrodes is 0.3 m.

3.5 Injection

The net drift is along the direction of the magnetic field gradient and drives the
guiding-center of the beam to cross equipotential lines and accelerates the particles. As
the beam drifts in the direction of ∇B, it naturally reaches its maximum kinetic energy
upon entering the toroidal magnet of a tokamak.

Via the foregoing mechanism, initial simulations of injecting deuterium ions indi-
cate successful delivery of the beam, as shown in Figure 4. Once the particle leaves

Figure 1.
The trajectory of a deuterium ion in a transverse drift accelerator is shown with the low energy ion source on the left
at a low magnetic field region and the high energy ion exiting the accelerator on the right in a region of high
magnetic field. The net vertical drift is balanced to zero by construction as the ion drifts at constant velocity from
left to right while climbing the magnetic field gradient. The trajectory is computed using the CST software suite. The
color scale indicates the kinetic energy of the ion increasing from 20 keV at 0.2 T to 1 MeV at 4.7 T.
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Figure 2.
The profile of the transverse magnetic field in the CST simulation for the trajectory shown in Figure 1. It is derived
from scaling the magnetic field produced by the PTOLEMY magnet to match a maximum Bx of 4.7 T.

Figure 3.
The electric field in the transverse plane in the drift region for the trajectory shown in Figure 1. The color
(orientation) of the arrow indicates the magnitude (direction) of the field at its tail-end position.

Figure 4.
Simulation of the injection of deuterium ions into a 1/R magnetic field in a tokamak using the accelerating
structure of Figure 1. Upon exiting the accelerator, the energetic ion continues to drift toward the plasma
confinement region under the 1/R magnetic field gradient-B drift of the tokamak.
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the injection port, the gradient of the 1/R toroidal magnetic field drifts the ions into
the center of the plasma. The relatively hot thermal temperature of the 1 MeV deute-
rium ions will thermalize through Coulomb interactions with the plasma. The injec-
tion mechanism supports a range of injection energies and ion species. For instance,
injection of 4 MeV α-particles through the ITER diagnostic port may be an effective
way of studying the effects of fusion final-state ion interactions on the plasma. Charge
neutralization can be achieved by instrumenting ion (electron) injection ports on the
top (bottom) of the tokamak. The gradient-B drift will drift ions downward (for a
given orientation of the azimuthal toroidal magnetic field) and electrons (or negative
ions) upward.

The desired injection magnetic field, as described in Ref. [6], can be produced by a
tapered dipole magnet with a superconductor winding, as in Figure 5.

A field cage with a number of electrodes can be placed inside the magnet to
produce the corresponding electric field. Such a magnet is compact and can be placed
within a counter-dipole coil in the upper diagnostic ports of ITER, as shown in
Figure 6. The counter-dipole creates a zero field region for the ion source and reduces
Lorentz forces on the primary reactor coils. The details of this magnet and the field
cage are beyond the scope of this chapter.

4. Energy efficiency

An important aspect of magnetic orbital angular momentum acceleration for
fusion energy efficiency is the reliance solely on static electric and magnetic fields.
The power loading during injection on the accelerating plate voltages draws from
highly efficient DC power supplies. Above all, the largest inefficiency of neutral beam
injection, the neutralization, is avoided with direct charged particle injection. The
high currents and efficient production of positive ions saves on power losses at the
source relative to the negative ion beams used for neutral beam injection [13]. The
inefficiencies and beam energy limitations associated with neutralization and

Figure 5.
A conceptual design of a tapered dipole magnet winding to generate the desired magnetic field for magnetic orbital
angular momentum beam acceleration. The winding of the coils follows the surface of a cylindrical vacuum
insertion port, similar to dipole magnets used in circular proton beam accelerators.
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neutral beam injection introduce approximately a factor of 2 loss in absolute power
efficiency [14].

5. Conclusions

Fusion reactor science is on the brink of a major advance toward sustained clean
energy reactors. Reducing inefficiency in the particle beam injection systems is a
promising direction toward achieving ignition conditions without compromising
reactor operation. A surprising and yet potentially revolutionary approach to improv-
ing beam heating is through a new particle acceleration method called magnetic
orbital angular momentum beam acceleration. With this technique, charged particle
beam injection into magnetically confined plasmas becomes possible. The relevant
parameters for charged particle beam injection are presented with simulated geome-
tries demonstrating the feasibility of implementing this system with the diagnostic
port of ITER. Charged particle beam injection provides a new tool for fusion reactors
to deliver charge, mass, and heat flow into the plasma. The large gain in energy
efficiency for charged particle injection is the most advantageous factor in comparing
with neutral beam injection.

Figure 6.
A tapered dipole magnet, as shown in Figure 5, within a counter-dipole winding placed in the upper port between
two adjacent ITER toroidal field coils. The counter-dipole reduces the magnetic forces between the injection system
and the tokamak field windings.
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Chapter 9

Decoupling Techniques for
Coupled PDE Models in Fluid
Dynamics
Mingchao Cai, Mo Mu and Lian Zhang

Abstract

We review decoupling techniques for coupled PDE models in fluid dynamics. In
particular, we are interested in the coupled models for fluid flow interacting with
porous media flow and the fluid structure interaction (FSI) models. For coupled
models for fluid flow interacting with porous media flow, we present decoupled
preconditioning techniques, two-level and multilevel methods, Newton-type
linearization-based two-level and multilevel algorithms, and partitioned time-
stepping methods. The main theory and some numerical experiments are given to
illustrate the effectiveness and efficiency of these methods. For the FSI models,
partitioned time-stepping algorithms and a multirate time-stepping algorithm are
carefully studied and analyzed. Numerical experiments are presented to highlight the
advantages of these methods.

Keywords: decoupling, linearization, Stokes/Darcy model, FSI model, finite element,
two-level method, Robin-Neumann scheme, β-scheme

1. Introduction

Coupled PDE models have wide applications in the real world. For example, in
fluid dynamics, there are two-phase flow models, fluid structure interaction models,
heat transfer models in fluids etc. In this work, we focus on two typical models:
coupled models for describing fluid flow interacting with porous media flow, and
fluid structure interaction (FSI) models. The first type of models have been validated
by experiments [1] and then justified by using homogenization theory [2, 3]. Appli-
cations include the environmental engineering problem of groundwater contamina-
tion through rivers and the geoscience problem of surface flows filtrating in vuggy
porous media. The second type of models come from many practical applications. For
example, blood flow interacting with vessel wall, compressible fluids interacting with
aircraft wings, as well as slamming and whipping response of ship structure to water
flow. These models are typical multidomain coupled PDE models with multiphysics.
Due to the heterogenenities in subdomain models, it is very difficult to find a unified
approach to solve the different subdomain models simultaneously. Moreover, some

145



coupled models have nonlinearity in either subdomain problems or interface coupling
terms. To deal with the difficulties caused by the coupling of different submodels and
the nonlinearity [4–8], we discuss some decoupling techniques [4, 9–20], which have
shown to be very effective and efficient. Among them, we will emphasize the work
proposed by our group members and highlight the novelty and importance of these
algorithms.

The rest of the paper is organized as follows. In Section 2, we introduce the coupled
fluid flow/porous media interacting models. Some decoupling techniques, specifically,
decoupled preconditioners, decoupled two-level and multi-level methods, and
partitioned time schemes will be presented and analyzed. In Section 3, we present
fluid structure interaction models. Partitioned decoupling algorithms include the
Robin-Neumann scheme [14, 15], the β-scheme [13, 21], and the multirate
partitioned schemes [22, 23] will be briefly introduced. Concluding remarks are drawn
in Section 4.

2. Decoupled algorithms for the coupled models of fluid flow interacting
with porous flow

For the linear cases of the coupled models for fluid flow interacting with porous
media flow, we refer to the Stokes/Darcy model studied in [7, 11, 18, 20, 24–30].
For the nonlinear case, we refer to the coupled nonlinear Navier–Stokes/Darcy
model [4–6].

2.1 Coupled models for fluid flow interacting with porous media flow

Let Ω⊂Rd be a domain consisting of a fluid region Ωf and a porous media region
Ωp separated by an interface Γ, as shown in Figure 1, where d ¼ 2 or 3, Ω ¼ Ωf ∪Ωp

and Γ ¼ Ωf∩Ωp. Let nf and np denote the unit outward normal directions on ∂Ωf and
∂Ωp. The interface Γ is assumed to be smooth enough as in [6].

For incompressible Newtonian fluid flow, Navier–Stokes equations of the stress-
divergence form are usually used [31, 32]. ∀t≥0, ∀x∈Ωf ,

Figure 1.
A global domain Ω consisting of a fluid region Ωf and a porous media region Ωp separated by an interface Γ.
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ρf
∂u
∂t

þ u � ∇ð Þu
� �

� divT u, pð Þ ¼ f f ,

divu ¼ 0,

8<
: (1)

where ρf is the fluid density, u is the velocity vector, p is the pressure, f f is the
external force,

T u, pð Þ ¼ 2νD uð Þ � pI, with D uð Þ ¼ 1
2

∇uþ ∇uð ÞT
h i

, (2)

is the stress tensor with ν>0 being the kinematic viscosity. By dropping the term
∂u
∂t in (1), the steady state Navier–Stokes equations read as: ∀x∈Ωf ,

ρf u � ∇ð Þu� divT u, pð Þ ¼ f f ,

divu ¼ 0:

(
(3)

In strong form,

�divT u, pð Þ ¼ �νΔuþ ∇p, (4)

because the fluid flow is assumed to be divergence free and div ∇Tu
� � ¼ 0 holds.

Among various porous media flow models, Darcy’s law is the most favored. The
governing variable in Ωp is the so-called piezometric head or pressure head,

ϕ ¼ zþ
pp
ρf g

: (5)

Here, z is the elevation from a reference level (for simplicity, z is assumed to be 0).
Darcy’s law states that the velocity up (also called seepage velocity) in the porous
media region is proportional to the gradient of ϕ [27, 33].

up ¼ �K∇ϕ: (6)

We assume that

α1 x,xð Þ≤ Kx, xð Þ≤ α2 x, xð Þ, ∀x∈Ωp: (7)

Moreover, the divergence of the seepage velocity equals to the source term. This
leads to the following steady state equation:

�div K∇ϕð Þ ¼ f p: (8)

In the time-dependent case, the governing equations in Ωp reads as:

S0ϕt � div K∇ϕð Þ ¼ f p, (9)

where S0 is a specific storage and f p is a source term.
No matter time-dependent or steady state, the key part of the coupled model is a

set of interface conditions, which describe the interaction mechanism of the two
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different types of flows. The following interface conditions have been extensively
used and studied in the literature [1–3, 7, 27, 28]:

u � nf ¼ up � nf ¼ �K∇ϕ � nf ,

�ν ∇unf
� � � nf þ p ¼ ρgϕ,

�ν ∇unf
� � � τi ¼ ναBJSffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ντi � Kτi
p u � τi, i ¼ 1, … , d� 1:

8>>>><
>>>>:

(10)

Here, τif gd�1
i¼1 is the unit tangent vector on Γ, αBJS is a positive parameter depending

on the properties of the porous medium. The first interface condition ensures mass
conservation across Γ. The second one is the balance of normal forces across the
interface. The third condition is well known as Beavers-Joseph-Saffman’s law [1, 2],
which states that the slip velocity is proportional to the shear stress along Γ. Without
loss of generality, we impose homogeneous Dirichlet boundary conditions on both of
the external boundaries:

u ¼ 0 on Γf ,

ϕ ¼ 0 on Γp:

(
(11)

The proper functional spaces for u, p and ϕ are

Xf ¼ v∈H1 Ωf
� � ¼ H1 Ωf

� �� �d v ¼ 0 on Γf
�� �

,
n

Q ¼ L2 Ωf
� �

, Xp ¼ ψ ∈H1 Ωp
� �

ψ ¼ 0 on Γp
�� �

:
�

(12)

Moreover, we denote X ¼ Xf � Xp for ease of presentation. Multiplying test func-
tions to (3) and (8), integrating by parts and plugging in the interface boundary
conditions (10)–(11), we have the weak form of the coupled Navier–Stokes/Darcy
model: find u ¼ u,ϕð Þ∈X, p∈Q such that

a u, vð Þ þ c u,u, vð Þ þ b v, pð Þ ¼ f vð Þ ∀v ¼ v,ψð Þ∈X,

b u, qð Þ ¼ 0 ∀q∈Q,

(
(13)

where

a u, vð Þ ¼ af u, vð Þ þ ap ϕ,ψð Þ þ aΓ u, vð Þ, b v, pð Þ ¼ �
ð

Ωf

p∇ � v,

c u, v,wð Þ ¼ ρ

ð

Ωf

u � ∇ð Þv �w, f vð Þ ¼
ð

Ωf

f f � vþ ρg
ð

Ωp

f pψ
(14)

with

af u, vð Þ ¼ ν

ð

Ωf

∇u : ∇vþ
Xd�1

i¼1

ναBJSffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ντi � Kτi

p
ð

Γ
u � τið Þ v � τið Þ,

ap ϕ,ψð Þ ¼ ρg
ð

Ωp

∇ψ � K∇ϕ, aΓ u, vð Þ ¼ ρg
ð

Γ
ϕv� ψuð Þ � nf :

(15)
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For the wellposedness of the coupled Navier–Stokes/Darcy model, we refer to the
recent results in [5, 6, 34]. It is shown in [34] that if the viscosity is sufficiently large
and the normal velocity across the interface is sufficiently small, then the problem
(14) is wellposed. We follow the assumptions in [34]. In addition to these assumptions
on model parameters and variables, we shall frequently use these properties: a �, �ð Þ is
bounded and coercive; b �, �ð Þ is bounded and satisfies the inf-sup condition [27, 35];
and the nonlinear term can be bounded by using the H1 norm of the three components
[31, 36].

We partition Ωf and Ωp by quasi-uniform triangulations T f ,h and T p,h with a
characteristic meshsize h. Here, we require that the two subdomain triangulations
coincide at Γ. The corresponding finite element spaces are denoted by Xf ,h �
Qh ⊂Xf � Q and Xp,h ⊂Xp, respectively. Moreover, Xf ,h � Qh needs to be stable, i.e.,
there exists a positive constant β such that

sup
vh ∈Xf ,h

b vh, qh
� �
vhj j1,Ωf

≥ β∥qh∥0,Ωf
∀qh ∈Qh: (16)

We assume that the solution of (13) is smooth enough and the finite element
spaces have the following typical approximation properties: for all
u, pð Þ∈Hkþ1 Ωf

� �
∩Xf �Hk Ωf

� �
and ϕ∈Hkþ1 Ωp

� �
∩Xp,

inf
vh ∈Xf ,h, qh ∈Qh

h u� vhj j1,Ωf
þ ∥u� vh∥0,Ωf

þ h∥p� qh∥0,Ωf

n o
≲ hkþ1 uj jkþ1,Ωf

þ pj jk,Ωf

� �
,

(17)

inf
ψh ∈Xp,h

h ϕ� ψhj j1,Ωp
þ ∥ϕ� ψh∥0,Ωp

n o
≲ hkþ1 ϕj jkþ1,Ωp

: (18)

To satisfy the discrete inf-sup condition and the approximation properties
(17)–(18), if k ¼ 1, one may apply the Mini elements [31, 37] in Ωf and the piecewise
linear elements in Ωp; if k≥ 2, the k-th order Taylor-Hood elements [31, 37, 38] can be
applied in Ωf and the piecewise k-th order elements can be adopted in Ωp.

Coupled Algorithm: A conventional finite element discretization applied to the
model problem (13) leads to the discrete problem: Find uh ¼ uh,ϕhð Þ∈Xh ¼
Xf ,h � Xp,h, ph ∈Qh such that

a uh, vhð Þ þ c uh,uh, vhð Þ þ b vh, ph
� � ¼ f vhð Þ ∀vh ¼ vh,ψhð Þ∈Xh,

b uh, qh
� � ¼ 0, ∀qh ∈Qh:

(
(19)

2.2 Decoupled algorithms in the preconditioning steps

As an illustration of decoupled preconditioning techniques, we will consider the
linear Stokes/Darcy model, whose weak form is (19) while the nonlinear term is
dropped. We note that the discrete model in the operator form is

Ap AT
Γ 0

�AΓ Af BT
f

0 Bf 0

2
64

3
75

ϕh

uh

ph

2
64

3
75 ¼

f f ,h
f p,h
gh

2
64

3
75: (20)
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Here Af ,Ap,AΓ, and B ¼ 0,Bf
� �

are the corresponding linear operators induced by
the corresponding bilinear forms in (15) and (16). We denote

A ¼ Ap AT
Γ

�AΓ Af

" #
, and M ¼ A BT

B 0

" #
: (21)

By discarding the coupling interface terms and plugging in 1
ν I (which leads to

pressure mass matrix) in the (2, 2) block, we have the following block-diagonal
decoupled preconditioner:

PM ¼
A0 0

0
1
ν
Ih

2
4

3
5, with A0 ¼ Ap 0

0 Af

" #
: (22)

By keeping one of B and BT, one can easily construct block-triangular decoupled
preconditioner. GMRES method is used as the outer iterative method. Block diagonal
or block-triangular preconditioners are used in the inner iteration. The effectiveness
and the efficiency of the preconditioners have been verified in [9, 39, 40]. In the
implementation, A�1

0 and the inverse for 1
ν I should be realized by applying a Multigrid

algorithm or domain decomposition methods. Particularly, when Krylov subspace
methods are used, these inverses should be applied inexactly (for example, using one
V-cycle Multigrid algorithm to provide approximate inverses).

Let us denote

P� ¼
A0 0

0 � 1
ν
Ih

0
@

1
A, (23)

We also propose another preconditioner of the block triangular type:

PT1 ¼
A0 0

B � 1
ν
Ih

0
@

1
A, (24)

by retaining the divergence operator. This preconditioner is still decoupled as the
computation can be carried out in a block forward substitution manner. As an illus-
tration, we illustrate the importance of using preconditioners in Table 1.

We use ∗ ∗ to indicate that the iteration does not converge within the prescribed
maximum number of iterations. N Pð Þ refers to the number of iterations with a
preconditioner P, and no preconditioner is applied when P is simply I. From the table,
it is clear that both P� and PT1 accelerate the convergence of the GMRES method. The
number of iterations based on the two preconditioners is independent of the mesh
refinement. More numerical experiments for testing the robustness with respect to the
physical parameters can be found in [9, 39].

2.3 Decoupling and linearization by two-level and multi-level algorithms

For the mixed Stokes/Darcy model, Mu and Xu in [11] propose a two-grid method
in which the coarse grid solution is used to supplement the boundary conditions at the
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interface for both of the two subproblems. The Two-grid Algorithm proposed in [11]
is composed by the following two steps.

1.Solve the linear part of problem 2:7ð ÞH on a coarse grid: find
uH ¼ uH,ϕHð Þ∈XH ⊂Xh, pH ∈QH ⊂Qh such that

a uH, vHð Þ þ b vH, pH
� � ¼ f , vHð Þ, ∀vH ¼ vH,ψHð Þ∈XH,

b uH, qH
� � ¼ 0, ∀qH ∈QH;

(
(25)

2.Solve a modified fine grid problem: find uH ¼ uh,ϕh� �
∈Xh, ph ∈Qh such that

a uH, vh
� �þ b vh, ph

� � ¼ f , vhð Þ � aΓ uH, vhð Þ, ∀vh ∈Xh,

b uH, qh
� � ¼ 0, ∀qh ∈Qh:

(
(26)

The main theoretical results for the two grid algorithm are as follows.
Theorem 1. Let uh, ph

� �
be the solution of coupled Stokes/Darcy model, and uH, ph

� �
be defined by and (27) on the fine grid. The following error estimates hold:

ϕh � ϕh
�� ��

Hp
≲H2, (27)

uh � uh
�� ��

Hf
≲H3=2, (28)

ph � ph
�� ��

Q ≲H3=2: (29)

Based on this algorithm, some other improvements have been made. For
example, in [18–20], by sequentially solving the Stokes submodel and the
Darcy submodel, the authors can make ϕh � ϕh

�� ��
Hp
, uh � uh
�� ��

Hf
, and ph � ph

�� ��
Q

are all of order H2. Furthermore, Hou constructed a new auxiliary problem [16]
for the Darcy submodel, and proved that Mu and Xu’s two-grid algorithm
can retain uh � uh

�� ��
Hf

and ph � ph
�� ��

Q order of H2. It is remarkable that Mu

and Xu’s two-grid algorithm is naturally parallel and of optimal order, if h is of
order H2.

The extension to a multilevel decoupled algorithm can be found in [26]. The
Multilevel Algorithm is as follows:

h DOF N Ið Þ N P�ð Þ N PT1ð Þ
2�2 268 186 41 20

2�3 948 432 45 22

2�4 3556 ∗ ∗ 48 22

2�5 13,764 ∗ ∗ 46 22

2�6 54,148 ∗ ∗ 46 22

Table 1.
Number of iterations for the GMRES method without and with the two preconditioners P� and PT1 .
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1.Solve the linear part of problem 2:7ð ÞH on a coarse grid: find uH ¼
uH,ϕHð Þ∈XH ⊂Xh, pH ∈QH ⊂Qh such that

a uH, vHð Þ þ b vH, pH
� � ¼ f vHð Þ, ∀vH ¼ vH,ψHð Þ∈XH,

b uH, qH
� � ¼ 0, ∀qH ∈QH;

(
(30)

2.Set h0 ¼ H, for j = 1 to L,

find uhj ¼ uhj ,ϕhj
� �

∈Xhj , p
hj ∈Qhj such that

a uhj , vhj
� �

þ b vhj , p
hj

� �
¼ f vhj
� �

� aΓ uhj�1 , vhj
� �

, ∀vhj ∈Xhj ,

b uhj , qhj

� �
¼ 0, ∀qhj ∈Qhj :

8><
>:

(31)

end.

In our multilevel algorithm, we refine the grid step by step, the coupled problem is
only solved on the coarsest mesh, and linear decoupled subproblems are solved in
parallel on successively refined meshes. We see that the algorithm is very effective
and efficient. Moreover, the theory of the two grid algorithm guarantees that the
approximation properties are good. As an illustration of the effectiveness of the
multilevel algorithm [41], we present numerical results in Table 2.

In the following, we use steady state NS/Darcy model to illustrate how to apply
two-level and multilevel methods to decouple the coupled nonlinear PDE models. The
algorithm combines the two-level algorithms and the Newton-type linearization
[4, 36, 42]. OurNewton Type Linearization Based Two-level Algorithm consists of
the following three steps [17, 43].

1.Solve the coupled problem (19) on a coarse grid triangulation with the meshsize
H: Find uH ¼ uH,ϕHð Þ∈XH and pH ∈QH such that

a uH, vHð Þ þ c uH,uH, vHð Þ þ b vH, pH
� � ¼ f vHð Þ, ∀vH ¼ vH,ψHð Þ∈XH,

b uH, qH
� � ¼ 0, ∀qH ∈QH:

(
(32)

2.On a fine grid triangulation with the meshsize h≤H, sequentially solve two
decoupled and linearized local subproblems:

h ϕh � ϕ
�� ��

1
uh � u
�� ��

1 vh � v
�� ��

1 ph � p
�� ��

0

2�1 4:592� 10�2 1:550� 10�1 1:066� 10�1 8:410� 10�2

2�2 1:152� 10�2 3:958� 10�2 2:664� 10�2 1:752� 10�2

2�4 7:280� 10�4 2:466� 10�3 1:652� 10�3 1:040� 10�3

2�8 5:296� 10�6 9:981� 10�6 7:922� 10�6 1:694� 10�5

Table 2.
Errors between the solutions of multilevel algorithm and the exact solutions (second order discretization).
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Step a. Solve a discrete Darcy problem in Ωp: Find ϕ ∗
h ∈Xp,h such that

ap ϕ ∗
h ,ψh

� � ¼ ρg f p,ψh

� �
Ωp

þ ρg uH � nf ,ψh
� �

Γ ∀ψh ∈Xp,h: (33)

Step b. Solve a modified Navier–Stokes model using the Newton type linearization:
Find u ∗

h ∈Xf ,h and p ∗
h ∈Qh such that

af u ∗
h , vh

� �þ c uH,u ∗
h , vh

� �þ c u ∗
h ,uH, vh

� �þ b vh, p ∗
h

� � ¼ f f , vh
� �

Ωf

�ρg ϕ ∗
h , vh � nf

� �
Γ þ c uH,uH, vhð Þ ∀vh ∈Xf ,h,

b u ∗
h , qh

� � ¼ 0 ∀qh ∈Qh:

8>>><
>>>:

(34)

3.On the same fine grid triangulation, solve two subproblems by using the newly
obtained solution.

Step a. Solve a discrete Darcy problem in Ωp: Find ϕh ∈Xp,h such that

ap ϕh,ψh
� � ¼ ρg f p,ψh

� �
Ωp

þ ρg u ∗
h � nf ,ψh

� �
Γ ∀ψh ∈Xp,h: (35)

Step b. Correct the solution of the fluid flow model: Find uh ∈Xf ,h and ph ∈Qh such that

af uh, vh
� �þ c uH,uh, vh

� �þ c uh,uH, vh
� �þ b vh, ph

� � ¼ f f , vh
� �

Ωf

�ρg ϕh, vh � nf
� �

Γ þ c uH,u ∗
h , vh

� �þ c u ∗
h ,uH � u ∗

h , vh
� �

∀vh ∈Xf ,h,

b uh, qh
� � ¼ 0 ∀qh ∈Qh:

8>>><
>>>:

(36)

We remark here that the problem (36) and the problem (34) differ only in the
right hand side. Similarly, the problem (35) and the problem (33) have the same
stiffness matrix. In sum, the advantages of our work exist in that the scaling between
the two meshsizes is better, the algorithm is decoupled and linear on the fine grid level
and the two submodels in the last two steps share the same stiffness matrices.

For the coupled problem (19), by using the properties (16)–(18), the error esti-
mates in the energy norm can be derived by using a fixed-point framework [4, 31].
Moreover, the Aubin-Nitsche duality argument can result in the L2 error analysis of
the problem (19). In summary, we have.

Lemma 1. Let u,ϕ, pð Þ∈Hkþ1 Ωf
� ��Hkþ1 Ωp

� ��Hk Ωf
� �

be the solution of the
Navier–Stokes/Darcy model (13) and uh,ϕh, ph

� �
be the FE solution of (19). We assume

that ν is sufficiently large and h is sufficiently small. There holds the following energy norm
estimate for the problem (19).

u� uhj j1,Ωf
þ ϕ� ϕhj j1,Ωp

þ ∥p� ph∥0,Ωf
≲ hk: (37)

Moreover, we have the following L2 error estimate:

∥u� uh∥0,Ωf
þ ∥ϕ� ϕh∥0,Ωp

≲ hkþ1: (38)
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The energy norm estimate (37) is the Lemma 2 in [4]. The L2 error estimate (38)
corresponds to the Lemma 3 in [4]. Detailed proofs of these results can be found in [4].

The following lemma concludes the error estimate of ϕ ∗
h ,u

∗
h , p

∗
h

� �
in the energy norm.

Lemma 2. (Error analysis of the intermediate step two-level solution) Let
ϕ,u, pð Þ and ϕ ∗

h ,u
∗
h , p

∗
h

� �
be defined by the problems (13) and (33)–(34), respectively.

Under the assumptions of Lemma 1, there holds

ϕ� ϕ ∗
h

�� ��
1,Ωp

≲Hkþ1 þ hk, (39)

u� u ∗
h

�� ��
1,Ωf

þ ∥p� p ∗
h ∥0,Ωf

≲Hkþ1 þ hk: (40)

∥u� u ∗
h ∥0,Ωf

≲H2kþ1 þHkþ1hþ hkþ1: (41)

From Lemma 1, we note that the optimal finite element solution error in the

energy norm is of order O hk
� �

. Combining the conclusions of this Lemma, we see that

the intermediate step two-level solution error is still optimal in the energy norm if the

scaling between the two meshsizes is taken to be h ¼ H
kþ1
k . The L2 error analysis is

extended from [4, 20, 31, 37]. Let u and ϕ be the nonsingular solution of (13). From

Lemma 1, the optimal L2 error for the finite element solution is of order O hkþ1
� �

. To

make sure ∥u� u ∗
h ∥0,Ωf

is also of order O hkþ1
� �

, the scaling between the two grids has

to be taken as h ¼ max H
kþ1
k ,H

2kþ1
kþ1

n o
. For instance, if k ¼ 1, we have to set h ¼ H

3
2 to

make sure the L2 error of u ∗
h is optimal. We now show that the final step two-level

solution is indeed a good approximation to the solution of problem (13) .
Theorem 2. (Error analysis of the final step two-level solution) Let ϕ,u, pð Þ and

ϕh,uh, ph
� �

be the solutions of (13) and (35)–(36) respectively. Under the assumptions of
Lemma 1, the following error estimates hold:

ϕ� ϕh
�� ��

1,Ωp
þ u� uh
�� ��

1,Ωf
þ ∥p� ph∥0,Ωf

≲H2kþ1 þHkþ1hþ hk, (42)

Proposition 1. Let ϕ,u, pð Þ and ϕh,uh, ph
� �

be the solutions of (13) and (35)–(36)

respectively. If we take h ¼ H
2kþ1
k for k ¼ 1, 2 and h ¼ H

kþ1
k�1 for k≥ 3, then there holds the

following error estimate.

ϕ� ϕh
�� ��

1,Ωp
þ u� uh
�� ��

1,Ωf
þ ∥p� ph∥0,Ωf

≲ hk: (43)

Finally, we would like to make some comments on the mixed Stokes/Darcy model.
We note that by dropping those trilinear terms (32), (34) and (36), our two-level
algorithm can be naturally applied to the coupled Stokes/Darcy model. We note
that the above algorithms can be naturally extended to multi-level algorithms by
recursively calling the above two-level algorithms [17, 43]. The extension and the
corresponding analysis can be found in [26, 43].

2.4 Decoupled algorithms by partitioned time schemes

The fully evolutionary Stokes/Darcy equations will be used as the model
problem in this subsection to illustrate the partitioned time schemes. We neglect
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the fluid density and the porosity effects in this subsection. We review some
decoupled methods that converge within a reasonable amount of time, and are
stable when the physical parameters are small. More precisely, partitioned time
methods can efficiently solve the surface subproblem and the subsurface subproblem
separately.

For the estimate of the stability, we assume that the solution of the Stokes/Darcy
problem is long-time regular [44]:

u∈W2,∞ 0,∞;L2 Ωf
� �� �

∩W1,∞ 0,∞;H2 Ωf
� �� �

,

ϕ∈W2,∞ 0,∞;L2 Ωp
� �� �

∩W1,∞ 0,∞;H2 Ωp
� �� �

,

p∈L2,∞ 0,∞;H1 Ωf
� �� �

:

(44)

The simplest time scheme for the evolutionary coupled Stokes/Darcy model is the
Backward Euler Algorithm, which reads as: Given un

h, p
n
h,ϕ

n
h

� �
∈Xf ,h � Qh � Xp,h,

find unþ1
h , pnþ1

h ,ϕnþ1
h

� �
∈Xf ,h �Qh � Xp,h, such that for all vh ∈Xf ,h, qh ∈Qh,ψh ∈Xp,h,

unþ1
h � un

h

Δt
, vh

� �
þ af unþ1

h , vh
� �� pnþ1

h ,∇ � vh
� �þ g vh � nf ,ϕnþ1

h

� �
Γ ¼ fnþ1

f ,ψh

� �
,

qh,∇ � unþ1
h

� � ¼ 0,

8><
>:

(45)

gS0
ϕnþ1
h � ϕn�1

h

Δt
, vh

� �
þ ap ϕnþ1

h ,ψh
� �� g unþ1

h � nf ,ψh
� �

Γ ¼ g f nþ1
p ,ψh

� �
: (46)

However, this scheme is fully coupled and each time step one has to solve a
coupled system including both (45) and (46), although, on the other hand, this
scheme enjoys the desirable strong stability and convergence properties. In [12],
Mu and Zhu propose the following backward Euler forward Euler scheme and
combine it with the two-level spatial discretization. We neglect the two-level spatial
discretization in this presentation. Here, the Forward Euler means it discretizes the
coupling term explicitly. Backward Euler Forward Euler Scheme (BEFE): given
un
h, p

n
h,ϕ

n
h

� �
∈Xf ,h � Qh � Xp,h, find unþ1

h , pnþ1
h ,ϕnþ1

h

� �
∈Xf ,h � Qh � Xp,h, such that

for all vh ∈Xf ,h, qh ∈Qh,ψh ∈Xp,h,

unþ1
h � un

h

Δt
, vh

� �
þ af unþ1

h , vh
� �� pnþ1

h ,∇ � vh
� �þ g vh � nf ,ϕn

h

� �
Γ ¼ fnþ1

f ,ψh

� �
,

qh,∇ � unþ1
h

� � ¼ 0,

8><
>:

(47)

gS0
ϕnþ1
h � ϕn

h

Δt
, vh

� �
þ ap ϕnþ1

h ,ψh
� �� g un

h � nf ,ψh
� �

Γ ¼ g f nþ1
p ,ψh

� �
: (48)

The analysis of this can be found in [12, 45]. In particular, the longtime stability
(cf. (51)) of BEFE method was proved in [45] in the sense that no form of Gronwall’s
inequality was used.

Theorem 3. Assume the following time step condition is satisfied

Δt≲ min νk2min , S0ν
2kmin

� �
, (49)
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Then, BELF algorithm achieves the optimal convergence rate uniformly in time.
The solution of the BEFE method satisfies the uniform in time error estimates:

i. If f f ∈L∞ 0,þ∞;L2 Ωf
� �� �

, f p ∈L∞ 0,þ∞;L2 Ωp
� �� �

, then

un
h

�� ��2 þ ϕn
h

�� ��2 ≤C, ∀n≥0: (50)

ii. If f f
���
���
L∞ 0,þ∞;L2 Ωfð Þð Þ, f p

���
���
L∞ 0,þ∞;L2 Ωpð Þð Þ are uniformly bounded in Δt, then

un
h

�� ��2 þ ϕn
h

�� ��2 þ Δt
Xn

l¼0

∇ul
h

�� ��2 þ ∇ϕl
h

�� ��2� �
≤C, ∀n≥0: (51)

The advantage of this scheme is that it is parallel. As revealed in the time step
restriction (50), the disadvantage of this method is that it may become highly unstable
when the parameters S0 and kmin are small. Another way for uncoupling surface/
subsurface flow models is using splitting schemes which require sequential sub-
problem solves at each time step [46]. As an example, we note that in solving (49),
one can replace un

h by using the most updated solution obtained in the Stokes step.
This will lead to Backward Euler time-split scheme [46]. We skip the details of this
time-split method, interested readers can refer to [46]. By this way, one can design
different sequential splitting schemes. Noting that the BEFE method is only of first
order, in some other decoupled Implicit-explicit (IMEX) methods, one can combine of
the three level implicit method with the coupling terms treated by the explicit method
to achieve high order. For example, Crank–Nicolson Leap-Frog method [47, 48],
second-order backward-differentiation with Gear’s extrapolation, Adam-Moulton-
Bashforth [49]. We present one of them: the Crank–Nicolson Leap-Frog Method for
the evolutionary Stokes/Darcy model: given un�1

h , pn�1
h ,ϕn�1

h

� �
, un

h,P
n
h,ϕ

n
h

� �
∈Xf ,h �

Qh � Xp,h, find unþ1
h , pnþ1

h ,ϕnþ1
h

� �
∈Xf ,h � Qh � Xp,h, such that for all

vh ∈Xf ,h, qh ∈Qh,ψh ∈Xp,h,

unþ1
h � un�1

h

2Δt
, vh

� �
þ ∇ � unþ1

h � un�1
h

2Δt
, vh

� �
,∇ � vh

� �
þ af

unþ1
h þ un�1

h

2
, vh

� �

� pnþ1
h � pn�1

h

2
,∇ � vh

� �
þ g vh,ϕn

h

� �
Γ ¼ f nf , vh

� �
,

qh,∇ � u
nþ1
h � un�1

h

2

� �
¼ 0,

8>>>>>>>><
>>>>>>>>:

(52)

gS0
ϕnþ1
h � ϕn�1

h

2Δt
,ϕh

� �
þ ap

ϕnþ1
h þ ϕn�1

h

2
,ψh

� �

h
� g un

h,ψh
� �

Γ ¼ g f np,ψh

� �
: (53)

The Crank–Nicolson-Leap-Frog possesses strong stability and convergence prop-
erties [47, 48]. Most importantly, the time-step condition for the scheme does not
depend on κmin .
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For the numerical experiments of these partitioned time schemes, we refer the
readers to [12].

3. FSI models and decoupled algorithms

FSI models include a fluid model whose general form is (1), a structure model, plus
certain interface conditions that describe the interaction mechanism (see Figure 2 for
an illustration of FSI models in the reference configuration and the deformed config-
uration). To differentiate the notations in different subdomains, we will use a sub-
script “f” to denote the variables in the fluid domain, and a subscript “s” to denote the
variables in the structure domain.

In general, the structure model reads as:

ρs
∂us

∂t
þ us � ∇ð Þus

� �
� divT us, ps

� � ¼ f s, ∀x∈Ωs,

divus ¼ 0, ∀x∈Ωs:

8<
: (54)

Here, ρs is the density of the structure, us is the structure velocity, ps is the
structure pressure. In structure mechanics, the displacement d is usually used as a
primary variable ( _d ¼ us), and the stress term in the linear case can be described by
using Hooke’s law. As the structure model is usually based on Lagrangian coordinates,
researchers usually introduce the so-called Arbitrary Lagrangian Eulerian description
for FSI models. In some special cases of FSI models, one can apply the simplified
structure model such as 1D structure model or linear elasticity model for structure
part, and the simplified fluid model such as linear Stokes or inviscid flow model for
fluid part.

The fluid motion and the structure motion are coupled through certain interface
conditions that describe the compatibility of the kinematics and transactions at the
fluid–structure interface. For applications with non-slip interface conditions, both
velocity and normal stress are continuous across the interface Γ, which may be
described as

uf ¼ us, on Γ,

T uf , pf
� �

n ¼ T us, ps
� �

n, on Γ:

8<
: (55)

Figure 2.
An illustration of fluid structure interaction: the reference configuration (left) and the deformed configuration
(right).
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Here, n denotes one of nf and ns. With suitable initial conditions and boundary
conditions such as fluid flux boundary condition and structure Dirichlet boundary
condition, the FSI models are complete.

There have been many advanced numerical methods for various FSI models.
Our focus here is a linear fluid model coupled with a thin wall structure. The reason
we choose this model is that this kind of models, if calculated using the standard
(Dirichlet-Neumann) explicit decoupling schemes will lead to the so-called added
mass effect [50]. Moreover, the algorithms dealing with the added-mass difficulties
are the most exciting development in this direction. Therefore, we consider dropping
the nonlinear term in (1), and consider the following 1D structure model:

ρsε∂t
_dþ Ls d, _d

� �
¼ �T uf , pf

� �
n, on Γ,

us ¼ _d on Γ:

8<
: (56)

Here, ε denotes the structure thickness, Ls d, _d
� �

denotes the operator in the structure

model, which may include both the elastic term and the damping term [14, 15].

3.1 Partitioned algorithms for FSI models

First of all, we comment here that the decoupled preconditioning techniques can
also be naturally applied to FSI models. In the preconditioning step, one can apply
either the Multigrid approach [51] or domain decomposition methods [52].

In this presentation, we focus on the two most recent approaches for the linear
Stokes model coupled with thin wall structure. The first approach is called partitioned
Robin-Neumann scheme, in which the fluid subproblem is imposed with Robin
boundary condition at the interface while the structure subproblem is imposed with
Neumann boundary conditioner at the interface [14, 15]. The second approach is
called kinetically coupled β-scheme, which is actually decoupled in the sense that
computations are realized subdomain by subdomain [13, 21]. The derivation of the β-
scheme is based on operator splitting.

Partitioned Robin-Neumann scheme:

1.Given the initial solution u0
f ,p

0
f and d0.

2.For m ¼ 0, 1, 2, 3, … ,N � 1,

• Fluid step: find umþ1
f and pmþ1

f such that

ρf
Δt

umþ1
f � um

f

� �
� divT umþ1

f , pmþ1
f

� �
¼ 0 in Ωf ,

divumþ1
f ¼ 0 in Ωf ,

T umþ1
f , pmþ1

f

� �
nþ ρsε

Δt
umþ1
f ¼ ρsε

Δt
_d
m þ T um

f , p
m

� �
n on Γ:

8>>>>>><
>>>>>>:

(57)

• Structure step: find dmþ1
s such that
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ρsε

Δt
_d
mþ1 � _d

m� �
þ Ls dmþ1, _d

mþ1� �
¼ �T umþ1

f , pmþ1
f

� �
n on Γ,

_d
mþ1 ¼ 1

Δt
dmþ1 � dm� �

on Γ, :

8><
>:

(58)

3.End

Here, ρsεΔt is treated as a Robin coefficient. These partitioned iterative methods were
firstly introduced in [53], as added-mass free alternatives to the standard Dirichlet-
Neumann scheme. Some extensions and generalizations can be found in [14, 15].

Different from the partitioned Robin-Neumann scheme. The kinematically
coupled β-scheme for the time-discrete problem is given as follows. The stability and
the convergence rate of this scheme are analyzed in [13, 21].

1.Given the initial solution u0
f ,p

0
f and d0.

2.For m ¼ 0, 1, 2, 3, … ,N � 1,

• Structure step: find ~umþ1
s such that

ρsε
~umþ1
s � um

s

Δt
þ Ls dmþ1, _d

mþ1� �
¼ �βσf um

f , p
m
f

� �
n on Γ,

_d
mþ1 ¼ ~umþ1

s ,dmþ1 ¼ dm þ Δt~umþ1
s on Γ:

8><
>:

(59)

• Fluid step: find umþ1
f , pmþ1

f and umþ1
s such that

ρf
Δt

umþ1
f � um

f

� �
� divσf umþ1

f , pmþ1
f

� �
¼ 0 in Ωf ,

divumþ1
f ¼ 0 in Ωf ,

ρsε
umþ1
s � ~umþ1

s

Δt
¼ �σf umþ1

f , pmþ1
f

� �
nþ βσf um

f , p
m
f

� �
n on Γ,

umþ1
f ¼ umþ1

s on Γ:

8>>>>>>>>>><
>>>>>>>>>>:

(60)

3.End.

3.2 Multirate time step approach for FSI models

Due to different time scales in many FSI problems, it is natural and essential to
develop multirate time-stepping schemes [22, 23] that mimic the physical phenomena.
For illustration, we will examine the application of the multirate technique to the β-
scheme, since similar performance is observed for both the Robin-Neumann scheme
and the β-scheme in numerical experiments. Furthermore, the decoupled multirate
β-scheme can be extended to more general FSI problems involving nonlinearity,
irregular domains, and large structural deformations.
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In order to apply multirate time-stepping scheme to FSI problems, a question is in
which region the larger time step size should be used. Numerical experiments suggest
that the version with a larger time step size in the fluid solver (cf. Figure 3) results in a
better accuracy. The corresponding method is described in the following. We com-
ment here that the multirate β-scheme is nothing else but the β-scheme itself when the
time-step ratio r ¼ 1.

Multirate time-stepping β-scheme:

1.Given the initial solution u0
f ,p

0
f and d0.

2.For k ¼ 0, 1, 2, 3, … ,N � 1, set mk ¼ r � k.

• Structure steps: for m ¼ mk,mk þ 1,mk þ 2, … ,mkþ1 � 1,

ρsε
~umþ1
s � um

s

Δts
þ Ls dmþ1, _d

mþ1� �
¼ �βσf umk

f , pmk
f

� �
n on Γ,

_d
mþ1 ¼ ~umþ1

s ,dmþ1 ¼ dm þ Δts~umþ1
s on Γ:

8><
>:

(61)

• Fluid step:
ρf
Δtf

umkþ1
f � umk

f

� �
� divσf umkþ1

f , pmkþ1
f

� �
¼ 0 in Ωf ,

divumkþ1
f ¼ 0 in Ωf ,

ρsε
umkþ1
s � ~umkþ1

s

Δtf
¼ �σf umkþ1

f , pmkþ1
f

� �
nþ βσf umk

f , pmk
f

� �
n on Γ,

umkþ1
f ¼ umkþ1

s on Γ:

8>>>>>>>><
>>>>>>>>:

(62)

3.End.

3.3 Numerical experiment

In this subsection, we present numerical experiments to demonstrate the conver-
gence and stability performance of the multirate β-scheme (60)–(61) for coupling a
Stokes flow with a thin-walled structure by using a benchmark model. The model

llll ll

in f

in s

 tf

 ts
llll ll

in f

in s

 tf

 ts

Figure 3.
An illustration of a multirate time stepping technique.
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consists of a 2-D rectangular fluid domain Ωf ¼ 0,L½ � � 0,R½ � with L ¼ 6 and R ¼ 0:5
and a 1-D structure domain Γ ¼ 0,L½ � � R that meanwhile also plays the role of the
fluid–solid interface, as shown in Figure 2. The displacement of the interface is
assumed to be infinitesimal and the Reynolds number in the fluid is assumed to be
small (Figure 4). All the quantities will be given in terms of the centimeter-gram-
second (CGS) system of units.

The physical parameters are set as follows: ρf ¼ 1:0, ρs ¼ 1:1, μ ¼ 0:035;

Ls d, _d
� �

¼ c1∂2xdþ c0d, where c1 ¼ Eε
2 1þνð Þ, c0 ¼ Eε

R2 1�ν2ð Þ with ε ¼ 0:1, the Poisson ratio

ν ¼ 0:5 and the Young’s modulus E ¼ 0:75 � 106. A pressure-wave

P tð Þ ¼ Pmax 1� cos 2tπ=T ∗ð Þð Þ=2 with Pmax ¼ 2 � 104, (63)

is prescribed on the fluid inlet boundary for T ∗ ¼ 5 � 10�3 (seconds). Zero traction
is enforced on the fluid outlet boundary and no-slip condition is imposed on the lower
boundary y ¼ 0. For the solid, the two endpoints are fixed with d ¼ 0 at x ¼ 0 and
x ¼ 6.

The first experiment is set up to compare the Robin-Neumann scheme with the β-
scheme, the two stable decoupled methods recently developed for the benchmark
model. Figure 5 displays the displacements computed by the Robin-Neumann scheme
and the β-scheme, together with the coupled implicit scheme for reference, where the

Figure 4.
Geometrical configuration.

Figure 5.
Comparisons of the numerical results obtained by the coupled implicit scheme, the RN scheme, and the β-scheme
under the setting: h ¼ 0:05 and Δts ¼ 10�4.
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mesh size and the time step size are h ¼ 0:05 and Δt ¼ 10�4. It is clearly seen that both
decoupled schemes converge as well as the coupled implicit scheme. Moreover, little
difference is observed between the two decoupled schemes numerically. This suggests
we focus on the β-scheme for investigating the multirate time-step technique.

We then conduct numerical experiments to investigate the effects of the time-step
ratio r. Figure 6 illustrates that a larger time step size in the fluid part results in a more
accurate numerical solution than that obtained by using a larger step size in the
structure part. In the test, we fix h ¼ 0:1 and Δt ¼ 10�5. In addition, we observe that,
when Δts

Δtf
is further increased to be Δts

Δtf
¼ 5 or Δts

Δtf
¼ 10, there are substantial numerical

instability. This screens out the possibility of using a larger time step size in the
structure part.

To examine how the stability and approximation are affected when the time step in
the fluid region is too large, we fix the time step Δts and h while varying the time-step
ratio r ¼ 1, 5, 10, 20, 50. Figure 7 displays the computed displacements at t ¼ 0:015
with the structure time step size Δts ¼ 10�5, the mesh size h ¼ 0:1 (left) and h ¼ 0:01
(right). In the left figure, we observe that the structure displacements computed by
using r ¼ 1, 2, 5, 10 approximate very well to that by using the coupled implicit
scheme. To further investigate the stability and the convergence of the multirate β-
scheme, in the right part of Figure 7, we reduce the mesh size to be h ¼ 0:01 while
fixing the time step size. The numerical results confirm that the multirate β-scheme is
still stable even the time-step ratio is reasonably large.

In Figure 8, we present the numerical results of the fluid pressure distribution at
t ¼ 0:005, 0:01, 0:015. From the top to the bottom, numerical results are: a reference
solution by the coupled implicit scheme, the numerical solution by the β-scheme, and
the solution by the multirate β-scheme with r ¼ 10. By comparing the results, we see
that the multirate β-scheme provides a very good approximation.

In order to examine the order of convergence, we start with h ¼ 0:1 and Δts ¼
0:0001, and then refine the mesh size by a factor of 2 and the time step size by a factor
of 4. The space–time size settings are:

Figure 6.
Comparison of the β-scheme and the multirate β-schemes with two different time-step ratios (h ¼ 0:1 and
Δt ¼ 10�5 are fixed).
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h,Δtsf gi ¼ 0:1 � 0:5ð Þi, 0:0001 � 0:25ð Þi
n o

, i ¼ 0, 1, 2, 3, 4: (64)

We compare the numerical solutions of the multirate β-scheme with the reference
solution. The reference solution is computed by using the coupled implicit scheme
with a high space–time grid resolution h ¼ 3:125� 10�3,Δt ¼ 10�6� �

as that in [14].
In the multirate scheme, r ¼ 1 and r ¼ 10. The relative errors of the primary variables
(uf , pf and d) at t ¼ 0:015 are displayed in Figure 9. From the comparisons, we see
that the numerical errors are approximately reduced by a factor of 4 as the mesh size

Figure 7.
Numerical displacements under the settings: h ¼ 0:1 (left) h ¼ 0:01 (right) and Δts ¼ 10�5.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 8.
Fluid pressure distribution at t ¼ 0:005, 0:010, 0:015 obtained by the coupled implicit scheme (top), the multirate
β-scheme with r ¼ 1 (middle) and r ¼ 10 (bottom) with h ¼ 0:01 andΔts ¼ 0:00001. (a) t = 0.005, (b) t = 0.010,
(c) t = 0.015, (d) t = 0.005, (e) t = 0.010, (f) t = 0.015, (g) t = 0.005, (h) t = 0.010, (i) t = 0.015.
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and the time step size are refined once. Therefore, the multirate β-scheme is of a
second order in h and a first order in t.

Finally, in order to demonstrate the advantage of the multirate β-scheme, we
compare inTable 3 the CPU times of the concerned numerical algorithms under various
settings.We fixedΔts ¼ 10�5 and varying themesh sizes as h ¼ 1

10 ,
1
20 ,

1
40 ,

1
80 ,

1
160. From

the table, it is observed that the multirate β-scheme takes much less computational cost
than that of the coupled implicit scheme, particularly when r is large.

Figure 9.
Relative errors of primary variables with the spacing h and time step size Δts in (64). (a) Relative error of uf,
(b) Relative error of pf, (c) Relative error of d.

Implicit scheme Multirate β-scheme r = 1 Multirate β-scheme r = 10

h ¼ 1
10

14.90 4.02 0.74

h ¼ 1
20 48.64 16.00 2.82

h ¼ 1
40

179.83 66.67 11.6

h ¼ 1
80 797.76 297.96 49.23

h ¼ 1
160

3165.26 1270.30 206.32

Table 3.
CPU times (in seconds) for the coupled implicit scheme and the multirate β-scheme (with r ¼ 1 or 10) under
different settings of mesh sizes (Δts ¼ 10�5 is fixed).
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4. Concluding remarks

In numerical methods for coupled multidomain PDE models, there are usually two
types of methods: the monolithic methods and the partitioned (or decoupled)
methods. The monolithic methods usually require a code developed for the coupled
problem being solved globally. In contrast, the partitioned approach preserves soft-
ware modularity because one can use existing subdomain solvers. The advantages of
using monolithic methods exist in that they provide better approximation accuracy
and usually have better stability than the decoupled methods. The drawback is that
the computation costs based on the monolithic approaches are usually high. In com-
parison, the partitioned approaches allow reusing existing software which is an
attractive advantage. However, the accuracy and stability of the partitioned method
need to be taken into consideration. Nevertheless, from our research works, we also
note that one can apply decoupling techniques in monolithic methods, for example,
decoupled preconditioners and schemes which are parallel in time. On the other hand,
in partitioned algorithms, one can also try to apply coupling numerical techniques
such as extrapolations using previous time-step solutions, interpolation using the
coarse-grid solution, or extrapolations between subdomain solutions. In this work, we
review the decoupling algorithms for the coupled models of fluid flow interacting
with porous media flow and FSI models. We show how to decouple the coupled PDE
models using preconditioning, two-level and multi-level algorithms, and partitioned
time schemes. We attach importance to the decoupling numerical techniques while
also emphasizing how to preserve the coupled multidomain physics features. This
review provides a general framework for designing decoupled algorithms for coupled
PDE models and exhibits the philosophy of the interplays between PDE models and
the corresponding numerical methods.
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