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Preface 

Biochemistry includes the chemical processes in living systems which govern all living 
organisms and living processes. It deals with the structures and functions of 
biomolecules. Over the recent years, biochemistry has become responsible for 
explaining living processes such that many scientists in the life sciences from 
agronomy to medicine are engaged in biochemical research. The main focus of 
biochemistry is in understanding how biomolecules give rise to the chemical processes 
that occur within living cells. Although extensive research has been performed on 
biochemistry for many years, there is still deep need of understanding the biochemical 
reactions as well as the structures of biomolecules.  

This book titled “Biochemistry” contains a selection of chapters focused on the research 
area of proteins, enzymes, cellular mechanisms and chemical compounds used in 
relevant approaches. The book provides an overview on basic issues and some of the 
recent developments in biochemical science and technology. Particular emphasis is 
devoted to both theoretical and experimental aspect of modern biochemistry. The 
primary target audience for the book includes students, researchers, biologists, 
chemists, chemical engineers and professionals who are interested in biochemistry, 
molecular biology and associated areas. 

The textbook is written by international scientists with expertise in protein 
biochemistry, enzymology, molecular biology and genetics many of which are active 
in biochemical and biomedical research. I would like to acknowledge the authors for 
their contribution to the book. We hope that the textbook will enhance the knowledge 
of scientists in the complexities of some biochemical approaches; it will stimulate both 
professionals and students to dedicate part of their future research in understanding 
relevant mechanisms and applications. 

Dr. Deniz Ekinci 
Assistant Professor of Biochemistry 

Ondokuz Mays University 
Turkey 
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Protein Flexibility and Coiled-Coil Propensity: 
New Insights Into Type III and Other  

Bacterial Secretion Systems 
Spyridoula N. Charova1,2, Anastasia D. Gazi1,2, Marianna Kotzabasaki2, 

Panagiotis F. Sarris1,2, Vassiliki E. Fadouloglou2,3,  
Nickolas J. Panopoulos1,2 and Michael Kokkinidis1,2 

1Institute of Molecular Biology & Biotechnology, Foundation of Research & Technology 
2Department of Biology, University of Crete, Vasilika Vouton, Heraklion, Crete 

3Department of Molecular Biology and Biotechnology 
Democritus University of Thrace, Alexandroupolis 

Greece 

1. Introduction  
Secretion in unicellular species is the transport or translocation of molecules, for example 
proteins, from the interior of the cell to its exterior. In bacteria secretion is a very important 
mechanism, either modulating their interactions with their environment for adaptation and 
survival or establishing interactions with their eukaryotic hosts for pathogenesis or 
symbiosis. To overcome the physical barriers of membranes, Gram-negative bacteria use a 
variety of molecular machines which have been elaborated to secrete a wide range of 
proteins and other molecules; their functions include biogenesis of organelles (e.g. pili and 
flagella), virulence, efflux of toxins etc. As in some cases the secreted proteins are destined 
to enter host cells (effectors, toxins), some of the secretion systems include extracellular 
appendices to translocate proteins across the plasma membrane of the host.  

With the rapid accumulation of bacterial genome sequences, our knowledge of the 
complexity of bacterial protein secretion systems has expanded and several secretion 
systems have been identified. Gene Ontology has been very useful for describing the 
components and functions of these systems, and for capturing the similarities among the 
diverse systems (Tseng et al., 2009). These analyses along with numerous biochemical 
studies have revealed the existence of at least six major mechanisms of protein secretion. 
These pathways are highly conserved throughout the Gram-negative bacterial species and 
are functionally independent with respect to outer membrane translocation; commonalities 
exist in the inner membrane transport steps of some systems, with most of them being 
terminal branches of the general secretion pathway (Sec). The pathways have been 
numbered Type I, II, III, IV, V and VI.  

In Gram-negative bacteria, some secreted proteins are exported across the inner and outer 
membranes in a single step via the Type I, III, IV or VI pathways. Other proteins are first 
exported into the periplasmic space using the universal Sec or two-arginine (Tat) pathways 
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and then translocated across the outer membrane via the Type II, V or less commonly, the 
Type I or IV machinery. In Gram-positive bacteria, secreted proteins are commonly 
translocated across the single membrane by the Sec pathway, the two-arginine (Tat) 
pathway, or the recently identified type VII secretion system (Abdallah et al., 2007). In the 
following we will briefly survey the six Gram-negative bacterial secretion systems known to 
modulate interactions with host organisms:  

Type I secretion system: This system (T1SS) forms a contiguous channel traversing the 
inner and outer membranes of Gram-negative bacteria. It is a simple system, which consists 
of only three major components: ATP-binding cassette transporters, Outer Membrane 
Factors, and Membrane Fusion Proteins (Holland et al., 2005). T1SS transports ions and 
various molecules including proteins of various sizes (20-900 kDa) and non-proteinaceous 
substrates like cyclic β-glucans and polysaccharides.  

Type II secretion system: This system (T2SS) is encoded by at least 12 genes and supports 
the transport of a group of seemingly unrelated proteins across the outer membrane. In 
order for these proteins to enter the type II secretion pathway, they have to first translocate 
across the cytoplasmic membrane via the Sec-system and then fold into a translocation 
competent conformation in the periplasm. Proteins secreted by T2SS include proteases, 
cellulases, pectinases, phospholipases, lipases, and toxins which contribute to cell damage 
and disease. Although Sec-dependent translocation is universal (Cao & Saier, 2003), the 
T2SS is found only in Gram-negative proteobacteria phylum (Cianciotto, 2005; Filloux, 
2004). A bacterial species may have more than one T2SS (Cianciotto, 2005; Filloux, 2004).  

Type III secretion system: These systems (T3SS) are essential mediators of the interaction of 
many Gram-negative pathogenic proteobacteria (α, β, γ and δ subdivisions) with their 
human, animal, or plant hosts and are evolutionarily related to bacterial flagella. (Dale & 
Moran, 2006; Tampakaki et al., 2004; Troisfontaines & Cornelis, 2005). The machinery of the 
T3SS, termed the injectisome, appears to have a common evolutionary origin with the 
flagellum and translocates a diverse repertoire of effector proteins either to extracellular 
locations or directly into eukaryotic cells, in a Sec-independent manner (interkingdom 
protein transfer device). The T3SS effectors (T3EPs) modulate the function of crucial host 
regulatory molecules and trigger a range of highly dynamic cellular responses which 
determine pathogen-host recognition, pathogen/symbiont accommodation and elicitation 
or suppression of defense responses by the eukaryotic hosts. In some cases however, effector 
proteins are simply secreted out of the cell. T3SS have evolved into seven families 
(Troisfontaines & Cornelis, 2005). Some bacteria may harbor more than one T3SS, usually 
from different families. T3SS genes are encoded in pathogenicity islands and/or are located 
on plasmids, and are commonly subject to horizontal gene transfer. 

Type IV secretion system: In comparison to other secretion systems, T4SS is unique in its 
ability to transport nucleic acids in addition to proteins into plant and animal cells, as well 
as into yeast and other bacteria. Usually T4SS comprises 12 proteins that can be identified as 
homologs of the VirB1–11 and VirD4 proteins of the Agrobacterium tumefaciens Ti plasmid 
transfer system (Christie & Vogel, 2000). T4SS spans both membranes of Gram-negative 
bacteria, using a specific transglycosylase, VirB1, to digest the intervening murein 
(Koraimann, 2003; Baron et al., 1997). While many organisms have homologous type IV 
secretion systems, not all systems contain the same sets of genes. The only common protein 
is VirB10 (TrbI) among all T4SS systems (Cao & Saier, 2003).  
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Type V secretion system: T5SS is the simplest protein secretion mechanism. Proteins are 
secreted via the autotransporter system (type Va or AT-1), the two-partner secretion 
pathway (type Vb), and the oligomeric autotransporters (type Vc or AT-2 system) (Yu et al., 
2008; Desvaux et al., 2004). Proteins secreted via these pathways have similarities in their 
primary structures as well as striking similarities in their modes of biogenesis.There are 
three sub-classes of T5SS. The archetypal bacterial proteins secreted via the T5SS (T5aSS 
subclass) consist of a N-terminal passenger domain of 40-400 kD in size and a conserved C-
terminal domain (Henderson et al., 2004). The proteins are synthesized with a N-terminal 
signal peptide that directs their export into the periplasm via the Sec machinery.  

Type VI secretion system: In T6SS 13 genes are thought to constitute the minimal number 
needed to produce a functional apparatus (Boyer et al., 2009). TheT6SS gene clusters (T6SS 
loci) often occur in multiple, non-orthologous copies per genome and have probably been 
acquired via horizontal gene transfer (Sarris & Skoulica, 2011; Sarris at al., 2011). Each T6SS 
probably assumes a different role in the interactions of the harbouring organism with others. 
Although the T6SS has been studied primarily in the context of pathogenic bacteria-host 
interactions, it has been suggested that it may also function to promote commensal or 
mutualistic relationships between bacteria and eukaryotes, as well as to mediate cooperative 
or competitive interactions between bacterial species. The T6SS machinery constitutes a 
phage-tail-spike-like injectisome that has the potential to introduce effector proteins directly 
into the cytoplasm of host cells, analogous to the T3SS and T4SS machineries.  

Genetic, structural and biochemical studies of the above bacterial secretion systems along 
with massive in silico analyses of microbial genomes have been used to distinguish 
pathogens from their non-pathogenic relatives. These studies have established the presence 
of characteristic conserved features within individual types of secretion systems (e.g. 
Tampakaki et al., 2004), along with considerable sequence and structural diversities within 
each system at the level of specific components and effector proteins. 

Despite the complexity of these systems however, the problem of identifying conserved 
features and properties within each secretion system type, or across several types of systems 
is of particular importance, going beyond a fundamental understanding of how bacterial 
secretion works. Even for well studied pathogens, not all virulence factors have been 
identified, making it possible that e.g. effector proteins that are associated with different 
diseases are still unknown. In less well characterized bacterial species there is certainly a 
wide spectrum of unknown effectors. This situation may be now changing through new 
approaches that use advanced machine learning algorithms to identify within individual 
types of secretion systems common themes for effectors and other system components that 
go beyond simple amino acid motifs (Arnold et al., 2009; Samudrala et al., 2009), or through 
the identification of important structural and physicochemical properties as universal 
signatures of virulence factors (Gazi et al., 2008; 2009). 

This review will focus on the well-characterized T3SS proteins where the prevalence of 
coiled-coil domains along with pronounced structural flexibility/disorder have been 
proposed to be characteristic properties associated with a protein-protein interaction mode 
within T3SS and as essential requirements for secretion (Delahay and Frankel, 2002; Pallen 
et al., 1997; Gazi et al., 2008; 2009). Common themes with other secretion systems (T4SS, 
T6SS) will be also discussed. 
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2. Overview of the T3SS system: Architecture, conserved features and 
protein structures 
Pathogenic bacterial strains are distinguished from non-pathogenic ones by the presence of 
specific set of genes that code for toxins, secretion systems, effectors that are meant to act 
extracellularly or effectors that should be delivered inside the host cell cytoplasm. These 
genes are usually tightly organized in operones that are located in chromosomal areas with 
a high distribution of mobile elements or can be found in virulence plasmids. Usually these 
chromosomal areas are called pathogenicity islands as they possess a different GC content 
from the rest of the genome, which implies recent acquisition through horizontal gene 
transfer events. One of the most profound cases was a set of approximately 20-25 genes 
which together encode one of the best characterized pathogenic mechanisms termed “type 
III secretion”. By this mechanism extracellularly located bacteria that are in a close contact 
with a eukaryotic cell deliver proteins into the host cell cytosol. While the T3S apparatus is 
conserved in pathogens across the plant/animal phyllogenetic divide, the secreted proteins 
differ considerably. The genes coding for what are now recognized as structural T3SS 
components were first described as a contiguous cluster, designated “hrp” (hypersensitive 
response and pathogenicity) in plant pathogens. Important insights into fundamental 
questions of bacterial pathobiology came with the recognition, in subsequent years, of the 
T3SS as a complex multiprotein channel dedicated to translocate the effectors from the 
pathogen to the host. Although originally linked to pathogenesis, T3SS are also found in 
members of the phylum proteobacteria that are symbiotic, commensal or otherwise 
associated with insects, nematodes, fishes, plants, as well as in obligatory bacterial parasites 
of the phylum Chlamydiae (Dale and Moran, 2006; Marie et al., 2001). 

T3SS is a multicomponent apparatus with the following characteristics: i) when fully 
developed it spans both bacterial membranes and the periplasmic space; ii) it possesses a 
large extracellular appendage (termed ‘pilus’ in plant pathogenic bacteria or ‘needle’ in 
animal pathogenic ones) that reaches the eukaryotic host cell contributing to bacterial 
adherence; iii) it forms the translocation pore in the host cell membrane to efficiently deliver 
proteins of bacterial origin inside the host cell; iv) a large number of T3SS cytosolic 
components form the export gate into the bacterial cytoplasm which sorts and prepares the 
substrates for secretion (Fig. 1).  

The integral bacterial membrane part of the T3S apparatus consists of a series of rings. The 
protein that oligomerizes and forms the outer membrane and periplasmic rings (yellow 
parts in Fig. 1) belongs to the secretin family of proteins (which is also common to T2SS) and 
has a crucial role in T3S biogenesis (Diepold et al., 2010; Korotkov et al., 2011). Secretins 
consist of various domains with the C-terminal one integrated in the outer membrane. The 
N-terminal domains are less conserved among secretion systems and are responsible for the 
formation of the periplasmic rings. An N-terminal signal targets secretins to the periplasmic 
space through the Sec pathway. From there they are delivered to the outer membrane 
through a specific small lipidated protein, pilotin (Okon et al., 2008). Pilotins from various 
secretion systems possess different structures despite their common function, probably due 
to their interaction with the non-conserved C-terminal tail of various secretins. Thus, for 
example, the T3SS pilotin of Shigella flexneri possess an overall fold which differs from the 
fold of the T3SS pilotin of Pseudomonas aeruginosa or the T2SS pilotins of Neisseria meningitis 
and P. aeruginosa (Izore et al., 2011).  
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proteins of bacterial origin inside the host cell; iv) a large number of T3SS cytosolic 
components form the export gate into the bacterial cytoplasm which sorts and prepares the 
substrates for secretion (Fig. 1).  
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protein that oligomerizes and forms the outer membrane and periplasmic rings (yellow 
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consist of various domains with the C-terminal one integrated in the outer membrane. The 
N-terminal domains are less conserved among secretion systems and are responsible for the 
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fold of the T3SS pilotin of Pseudomonas aeruginosa or the T2SS pilotins of Neisseria meningitis 
and P. aeruginosa (Izore et al., 2011).  
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The T3SS inner membrane (IM) rings are formed by the proteins SctD and SctJ [orange parts 
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dual alkaline phosphatase–β-galactosidase reporter protein. Full IM rings have been 
modeled for PrgHSctD and PrgKSctJ [the species-specific name is followed by the standard 
T3SS nomenclature as proposed by Hueck (1998) in superscript] based on docking of atomic 
structures of individual domains to cryo electron microscopy maps (Schraidt & Marlovits, 
2011). The central density observed in the inner membrane rings (socket region) of a T3SS 
needle complex cryo electron microscopy reconstruction map from Salmonella enterica sv. 
typhimurium (Fig. 1, red parts) is attributed to the SpaPSctR, SpaQSctT, SpaRSctS, SpaSSctU and 
InvASctV proteins (Schraidt & Marlovits, 2011; Wagner et al., 2010).  

In the socket region numerous cytosolic components are recruited to orchestrate the 
secretion of various T3SS substrates, like the ATPase SctN and its various subunits SctO, 
SctL. As biogenesis of the T3SS must take place before the secretion of the effectors, the first 
T3SS substrates to be secreted are the proteins that build the needle or pilus (SctF) and the 
inner rod (SctI), (green part in Fig. 1). The proteins that form the translocator pore in the 
eukaryotic membrane along with the proteins found in the needle tip are the next substrates 
to be secreted prior to effector proteins secretion. 

An additional cytoplasmic ring is believed to be formed around the T3SS export gate as in 
the case of the flagellum (Thomas et al., 2006). Although never really observed by electron 
microscopy, recently Lara-Tejero and colleagues have reported the presence of a large 
platform in the T3SS of S. enterica sv. typhimurium that can sort substrates prior to secretion 
(Lara-Tejero et al., 2011). This platform consists of SpaOSctQ, OrgASctK and OrgBSctL.  

Numerous crystal structure determinations of T3SS components have been reported: The 
structures of the C-terminal domain of HrcQBSctQ (Fadouloglou et al., 2004; Fadouloglou et 
al., 2009), the C-terminal domain of FliN (Brown et al., 2005) and the central part of FliM 
(Park et al., 2006), all members of the SctQ/FliN,Y family and components of the 
cytoplasmic ring of the T3SS apparatus (C-ring) have been determined. Extended 
mutational and cross linking studies support a donut-shaped tetramer organization for the 
FliN protein which is localized at the bottom of the C-ring (Paul and Blair, 2006). A model 
where the FliN tetramers alterates with the C-terminal domain of FliM (FliMC) seems to be 
in agreement with the major features observed in electron microscopic reconstructions. The 
side-wall of C-ring above the FliN4FliMC array is formed by the middle domain of FliM 
while the N-terminal domain interacts with the FliG which is localised in proximity with the 
inner membrane and is the connection unit between the C-ring and the inner membrane, 
MS-ring (Sarkar et al., 2010; Paul et al., 2011). FliG has no homolog in non-flagellar T3SS and 
the homolog SctQ proteins are interacting to the T3SS injectisome through the SctD proteins.  

The structures of EscUSctU and YscUSctU, EPEC and Yersinia homologs of HrcUSctU 
respectively (Zarivach et al., 2008; Lountos et al., 2009; Thomassin et al., 2011) provide 
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insights into the properties of conserved core components. The periplasmic domain of 
PrgHSctC from Salmonella (Spreter et al., 2009) and the cytoplasmic domain of MxiDSctC from 
Shigella (McDowell et al., 2011) have been recently determined. Structures of the periplasmic 
domains of the membrane components EscJSctJ from the enteropathogenic Escherichia coli 
(EPEC) are also available (Yip et al., 2005b; Spreter et al., 2009 ). 

 
Fig. 1. (A) Overview of the T3S injectisome. (B) Different views of the S. enterica T3SS needle 
complex (Schraidt & Marlovits, 2011). Various parts of the needle complex are depicted in 
different colors using UCSF Chimera (Goddard et al., 2007). The colouring scheme used in 
(A) is followed. Top left: The T3SS needle complex viewed from top, Top right: View from 
the bottom, Lower left: side view, Lower right: a cross section of the side view. The inner 
membrane rings (orange) possess a 24-fold symmetry axis while the secretin rings (yellow) 
possess a 15-fold symmetry axis resulting in an overall 3-fold symmetry for the needle 
complex. The socket region (red parts and part of the orange area under the red parts) has a 
6-fold symmetry (top right, icenter of the bottom view), which is also the symmetry of the 
T3SS ATPase that presumably docks in this area. 

The T3SS utilizes an ATPase dedicated to drive secretion substrates through the central 
channel of the apparatus. Members of the SctN family (HrcN/FliI/YscN homologs) have 
a demonstrated ATP-hydrolysis activity, and exhibit extensive sequence and structural 
similarities with the F0F1-ATPase α/β subunits. Biochemical and electron microscopy data 
suggest that as it is the case with F0F1-ATPases, also the T3SS ATPases are hexamers 
anchored at the bacterial inner membrane. The crystal structure of FliI has been 
determined in the ADP-bound state and extensive structural similarities with to the α and 
β subunits of the F0F1-ATPsynthase have been found (Imada et al., 2007). The catalytic 
domain of EscNSctN also shows structural similarity with F0F1-ATPases (Zarivach et al., 
2007). Recently the structure of FliJ, member of the SctO family (HrpO/FliJ/YscO 
homologs) has been reported as an α-helical coiled coil (Ibuki et al., 2011). Its structural 
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similarity to a subunit of the F0F1-ATPsynthase and its interactions with FliI will be 
presented in section 6.1.1. Proteins from the SctL family (HrpE/FliH/YscL homologs) 
interact both with the T3SS ATPase and with structural proteins from the YscQ/FliN 
family located at the cytoplasm/inner membrane i.e. YscQSctQ, EscQSctQ and FliN (Blaylock 
et al., 2006; McMurry et al., 2006; Biemans-Oldhinkel et al., 2011).  

The outer supramolecular structure of the needle has been studied (Cordes et al., 2003), 
while structures of needle subunits from various bacteria have been recently determined 
(Wang et al., 2007; Deane et al., 2006; Zhang et al., 2006). At the tip of the T3SS needle 
resides an adaptor structure which mediates the interaction between the needle and the 
translocation pore at the eukaryotic membrane. The adaptor is formed through 
polymerization of a single protein. Information is available for the following needle tip 
proteins from three T3SS families: IpaD (Shigella flexneri), SipD (Salmonella spp.) and BipD 
(Burkholderia pseudomallei) from the Inv-Mxi-Spa T3SS family; LcrV (Yersinia spp.), PcrV 
(Pseudomonas aeruginosa, Sato et al., 2011; Sato & Frank, 2011) and AcrV (Aeromonas 
salmonicida) from the Ysc T3SS family; EspA (EPEC) from the Ssa-Esc family. The structures 
of IpaD, BipD, LcrV and part of the EspA structure have been elucidated (Espina et al., 2007; 
Johnson et al., 2007; Yip et al., 2005a; Derewenda et al., 2004), while a 3D-reconstruction of 
the MxiH filament is available (Deane et al., 2006).  

Effectors are a large and structurally diverge group of virulence proteins which usually 
comprise a domain or a motif with a significant and proven role whithin the host cell during 
infection (for a review see Dean, 2011). Structures of several T3SS effectors from plant and 
animal pathogens are known (Desveaux et al., 2006; Stebbins, 2005). In addition, several 
structures for chaperones and chaperone-substrate complexes have been determined, 
including class I, class II and class III chaperones (Lilic et al., 2006; Buttner et al., 2008; 
Quinaud et al., 2007; Sun et al., 2008). Chaperones will be also presented in section 2.1. 

2.1 The T3SS secretion signal 

Type III effector proteins (T3EPs) possess non-cleavable secretion signals in the N-terminal 
protein regions, but no discernible amino acid or peptide similarities (Buttner and He, 2009) 
can be found. Three different types of potential secretion signals have been discussed: i) the 
N-terminus of the effector protein, ii) the ability of a chaperone to bind the effector before 
secretion, and iii) the 5’-end region of the mRNA; this hypothesis is very controversial 
(Gauthier et al., 2003; Anderson & Schneewind, 1997; Ramamurthi et al., 2002). 

The prevailing view, supported by extensive biocomputing analyses, is that the amino acid 
composition of the N-terminal region of the effectors serves as secretion signal (Lloyd et al., 
2001; Buttner and He, 2009; Arnold et al., 2009; Samudrala et al., 2009). The required N-
terminal peptide length for secretion is usually 10–15 residues, whereas the minimum length 
needed for translocation is 50–60 residues. Additional targeting information is contained 
within the first 200 residues which provide binding sites for secretion chaperones (Lilic et 
al., 2006). T3SS chaperones of mammal pathogens interact with their cognate effectors 
through a chaperone-binding domain (CBD) located within the first 100 amino acids of the 
effector, after the N-terminal export signal (Cornelis, 2006). 

Analyses of effectors from pathogenic bacteria revealed that the 25 N-terminal residues are 
enriched in Ser and lack Leu (Buttner and He, 2009; Arnold et al., 2009; Samudrala et al., 
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2009). The N-terminal regions of T3EPs are probably unfolded, which is an important 
prerequisite for their transport through the narrow inner T3SS channel of presumably only 
2.8 nm in diameter as was previously shown for the T3SS of several animal pathogenic 
bacteria (Marlovits et al., 2004, 2006; Galan and Wolf-Watz, 2006; Gazi et al., 2009). 

For some effectors however, the N-terminal secretion signal is not sufficient for maximal 
secretion (Buttner & He, 2009) and specific chaperone proteins are needed; these are usually 
located adjacent to the cognate effector genes, suggesting strong selection for their 
coexistence in the genome. T3S chaperones are proposed to play a role in targeting secretory 
cargo to the injectisome, either by providing targeting information (Birtalan et al., 2002), or 
facilitating the exposure of the N-terminal export signal (Cornelis et al., 2006). Some 
chaperones are involved in the translocation of many substrate proteins, e.g. the global 
HpaB chaperone from Xanthomonas campestris pv. vesicatoria or Spa15 of S. flexneri (Hachani 
et al., 2008; Parsot et al., 2003; 2005; Buttner et al., 2004 ; 2006). Class I chaperones (the 
chaperones of effectors) are soluble small, usually homodimeric proteins that bind effector 
proteins. Although diverse in their sequences, they belong to the structural class of α/β 
proteins with a two-layer-sandwich architecture. For the chaperone-effector interaction a β-
strand of the effector is added to extend the β-sheet layer of the chaperone (Lilic et al., 2006). 
Class I chaperones have been further subclassified depending on whether they associate 
with one (class Ia) or several (class Ib) effectors (Page & Parsot, 2002). Class II chaperones 
are T3SS chaperones of the translocators (Neyt & Cornelis, 1999). Experimental 
determinations of their structures (Buttner et al., 2008; Lunelli et al., 2009; Job et al., 2010; 
Priyadarshi & Tang, 2011) have confirmed earlier sequence analyses (Pallen et al., 2003) 
predicting an all-α-helical domain structure, with the bulk of the protein consisting of three 
tandem tetratricopeptide repeats (TPRs) which are involved in protein-protein interactions. 
Their substrate is recognised and bound into a concave site of the chaperone. Class III 
chaperones prevent the premature polymerization of needle components in the bacterial 
cytoplasm. They are predicted to adopt extended α-helical structures; this was confirmed by 
the crystal structure of the CesA which binds the EspA filament protein (Yip et al., 2005a). 

Many functions have been attributed to T3SS chaperones, but the exact role(s) of the entire 
family of chaperones remain to be determined. However, it has been proposed that one of 
the main roles of the T3SS chaperones is the stabilization of at least some effector proteins 
inside bacterial cell, as well as their maintainance in a secretion-competent state, i.e. a 
partially folded or unfolded conformation. 

3. The coiled-coil motif in proteins and α-helical bundles  
The coiled-coil motif in protein structures consists of amphipathic α-helices that twist 
around each other to form a supercoiled bundle (Burkhard et al., 2001). It represents one of 
the efficient geometric solutions to packing helices in a stable way. The motif was one of the 
earliest protein structures discovered, first described for the hair protein alpha keratin 
(Crick, 1952). Coiled-coils are associated with all types of protein structure (globular, 
fibrous, membrane) and frequently provide a structural scaffold linked with molecular 
recognition interactions and oligomerization. Coiled-coil interactions play a major role in the 
formation of protein complexes in transcription, cell divisions, host-pathogen interactions 
etc. (Rackham et al., 2010). Coiled-coil helices may run parallel or antiparallel, and may form 
homo- or heterocomplexes (Grigoryan and Keating, 2008). The structures range from simple 
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dimers through pentamers to more complex assemblies of many helices or bundles of 
bundles. Sequences of regular, left-hand twisted coiled-coils are characterized by a seven-
residue periodicity (heptad repeat). If the heptad positions are labeled a-g, then positions a 
and d are hydrophobic and form the core of the bundle (Fig. 2). Positions b, c, e, f and g are 
more solvent-exposed and their amino acid preferences reflect constraints which are specific 
to each type of helical bundle (Paliakasis & Kokkinidis, 1992; Lupas et al., 1991). The 
hydrophobic residues a and d from one helix form 'knobs' that pack into 'holes' formed by 
residues g, a, d, e on neighbouring helices. Coiled-coil helices are distinguished from other 
amphipathic helices by the periodicity of hydrophobic residues (3.5 vs. 3.65 residues per 
turn), the length (long vs. short) and the packing interactions. Some proteins are induced to 
form coiled-coils upon association with a binding partner (Lupas, 1996). 

Coiled-coil predictions at the genome level have explored the ‘coilomes’ of individual 
organisms (Barbara et al., 2007; Newman et al., 2000, Rose et al., 2004). In addition, 
genomewide analyses of coiled-coils evolution have been performed (Rackham et al., 2010) 
and shown that coiled-coils do not change their oligomeric state over evolution, and do not 
evolve from rearrangements of α-helices in protein structures. An analysis of proteomes 
(Liu and Rost, 2001) showed that twice as many coiled-coils are found in eukaryotes (10%) 
as in prokaryotes and archaea (4%–5%). The size of coiled-coil proteins ranges from short 
domains of 6-7 heptad repeats, e.g. Leucine zippers, serving as homo-/heterodimerization 
motifs in transcription factors (Jakoby et al., 2002; Vinson et al., 2002), to long domains of 
several hundreds amino acids found in functionally distinct proteins, often involved in 
attaching protein complexes to larger cellular structures (e.g. the Golgi, centrosomes, 
centromers, or the nuclear envelope).  

 
Fig. 2. Left: Antiparallel coiled-coil structure (4-α-helical bundle) and assignment of heptad 
positions a-g. Hydrophobic and hydrophilic positions are coloured yellow and red 
respectively. Right: Positions a, d and their packing in the core of the 4-α-helical ColE1 Rop 
(Banner et al., 1987). Positions a, d form slices perpendicularly to the bundle axis. 

4. Flexibility and disorder in proteins  
Until recently the classical structure–function paradigm which states that protein function 
is dependent on a defined, if flexible, three-dimensional polypeptide structure was widely 
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accepted in protein science (Anfinsen, 1973). However, even in the early days of structural 
biology, with only approx. 20 protein crystal structures determined, some protein 
segments were known which yield weak or non-detectable electron density and yet they 
may be essential for function (Bloomer et al., 1978; Bode et al., 1978). A common reason 
(apart from crystal defects) for missing electron density is that the unobserved region fails 
to scatter X-rays coherently due to variation in position from one atom to the next, i.e. the 
unobserved atoms are disordered. In addition, during the last decade, many proteins have 
been described that fail to adopt a stable tertiary structure under physiological conditions 
and yet display biological activity (Dunker et al., 2008a; Uversky & Dunker, 2010). This 
state of the proteins, defined as intrinsic disorder, has been found to be rather 
widespread; disordered regions lacking stable secondary and tertiary structure are often a 
prerequisite for biological activity, suggesting that structure-function relationships can be 
frequently only understood in a dynamic context in which function arises from 
conformational freedom. Fully or partly nonstructured proteins are described as 
intrinsically disordered (IDPs) or intrinsically unstructured proteins. The term natively 
unfolded proteins indicates that protein function is associated with a dynamic ensemble 
of different conformations (Gazi et al., 2008). 

Structural plasticity and flexibility is believed to represent a key functional feature of IDPs 
(Dunker et al., 2008a, 2008b; Dunker & Uversky, 2008; Xie et al., 2007; Cortese et al., 2008), 
enabling them to interact with numerous binding partners, e.g. proteins, membranes, 
nucleic acids and small molecules (Durand et al., 2008; Uversky et al., 2009). Because of their 
functional importance, intrinsically disordered domains are very common in proteomes and 
play crucial roles in signaling, recognition, regulation and self-assembly (Namba, 2001). The 
extreme flexibility of IDPs has been suggested to represent a strategy for optimizing the 
search and interaction with their targets (Sugase et al., 2007). Intrinsically disordered 
proteins are substantially depleted in W,C,F,Y,V,L,N (order-promoting) and enriched in 
A,R,G,Q,S,P,E,K (disorder-promoting residues) (Dunker et al., 2002; Uversky, 2010). These 
biases in the amino acid compositions of IDPs (which result in low overall hydrophobicity 
and low net charge) are used in various methods for the prediction of the ID propensities 
(Prilusky et al., 2005). Such analyses suggest that approx. 45% of proteins within a 
eukaryotic proteome contain a disordered region (Pentony & Jones, 2010). As a result of 
their frequent node positions in interactoms, many disordered proteins are tightly regulated 
at the levels of their synthesis, degradation and posttranslational modifications (Gsponer, 
2008). It is noteworthy that extreme structural plasticity and ensembles of different 
conformations has been occasionally observed for coiled-coils and α-helical bundles (Glykos 
et al., 1999, 2004); as is the case with other proteins, the plasticity of coiled coils may have 
functional implications, e.g. in the establishment of macromolecular assemblies based on 
coiled-coil interactions (Gazi et al., 2008). 

5. Tools for the analysis of coiled-coils and intrinsic disorder 
5.1 In silico prediction and analysis of coiled-coil domains 

Prediction of coiled coils from sequence: The ‘COILS’ webserver assesses the probability 
that a residue in a sequence is part of a coiled-coil structure by comparison of its flaking 
sequences with sequences of known coiled-coil proteins (Lupas et al., 1991) 
(http://www.ch.embnet.org/software/COILS_form.html). In the ‘Paircoil2’ algorithm 
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5. Tools for the analysis of coiled-coils and intrinsic disorder 
5.1 In silico prediction and analysis of coiled-coil domains 

Prediction of coiled coils from sequence: The ‘COILS’ webserver assesses the probability 
that a residue in a sequence is part of a coiled-coil structure by comparison of its flaking 
sequences with sequences of known coiled-coil proteins (Lupas et al., 1991) 
(http://www.ch.embnet.org/software/COILS_form.html). In the ‘Paircoil2’ algorithm 
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(McDonnell et al., 2006), pairwise residue probabilities are used to detect coiled-coil motifs 
in protein sequences (http://groups.csail.mit.edu/cb/paircoil2/paircoil2.html). ‘Matcher’ 
(http://cis.poly.edu/~jps/) determines whether a given sequence contains heptads and 
assigns heptad positions to residues (Fischetti et al., 1993). To predict the oligomerization 
states of coiled coils ‘Multicoil2’ (Trigg et al., 2011) uses pairwise correlations and Hidden 
Markov Models (HMMs). For distinguishing dimers, trimers and non-coiled-coil 
oligomerization states the algorithm integrates sequence features through a multinomial 
logistic regression and devises an optimized scoring function that incorporates pairwise 
correlations localized in the sequence. A database comprising 2015 sequences with reliable 
structural annotation from experimental data is used (http://multicoil2.csail.mit.edu). 
‘SCORER‘ (Armstrong et al., 2011) also provides predictions of coiled-coil oligomerization 
(http://coiledcoils.chm.bris.ac.uk/Scorer) .  

Assignment of the coiled coil packing: COILCHECK (Alva et al., 2008) can be used for 
analysis and validation of coiled-coil structures through calculation of the strength of 
interhelical interactions in coiled coils; it can be used to rationalize the behaviour of single 
residue mutations and to design mutations (http://caps.ncbs.res.in/coilcheck/). SOCKET 
(Walshaw & Woolfson, 2001) can be used to identify coiled coils through an analysis of the 
knobs-into-holes side chain packing (http://coiledcoils.chm.bris.ac.uk/socket/). 

Databases: For genomewide predictions the ‘SpiriCoil’ algorithm (Rackham et al., 2010) is 
employed which uses hundreds of HMMs representing coiled-coil-containing domain 
families. Their results are available through the SpiriCoil Database (http://supfam.org/ 
SUPERFAMILY/spiricoil). It includes results from all completely sequenced genomes. The 
CC+ database is a detailed, searchable repository accessible via the SOCKET program (Testa 
et al., 2009) (http://coiledcoils.chm.bris.ac.uk/ccplus/).  

Several of the above tools have been used in sections 6 and 7 of this chapter. In addition, 
protein sequences were retrieved from the NCBI/GenBank and specialized databases e.g. 
PPI: P.syringae Genome Resources (www.pseudomonas-syringae.org) and the Kyoto 
Encyclopedia for Genes and Genomes (KEGG) (Kanehisa & Goto, 2000). Secondary structure 
predictions were performed with 'PSIPRED' (Jones, 1999). Protein structures were retrieved 
from the Protein Data Bank (PDB).  

5.2 In silico analysis of T3SS effectors and secretion signals 

A selection of bioinformatics tools is available for T3SS effector and secretion signal 
prediction: ‘Effective‘ is an on-line tool for sequence-based prediction of secreted proteins 
available from the TUM Genome Oriented Bioinformatics, University of Vienna (Arnold 
et al., 2009; Jehl et al., 2011), which can be used for the effector prediction in bacterial 
protein-sequences (http://www.effectors.org/). ‘Effective‘ provides pre-calculated 
predictions on bacterial effectors in all publicly available pathogenic and symbiotic 
genomes or using sequence data provided by the user. T3SS secretion signal predictions 
from amino acid sequences, is available from ‘moblab‘ (http://gecco.org.chemie.uni-
frankfurt.de/T3SS_prediction/T3SS_prediction.html). The basic concepts of this tool are 
described by Lower & Schneider (2009). The ‘SIEVE‘ Server (http://www.sysbep.org/sieve/) 
for the prediction of type III secreted effectors was originally described by Samudrala et al., 
(2009) and recently reviewed by McDermott et al., (2011). Potential T3SS effectors are 
scored using a computational model developed via Machine-Learning Methodologies.  
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5.3 Experimental and in silico analysis of disordered domains 

Disordered regions may be detected in protein structures determined by X-ray 
crystallography through missing electron density. Heteronuclear multidimensional NMR is 
a powerful tool for the characterization of protein disorder and provides direct 
measurement of the mobility of unstructured regions (Eliezer, 2007). Loss of secondary 
structure may be detected (among other methods) by far-UV CD (Kelly & Price, 1997) and 
Fourier transform infra-red spectroscopy (FTIR) (Uversky et al., 2000). Hydrodynamic 
parameters obtained from techniques such as gel filtration, SAXS (Gazi et al., 2008), dynamic 
and static light scattering provide information on whether a protein is unfolded since the 
unfolding results in an increase in protein hydrodynamic volume. The degree of globularity, 
which reflects the presence of a well-packed hydrophobic core may be estimated by a 
special analysis of small angle X-ray scattering (SAXS) data in form of a Kratky plot. Kratky 
plots are obtained by plotting I(s)xs2 against s (scattering intensity: I; momentum transfer: 
s=4πsin(θ)/λ; 2θ: scattering angle; wavelength of X-rays: λ). They are used to judge the 
folding of the protein, as the shape of the curve is sensitive to the conformational state of the 
scattering molecules (Gazi et al., 2008). 

Several algorithms have been developed to predict protein disorder on the basis of specific 
biochemical properties and biased amino acid compositions. These tools include PONDR 
(Romero et al., 2001; Peng et al., 2005), DisEMBL (Linding et al., 2003), IUPred (Dosztanyi et 
al., 2005), FoldUnfold (Galzitskaya et al., 2006) and PrDOS (Ishida & Kinoshita, 2007). 

The main tool used in sections 6 and 7 for the in silico prediction of protein disorder from 
sequences is FoldIndex© (Prilusky et al., 2005). The propensity of N-termini of proteins for 
disorder was analyzed on the basis of their biased content of order-/disorder- promoting 
residues (Dunker et al., 2002).  

6. The occurrence of coiled-coils and intrinsic disorder in T3SS proteins 
Analyses of T3SS protein sequences (Table 1) reveal an unusually frequent occurrence of 
predicted heptad repeats, which is indicative of a high propensity for coiled-coil formation 
(Delahay and Frankel, 2002; Pallen et al., 1997; Gazi et al., 2009; Knodler et al., 2011). 
Structural studies have confirmed the unsual prevalence of coiled-coils among T3SS 
proteins (Gazi et al., 2009; Ibuki et al., 2009; Lorenzini et al., 2010). In addition, coiled-coil 
interactions occur frequently in crystal structures of T3SS protein complexes, e.g. in the a 
macromolecular assembly TyeA-YopN that regulates type III secretion in Yersinia pestis 
(Schubot et al., 2005) or in the complex of the filament protein EspA from the 
enteropathogenic E. coli T3SS with its chaperone CesA (Yip et al., 2005a). In a recent report, 
the interactions of the Salmonella typhimurium needle protein PrgI, an α-helical hairpin, with 
the tip protein SipD which comprises a long, central coiled coil (Rathinavelan et al., 2011) 
were studied using NMR paramagnetic relaxation enhancement. A specific region on the 
SipD coiled-coil was identified as the binding site for the α-helix of PrgI. Crystallographic 
studies of the PrgI-SipD complex have revealed coiled-coil interactions via the formation of 
an intermolecular 4-α-helical bundle structure (Lunelli et al., 2011). These studies also 
showed the importance of the structural flexibility of SipD (introduced by a π-bulge 
structure) in complex formation. Coiled-coil interactions of HrpO and FliJ with their cognate 
protein targets have been also reported (Gazi et al., 2008).  
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Predicted coiled-coil domains have been shown by mutagenesis to enhance membrane 
association of Salmonella T3SS effectors (Knodler et al., 2011). T3SS proteins and coiled-coil 
domains are frequently predicted to be structurally disordered (Table 1, 2). For many T3SS 
effectors disorder in their N-terminal region, as well as an increased overall flexibility have 
been also noted (Table 1, Gazi et al., 2009). In the following, these aspects of T3SS proteins 
will be elaborated with specific examples from various protein families. Structures of T3SS 
proteins with increased coiled-coil content are shown in Fig. 3 

Protein % heptad 
repeats 

% order-
promoting aa among 

the 50 N-terminal 
residues

% disorder-
promoting aa among 

the 50 N- terminal 
residues

% 
overall 

disorder 

EFFECTORS
AvrPto1 27 (~70) 32 52 58 
HopE1 23 24 44 50 
HopH1 24 26 49 61 
HopY1 26 30 62 47 

PILUS
HrpA1 43 40 46 26 

OTHER SECRETED/PUTATIVE SECRETED
HrpJ 41 32 54 30 
HrpF 60 28 48 57 
HrpB 23 26 58 18 

CYTOPLASMIC
HrpO 79 22 58 85 
HrpE 51 30 54 17 
HrcN 21 36 54 21 
HrcQB 53 14 54 46 

Table 1. Heptad repeats prediction and disorder analysis for selected proteins from the T3SS 
of P. syringae pv. tomato DC3000. Only proteins with coiled-coil content above 20% are 
given. For the AvrPto1 protein the crystalographically determined coiled-coil content is 
given in parentheses. The overall disorder was calculated using FOLDINDEX. N-terminal 
protein disorder calculations used Dunker's et al. (2002) definition of order-/ disorder- 
promoting residues. HrcQB does not include the disordered N-terminal domain.  

6.1 Cytoplasmic proteins 

Several cytoplasmic T3SS proteins exhibit a significant coiled coil propensity and intrinsic 
disorder (Table 1, Fig. 3, 4). Evidence from some cytoplasmic proteins (see section 6.1.1) 
suggests that these properties might be essential elements in the establishment of key 
protein-protein interaction networks required for T3SS function (Gazi et al., 2008). 

6.1.1 The SctO family (HrpO/FliJ/YscO homologs)  

The most extensive heptad repeat pattern occurs in the HrpO/FliJ/YscO family of T3SS 
proteins (Gazi et al., 2008). Despite the absence of significant homologies, the family 
members share specific characteristics, e.g. increased propensity for coiled coil formation 
and intrinsic disorder (Gazi et al., 2008). The extreme flexible nature of HrpOSctO from 
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Pseudomonas syringae pv. phaseolicola (Gazi et al., 2008), a property shared with FliJ from S. 
typhimurium, has prevented its crystallization and determination of its 3D-structure by X-ray 
crystallography. A variant form of the FliJ protein from S. enterica sv. typhimurium was 
crystallized however (Ibuki et al., 2009), and its structure was found to be remarkably 
similar (Fig. 5) to that of the two-stranded α-helical coiled-coil part of the γ subunit of F0F1-
ATP synthase (Ibuki et al., 2011). A similar coiled coil structure (Fig. 5) consisting of two 
long α-helices was also reported for the crystal structure of the CT670SctO protein (a YscO 
homolog) from Chlamydia trachomatis (Lorenzini et al., 2010).  

Protein % total 
disorder Protein % total 

disorder Protein % total 
disorder 

NEEDLE CHAPERONES TIP 
MxiH 52 SycD 12 LcrV 45 
PrgI 21 PscE 0 IpaD 41 
BsaL 30 PscG 7 BipD 26 

  YscE 27 EspA 6 
  YscG 39   
  CesA 66   

Table 2. Disorder analysis for T3SS proteins of known 3D-structures with coiled-coil content 
exceeding 30%. The overall protein disorder was calculated from sequence data using the 
FoldIndex program with a window of 21 residues. 

Small angle X-ray scattering (SAXS) and circular dichroism (CD) characterization of 
HrpOSctO from P. syringae pv. phaseolicola revealed a high α-helical content with coiled-coil 
characteristics and molten globule-like properties (Gazi et al., 2008). HrpOSctO like its 
flagellar counterpart FliJ is essential for export, but its function remains obscure. HrpOSctO 
interacts, probably via intermolecular coiled-coil formation, with HrpE, a highly α-helical 
T3SS protein which belongs to the HrpE/FliH/YscL family. FliH, the flagellar counterpart 
of HrpE is a regulator of the FliI ATPase (Lane et al., 2006). Evidence from HrpOSctO and its 
analogs in various flagellar or non-flagellar T3S systems suggests that the extreme flexibility 
(Fig. 4) and propensity for coiled-coil interactions observed in members of the 
HrpO/FliJ/YscO family might be important factors for increased interactivity and the 
establishment of functional protein-protein interaction networks in T3SS. This is consistent 
with the observation that several members of the HrpO/FliJ/YscO family were found to 
interact with other cytosolic T3SS components or self-associate via coiled-coil interactions: 
The flagellar FliJ protein, a key player in a chaperone escort mechanism that recruits 
unloaded chaperones for the minor filament-class subunits of the filament cap and hook-
filament junction substructures (Evans et al., 2006) binds to the same chaperone site as the 
cognate export substrate of the chaperone, albeit with a much lower affinity. Similarly, 
YscOSctO from Yersinia enterocolitica and InvISctO from Salmonella typhimurium do not bind to 
export substrates but recognize a subset of export chaperones that are specialized to deliver 
the T3SS translocators to the export apparatus (Evans & Hughes, 2009). In all of these cases 
the interaction partners of the HrpO/FliJ/YscO family members exhibit a very high α-
helical/coiled-coil content (Fig. 5). FliJ was also found to interact with structural cytoplasmic 
components of the T3SS like the FliMSctQ protein, even in the absence of FliH, suggesting a 
docking mechanism for export substrates, chaperones and the ATPase to the T3SS 
machinery (Gonzalez-Pedrajo et al., 2006). The CT670SctO protein exists in monomeric and 
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dimeric forms, with the monomeric form dominating at low protein concentrations. For self-
association and dimer formation the involvement of coiled-coil interactions is predicted 
(Lorenzini et al., 2010). CT670SctO interacts with CT671SctP, a T3SS protein, with a predicted 
coiled-coil domain in its C-terminal region. CT671SctP is a homolog of the YscP protein which 
has been characterized as a molecular ruler and as a switch for T3SS substrate specificity in 
Yersinia species (Agrain et al., 2005). The two coiled-coil containing proteins CT670SctO and 
CT671SctP have been suggested to form a chaperone-effector-like pair with CT670SctO acting 
as chaperone (Lorenzini et al., 2010).  

The HrpO/FliJ/YscO family members are encoded by genes located always downstream of 
the gene coding for T3SS ATPases (the SctN family of T3SS proteins which includes 
HrcN/FliI/YscN homologs); this implies a close connection between these proteins and the 
ATPase. In flagellar T3SS the FliI protein is an ATPase that has extensive structural 
similarity to the α- and β- subunits of the FoF1-ATP synthase (Imada et al., 2007), while also 
the structure of FliJ from S. enterica sv. typhimurium (Fig. 4, 5) is remarkably similar to that 
of the two-stranded α-helical coiled-coil part of the γ-subunit of FoF1-ATP synthase (Ibuki et 
al., 2001). FliJ promotes the formation of FliI hexamer rings by binding to the center of the 
ring in a similar way to the γ-subunit penetrating into the central channel of the α3β3 ring in 
FoF1-ATPase. Moreover, the HrpE/FliH/YscL family of proteins (interaction partners of the 
HrpO/FliJ/YscO family) are distant homologs to both β- and δ- subunits of the FoF1-ATP 
synthase (Pallen et al., 2006). In flagellar systems the docking of the ATPase to the T3S 
machinery is mediated by the FliJ/FliH pair (Minamino et al., 2009). These results strongly 
suggest that T3SS and F- and V-type ATPases share a similar mechanism and an 
evolutionary relationship. It is thereby striking that extensive coiled-coil domains (e.g. FliJ, 
FliH) have been conserved between the two systems. 

Overall, the above remarkable findings support our earlier suggestions (Gazi et al., 2008, 
2009) that T3SS proteins, and in particular members of the SctO family, with long 
disordered/flexible coiled coil structures occupy node positions in the T3SS interactome, 
being capable of interacting with different partners and possess various roles in the 
secretion mechanism. These roles are to a large extent poorly understood and remain to be 
elucidated experimentally. 

6.1.2 The SctL family (HrpE/FliH/YscL homologs) 

In terms of predicted heptad repeats content (Gazi et al., 2008) the HrpE/FliH/YscL family 
of proteins comes second after the HrpO/FliJ/YscO family. These proteins are distant 
homologs of the second-stalk components of the F0-F1 ATPases (Pallen et al., 2006). FliH is a 
regulator of the FliI ATPase (Evans et al., 2006) and was found to interact with the 18 N-
terminal residues of FliI that are predicted to form an amphipathic α-helix upon interaction 
with FliH (Lane et al., 2006).  

The HrpE/FliH/YscL family members possess glycine-rich repeats of the form 
AxxxG(xxxG)mxxxA with m representing a non constant value between FliH proteins 
from different bacteria and x standing for any residue. The amino acid sequence 
distribution of each of the three x positions was found to differ significantly from the 
overall amino acid composition of the HrpE/FliH/YscL proteins. The high frequency of 
Glu, Gln, Lys and Ala residues in the repeat positions suggests the presence of α-helical 
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structure for this motif (Trost et al., 2009). When the Protein Data Bank was searched for 
GxxxG repeats similar in length to those found in FliH, no helices containing more than 
three contiguous glycine repeat segments were found implying that long GxxxG repeats 
are presumably quite rare in nature.  

 
Fig. 3. 3D-structures of T3SS proteins with significant coiled-coil content and their locations. 
The structure of the intrinsically disordered HrpO is based on SAXS data (Gazi et al., 2008). 

6.2 T3SS needle and pilus proteins 

The major extracellular T3SS component is the needle with a length of 60 nm and an 
external diameter of 7 nm for animal pathogens; a much longer structure (up to 2μm) named 
the Hrp pilus is the needle counterpart in phytopathogenic bacteria (Barrett et al., 2008; 
Cordes et al., 2003; He and Jin, 2003; Alfano & Collmer, 1997; Roine, 1997). The needle 
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are presumably quite rare in nature.  

 
Fig. 3. 3D-structures of T3SS proteins with significant coiled-coil content and their locations. 
The structure of the intrinsically disordered HrpO is based on SAXS data (Gazi et al., 2008). 

6.2 T3SS needle and pilus proteins 

The major extracellular T3SS component is the needle with a length of 60 nm and an 
external diameter of 7 nm for animal pathogens; a much longer structure (up to 2μm) named 
the Hrp pilus is the needle counterpart in phytopathogenic bacteria (Barrett et al., 2008; 
Cordes et al., 2003; He and Jin, 2003; Alfano & Collmer, 1997; Roine, 1997). The needle 
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appears to play a major role in host sensing and signal transmission from the distal to the 
basal end of T3SS (Deane et al., 2006). The needle structures are formed through the helical 
assembly of multiple copies of a small α-helical protein. Along the needle axis runs a narrow 
(2.5 nm) conduit which is used for the passage of needle components, tip proteins, 
translocators and effectors, whereby a partially unfolded form of the substrate is required. 
Structures are available (Wang et al., 2007; Deane et al., 2006; Zhang et al., 2006) for three 
needle components from animal pathogens: MxiH (S. flexneri), BsaL (B. pseudomallei) and 
PrgI (S. typhimurium). These structures are highly α-helical, with a central coiled-coil 
which is essential for needle assembly. Outside this coiled coil, all three proteins have 
highly mobile N-termini and C-termini, although these regions may retain some degree of 
helical structure in solution (Blocker et al., 2008). The sequences of the coiled-coil parts of 
the needle proteins show strong similarities, suggesting that they all share a common fold 
and pattern of interactions (Wang et al., 2007; Zhang et al., 2006). Analysis of structures 
and sequences of needle components from various pathogens suggests that the majority 
has a propensity for structural disorder (Table 2). An analysis of needle/pilus components 
predicts a mean overall disorder of approx. 30%. The predicted disorder has been 
confirmed by CD and thermal unfolding studies of MxiH, BsaL and PrgI which reveal that 
under conditions resembling the physiological ones, all three C-terminally truncated 
proteins adopt a molten globule-like state; at temperatures above 37o C their tertiary 
structure collapses while the secondary structure is largely retained (Barrett et al., 2008); 
this behaviour is strongly reminescent to the one observed for the cytoplasmic HrpOSctO 
protein (Gazi et al., 2008). A partially unfolded state of the needle components could be 
functionally important e.g. for transversing the needle channel and for the extracellular 
assembly. Signal transmission for host cell sensing is suspected to utilize the flexibility of 
needle subunits (Deane et al., 2006). 

The major subunits of the Hrp pilus (HrpA) are generally predicted to be almost entirely α-
helical, with the exception of the Pseudomonas syringae species, for which the 50 N-terminal 
amino acids are predicted to contain β-strands (He and Jin, 2003; Koebnik, 2001). The major 
subunits of the Hrp-dependent pili, like the needle structural proteins, are all small proteins 
(of 6 to 11 kDa), but their sequences are surprisingly hypervariable, even within P. syringae 
pathovars. This hypervariability may reflect the evolutionary adaptations to evade plant 
defense systems. The predicted secondary structures of the major pilus subunits however, 
are remarkably similar, almost entirely α-helical. Insights into the structure of Hrp pilus 
components have been obtained from the recent investigation of the HrpA protein from the 
P. syringae pv. phaseolicola T3SS pilus (Kotzabasaki & Kokkinidis, unpublished). The C-
terminal part of the 11 kDa protein is responsible for the assembly of multiple HrpA copies 
in the pilus (Roine, 1997). No chaperons for HrpA have been identified. The secondary 
structure of HrpA is predicted to be highly α-helical, with a propensity for coiled-coil 
formation in its functionally important C-terminal region. Surprisingly, experimental 
characterization of the HrpA protein using CD, Raman, FTIR and SAXS provides strong 
evidence that HrpA does not adopt a helical structure, but rather a highly disordered state 
with β-strand features. High resolution transmission electron microscopy (TEM) of purified 
HrpA samples reveals a pronounced propensity for polymerization and formation of two 
types of fibrils with nano-to micro scale features, one of which has comparable geometrical 
parameters with the Hrp pilus. 
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Fig. 4. Predicted coiled-coil regions and structural disorder for the HrpO/FliJ/YscO family. 
Disordered segments (predicted by FoldIndex) are colored red, coiled-coil domains cyan. 
All sequences were predicted to be almost entirely α-helical, which was confirmed for HrpO 
(Gazi et al., 2008), FliJ (Ibuki et al., 2011) and CT670 (Lorenzini et al., 2010). Sequences are 
drawn to scale, and vary from 166 (HrpD) to 125 residues (SsaO).  

 
Fig. 5. T3SS proteins involved in coiled-coil interactions: (A) FliJ (Ibuki et al., 2011) from S. 
typhimurium, (B) CT670 SctO (Lorenzini et al., 2010) from Ch. trachomatis colored from N- 
(blue) to C-terminus (red). The dimeric FliT of S. enterica sv. typhimurium (C) and Bordetella 
bronchiseptica (D), each monomer differently coloured. In (C) the C-terminal helix adopts a 
different conformation in each monomer (Imada et al., 2010). (E) The Y. enterocolitica SycD 
(Buttner et al., 2008) which is recognized by YscO SctO (Evans & Hughes, 2009).  

6.3 T3SS effector flexibility and coiled-coil propensity  

Approximately a third of the T3SS effector structures known forms regular coiled-coils 
with knob-into-holes packing, while several others exhibit short heptad repeat patterns in 
their sequences which give rise to coiled-coil interactions and short, distorted α-helical 
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bundles: A YpkA subdomain folds in two 3-helical bundles (Prehna et al., 2006). Coiled-
coils are also observed in the N-terminal domains of YopH and SptP (Khandelwal et al., 
2002; Stebbins and Galan, 2000) and in MxiC and YopN-TyeA (Deane et al., 2008; Schubot 
et al., 2005). The S. flexneri effector IpaH is a E3 ubiquitin ligase with a C-terminal which 
consists entirely of α-helical bundles and carries the catalytic activity for ubiquitin 
transfer (Singer et al., 2008). Helical bundle structures are also adopted by AvrPto (Wulf 
et al., 2004) and AvrPtoB (Dong et al., 2009), although both interact with their target 
protein kinase Pto via β-strand addition (Xing et al., 2007). AvrPto (PDB ids: 1R5E, 
2QKW) displays considerable structural plasticity which is consistent with its predicted 
increased flexibility (Table 1). In a recent analysis, 49% of the S. typhimurium effectors 
have been predicted to posses at least one coiled-coil domain which enhances membrane 
association in mammalian cells (Knodler et al., 2011). 

Apart from the frequent occurrence of coiled-coils, a further common feature among T3SS 
effectors are disorder effects established both as localized disorder of their extreme N-
terminal peptide where the secretion signal resides, or frequently as an overall structural 
disorder. Usually, the 15-20 N-terminal residues of effectors are highly disordered. 
Truncation of N- and C-terminal residues was necessary for the NMR study of the AvrPto 
effector (Wulf et al., 2004), while in the crystal structure of the AvrPto-Pto kinase complex 28 
N-terminal residues are missing (Xing et al., 2007). In the case of ExsE the N- terminal fifteen 
residues had to be omitted for crystallization and structure determination (Vogelaar et al., 
2010). Although, the full length AvrB and AvrPphF ORF2 were crystallized, electron density 
was not observed for the 27 N-terminal residues due to disorder (Lee et al., 2004; Singer et 
al., 2004). The N-terminal region of the SipA effector in the complex with the chaperone 
InvB is highly disordered (Lilic et al., 2006). In the CBD of effectors bound to class IA 
chaperones, there is a prevalent localized disorder for the part of the effector that crosses the 
interface of the dimeric chaperone; thus, this part of the effector cannot be modelled, as can 
be seen not only for SipA but also for ExsE and YopN (Vogelaar et al., 2010). Moreover, a 
large majority (~75%) of P.syringae pv. tomato effectors show a significant propensity for 
structural disorder in the region of their 50 N-terminal residues based on the ratio of order- 
vs. disorder- promoting residues (selected effectors are shown in Table 1) which has an 
average value of 0.45 (M. Kokkinidis, unpublished). Other secreted proteins have an average 
value of 0.50. The ratio for cytoplasmic T3SS proteins is 0.55; the average ratio in proteomes 
is 0.58 based on the amino acid frequencies of order- and disorder-promoting residues 
(Brooks et al., 2002); significantly lower values, as in the case of the N-termini of T3SS 
effectors, indicate a propensity for disorder. The only structured N-terminal region of a T3SS 
effector is that of YopH. The 129 residue N-terminal domain has two functions: the first 70 
residues contain the CBD domain for chaperone SycH, while the full 129 N-terminal domain 
binds to phosphotyrosine-containing proteins and adopts an overall globular fold 
(Khandelwal et al., 2002). The N-terminal region of VirA is partially disordered (Davis et al., 
2008). Apart from the N-terminal disorder, a propensity for overall disorder is predicted for 
T3SS effectors, which may reflect an increased structural flexibility. An average value of 35% 
of disordered residues is predicted by FOLDINDEX for the T3SS effectors of P. syringae pv. 
tomato DC3000, which is to be contrasted with an average value of 28% for cytoplasmic 
T3SS proteins, if the extensively disordered members of the HrpO/FliJ/YscO family (some 
of which could be classified as IDPs) are excluded. For other secreted/putatively secreted 
T3SS proteins the values are 30-37%. 
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7. Comparison with other secretory systems: T2SS, T4SS and T6SS 
To compare with T3SS, earlier analyses for T2SS and T4SS were updated and an analysis of 
T6SS protein sequences was performed. Coiled-coil predictions and disorder analysis were 
carried out for Helicobacter pylori (T4SS), Legionella pneumophila (T2SS and T4SS), the Type-4-
pili (T4P) of L. pneumophila and Pseudomonas aeruginosa and P. aeruginosa strain PA14 (T6SS). 
For 2878 proteins encoded in the L. pneumophila genome (GenBank accession number 
NC_006369), the predicted coiled-coil content is 4%.  

Using the Virulence Factor Database (Yang et al., 2008) for the classification of L. 
pneumophila proteins, a coiled-coil content of 14% is predicted for T2SS (11 proteins), 19% for 
T4SS (50 proteins), and 13% for T4P (3 proteins). For 1573 proteins of H. pylori (NC_000915) a 
coiled-coil content of 3% is predicted, with 26% for T4SS (24 proteins). For 5571 proteins of 
P. aeruginosa (NC_002516) the predicted content is 4%, 8% for T2SS (11 proteins) and 10% for 
T4P (32 proteins). A high coiled-coil content is predicted for the T4SS of H. pylori and the 
T4SS effectors of L. pneumophila. The latter (Table 3) exhibit a particularly high propensity 
for structural disorder (on the average 46% disordered regions) and coiled-coil content 
(30%), thus strongly resembling T3SS effectors. The analysis of T6SS protein sequences 
retrieved from the KEGG database is in Table 4. Hcp and Vgr proteins are proposed 
effectors (Mougous, et al., 2006), although they may also act as T6SS machine components 
(Zheng &Leung, 2007). Non-secreted components include ClpV an AAA+ Clp-like 
ATPase(Cascales, 2008) and various other core components. The analysis suggests a low 
coiled-coil content for most secreted proteins (on the average 6%) and a higher one (12% on 
the average) for core proteins. Interestingly, the mean overall disorder of secreted T6SS 
components is very high (41%) and comparable to T3SS effectors or to T4SS effectors of L. 
pneumophila. Core components of T6SS display a significantly lower degree disorder (28%). 

T4SS effectors % heptad 
repeats 

% overall 
disorder 

T4SS 
effectors 

% heptad 
repeats 

% overall 
disorder 

Ceg9 0 56 SidJ 5 35 

VipA 29 36 LaiA/SdeA 28 42 

AnkX/AnkN/LegA8 15 35 YlfA/LegC7 60 40 

LidA 47 68 DrrA/SidM 42 47 

Ceg19 33 30 LepB 49 50 

LegC3 62 60 SidC 36 62 

LegC2 67 61 SidF 28 56 

RalF 0 43 LepA 7 16 

SetA 26 42 LubX/LegU2 10 46 

AnkB/Cag27/LegAU13 20 51 VipD 42 35 

Table 3. Predictions (using MATCHER ) of the heptad repeats content and disorder analysis 
(using FOLDINDEX) for effectors from the T4SS of L. pneumophila strain Philadelphia 1.  
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Locus No (Protein)
% 

heptad 
repeats 

% overall 
disorder Locus No (Protein) 

% 
heptad 
repeats

% overall 
disorder 

SECRETED COMPONENTS CORE COMPONENTS 

PA14_01030 (Hcp) 14 37 PA14_00875 (PpkA) 7 25 

PA14_01110 (VgrG) 6 42 PA14_00890 (PppA) 0 14 

PA14_01160 (VgrG) 6 59 PA14_00910 (ImpL) 18 22 

PA14_33960 (VgrG) 0 34 PA14_00925 (ImpK) 10 29 

PA14_34030 (Hcp) 0 20 PA14_00940 (ImpJ) 0 20 

PA14_03220 (VgrG) 4 38 PA14_00960 (VasD) 0 35 

PA14_03240 (Hcp) 0 52 PA14_00970 unknown 45 29 

PA14_18985 (VgrG) 0 45 PA14_00980 (HFA) 0 30 

PA14_21450 (VgrG) 0 41 PA14_00990 (ImpA) 12 20 

PA14_29390 (VgrG) 8 45 PA14_01060 (ImpF) 14 31 

PA14_44900 (VgrG) 5 42 PA14_01070 (ImpG) 5 28 

PA14_67230 (VgrG) 0 46 PA14_01100 (ClpV) 18 21 

PA14_69550 (VgrG) 0 40 PA14_34050 (ImpC) 8 19 

PA14_29190 (tse2) 44 27 PA14_34070 (ImpB) 22 49 

Table 4. T6SS proteins (T6S system HSI-I, HSI-III) of the P. aeruginosa strain PA14.  

8. Conclusions  
In conclusion, structural studies and in silico analyses of bacterial genomes have confirmed 
the occurrence of coiled-coil domains and protein flexibility in the T3SS and provide a more 
consolidated insight into the occurrence of such features in other secretory systems, e.g. 
T4SS and T6SS. In the case of T3SS the occurrence of coiled-coils is considerably higher than 
the average predicted occurrence in prokaryotic proteomes (Schubot et al., 2005). Coiled-
coils occur in all types of T3SS proteins, including in proteins from the T3SSs of plant 
pathogens, for which in earlier studies no coiled-coils could be predicted (Delahay and 
Frankel, 2002). Apart from coiled-coils, a further widespread feature in T3SS proteins is a 
considerable structural flexibility which may range from localized to extensive disorder 
effects. At the level of experimental observations, disorder manifests itself as missing 
stretches of electron density in crystallographically determined structures (e.g. in the case of 
the N-termini of effectors), or occasionally as establishment of a molten-globule-like state at 
conditions resembling the physiological ones. Examples for the latter include the IDPs HrpO 
(Gazi et al., 2008) and HrpA from P. syringae pv. phaseolicola or the needle subunits MxiH, 
BsaL and PrgI (Barrett et al., 2008). The flexibility of T3SS proteins is frequently associated 
with a plasticity of coiled-coil domains; this becomes evident in the case of multiple 
structural studies of the same protein, e.g. AvrPto (PDB ids: 2QKW, 1R5E) or in differences 
between subunits of oligomeric proteins, e.g. in the FliT dimer (PDB id: 3A7M).  
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The combination of coiled-coiled interactions and structural plasticity are frequently 
essential prerequisites for the establishment of interaction networks within T3SS, as 
exemplified by the interactions of proteins of the HrpO/FliJ/YscO family with members of 
the HrpE/FliH/YscL family (Gazi et al., 2008), the SipD/PrgI (Lunelli et al., 2011; 
Rathinavelan et al., 2011) or the CT670/CT671 interaction (Lorenzini et al., 2010). In 
addition, the assembly of the T3SS supramolecular structures frequently requires a 
combination of coiled-coils and conformational flexibility: T3SS needle assembly occurs 
through the stepwise polymerization of a major subunit (e.g. MxiH, BsaL and PrgI) via a 
flexible or partially disordered C-terminal helix which exhibits a propensity for coiled-coil 
interactions. For the IDP HrpA polymerization into pilus-like fibrils has been observed, 
although no experimental evidence for the involvement of coiled-coil interactions could be 
obtained, despite the high α-helical content predicted by sequence analysis. 

The propensity for disorder is frequently reflected the amino acid composition of T3SS 
protein sequences. The vast majority N-terminal sequences of T3SS effectors and other 
secreted proteins exhibits specific biases (Table 1) in their composition with respect to 
order- and disorder-promoting residues (Dunker et al., 2002; Uversky, 2010), from which 
a disorder propensity can be predicted, usually in agreement with experimental 
observations. Interestingly, these disorder-associated biases (as reflected in the ratio of 
order- vs. disorder- promoting residues), result in sequence preferences for the N-termini 
which are similar to those determined for T3SS effectors from various bacterial species 
(Greenberg and Vinatzer, 2003). The structural disorder of the N-termini may thus play a 
role as a secretion signal, a suggestion made earlier by Akeda & Galan (2005) and 
confirmed by subsequent analyses (Gazi et al., 2009). However, as N-terminal structural 
disorder does not ensure specificity of substrate recognition (e.g. the cytoplasmic HrcQB 
protein is predicted to possesses a highly flexible N-terminus), it may be assumed that N-
terminal flexibility could be one of multiple secretion signals (Marlovits et al., 2006), with 
other signals, e.g. chaperones, ensuring specificity. Analysis of effectors and other 
secreted/non-secreted T3SS components strongly suggests that the overall disorder of 
T3SS proteins is a further parameter strongly correlated with secretion (Table 1, 2). 
Flexible or disordered T3SS domains could facilitate rapid unfolding which is necessary 
for secretion. Both N-terminal and overall flexibility might be thus considered in 
prediction algorithms for the identification of universal T3SS effectors signatures; this 
would complement recent efforts based on machine learning approaches (Arnold et al., 
2009; Samudrala et al., 2009). Interestingly, sequence stretches with coiled-coils 
propensities are suitable tertiary motifs to provide the necessary flexibility which is 
proposed to be associated with secretion. In fact, coiled-coil proteins are frequently 
viewed as a specific set of intrinsically disordered proteins (Gaspari & Nyitray, 2011) and 
occasionally they have been observed to display molten globule characteristics (Glykos & 
Kokkinidis, 2004). A further advantage of coiled-coils might be associated with specific 
features of their disordered state: As shown in the case of the HrpO protein (Gazi et al., 
2008), proteins exhibiting coiled-coil propensity are capable of adopting highly non-
globular conformations, while maintaining a considerable α-helical content. The 
geometrical dimensions of such non-globular helical conformations permit passage 
through the narrow needle/pilus channel if the appropriate secretion signal is present. It 
is intuitive to assume that after passing this conduit, such preformed and folding-
competent helices encompassing a few turns may form a nucleation site which promotes 
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fast assembly of a globular coiled-coil domain. Flexible coiled-coil domains are thus 
particularly suitable as secretion substrates as they can easily unfold into secretion-
competent α-helices, which in turn may refold in the host cell into a native structure 
following a relatively fast pathway, and thus avoid degradation of the unfolded 
polypeptide by host defences. In addition, coiled-coils of effectors may also be a 
particularly suitable structural motif for interactions in the host cell, as many key 
processes in the eukaryotic cell involve coiled-coil domains, a fact already noted by Pallen 
(1997), and confirmed by recent experiments (Knodler et al., 2011). It might be thus 
hypothetized that the selective evolutionary pressure for optimization of bacterial 
effectors favours coiled-coil domains and increased flexibility, and this in turn creates a 
basis for the overall prevalence of coiled-coil domains in T3SS, as this helps establish 
interaction networks within the T3SS, which may be exploited by even partially unfolded 
effectors or other secretion substrates.  

The predicted high occurrence of coiled-coil domains and structural disorder in T4SS 
effectors of L. pneumophila (Table 3) indicate that the concepts outlined above for T3SS 
effectors might also some validity in other Gram-negative secretory mechanisms. In 
addition, the analysis of T6SS secreted components (Table 4) strongly supports the concept 
of structural flexibility of proteins being an important prerequisite for bacterial secretion. 
We still have a long way to go to decipher the full complexity of bacterial secretion, even for 
extensively studied systems such as T3SS. However, the elegant genetic, biochemical, 
genetic and computational studies which were reviewed in this contribution may open ways 
to resolve this issue.  
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1. Introduction  
Protein-protein interactions play important roles in many critical processes in the life 
sciences, such as signal transduction, lipid membrane fusion, receptor recognition, etc., and 
many of them are important targets for drug development and design (Wilson 2009; 
Tavassoli 2011). Unlike an enzyme-substrate interaction which usually has a deep binding 
pocket in the protein for substrate binding, protein-protein interactions usually involve a 
large interacting interface; as a result, it is a big challenge for small molecule drugs to 
efficiently competitively occupy the interface and disrupt protein-protein interactions that 
modulate these life processes. Proteins are natural ligands that can modulate protein-protein 
interactions; however, they are not ideal therapeutic agents because of their expensive 
production costs and the fact that they are not able to be administered orally. In protein-
protein interactions, energy is not always equally distributed throughout the binding 
interface; a couple of focused areas may account for the main protein-protein interaction 
energy, called a hot spot, which can be the target for a small molecule protein-protein 
interaction inhibitor (PPII). 

Peptides, with suitable molecular size, provide a bridge between protein and small molecule 
drugs. Similar to proteins, many peptides are natural ligands that modulate protein-protein 
interactions in important life processes; they are used as drug leads and/or modified to 
increase potency and selectivity. Compared with small molecules, peptides are more 
efficient PPIIs due to their relatively large size, and can be useful tools to probe protein-
protein interactions for PPII design. 

HIV-1 gp41 mediated virus-cell membrane fusion is critical for HIV-1 infection and in vivo 
propagation (Eckert & Kim 2001; Caffrey 2011), and the mechanism is shared by many other 
viruses using a class 1 fusion protein as membrane fusion machinery, including some life 
threatening pathogens such as influenza virus, respiratory syncytial virus (RSV), Ebola 
virus, and severe acute respiratory syndrome (SARS) virus (Harrison 2008). A critical step in 
HIV-1 infection is a protein-protein interaction between the gp41 N- and C-terminal heptad 
repeats (NHR and CHR), that form a coiled-coil six-helical bundle (6-HB), providing energy 
for virus-cell membrane fusion (Fig. 1). Peptides derived from CHR or NHR can interact 
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with their counterparts in gp41 to prevent fusogenic 6-HB formation and inhibit HIV-1-cell 
membrane fusion, thus preventing HIV-1 infection and replication. T20 (Fuzeon, 
enfuvirtide), a 36-mer peptide from HIV-1 gp41 CHR, was approved by the USA FDA in 
2003 as the first fusion inhibitor for salvage therapy in HIV/AIDS patients unresponsive to 
common antiretroviral therapy. Its application has been limited by i) the high cost of peptide 
synthesis, ii) rapid in vivo proteolysis, and iii) poor efficacy against emerging T20-resistant 
strains. These drawbacks have called for a new generation of fusion inhibitors with 
improved antiviral and pharmacokinetic profiles.  

In this chapter, we will focus on the development of HIV-1 fusion inhibitors, concentrating 
on C-peptide fusion inhibitors and their peptidomimetics, which have been used as probes 
and tools to elucidate gp41 NHR-CHR interactions for future fusion inhibitor design and 
improve, and in the long run, the development of small molecule inhibitors that can disrupt 
this important protein-protein interaction.  

 
Fig. 1. HIV-1 gp41 mediated virus-cell membrane fusion. 

2. Peptides as a model to build the HIV-1 gp41 fusion core 
HIV-1 uses an envelope protein (ENV) mediated virus-cell membrane fusion to enter host 
cells for infection (Eckert & Kim 2001). HIV-1 ENV is composed of noncovalently 
associated gp120/gp41 trimers that form spikes and decorate the viral surface, in which 
the metastable transmembrane subunit gp41 is sequestered by the cell surface subunit 
gp120. During HIV-1 infection, gp120 first interacts with the T-cell receptor CD4, ensuring 
the viruses approach the target cells; then, the coreceptor binding sites in gp120 are 
sequentially exposed and gp120-coreceptor (CCR5 or CXR4) binding follows (Fig. 1). The 
resulting dissociation of the gp120-gp41 complex and the release of the unstable gp41 
subunit trigger virus-cell membrane fusion. First, gp41 inserts into the target cell 
membrane using its fusion peptide, resulting in a pre-hairpin intermediate (PHI) in which 
its C-terminus anchors to the viral membrane and its N-terminus inserts into the host cell 
membrane, bridging the viral and cellular membranes (Fig. 1). The gp41 PHI 
automatically undergoes structure rearrangement with its NHR and CHR folding towards 
each other to form the fusogenic 6-HB. The energetic 6-HB formation drives the 
juxtaposition of the viral and cellular membrane, and finally results in virus-cell 
membrane fusion (Fig. 1). Agents that target the presumed gp41 PHI to prevent fusogenic 
6-HB formation can terminate the virus-cell membrane fusion processes and be used as 
fusion inhibitors for antiretroviral therapy (Cai & Jiang 2010). 
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with their counterparts in gp41 to prevent fusogenic 6-HB formation and inhibit HIV-1-cell 
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improved antiviral and pharmacokinetic profiles.  
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on C-peptide fusion inhibitors and their peptidomimetics, which have been used as probes 
and tools to elucidate gp41 NHR-CHR interactions for future fusion inhibitor design and 
improve, and in the long run, the development of small molecule inhibitors that can disrupt 
this important protein-protein interaction.  
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The discovery of potent anti-HIV peptides from HIV-1 gp41 NHR and CHR sequences 
suggests that gp41 is a target for fusion inhibitors (Wild et al. 1992; Jiang et al. 1993; Wild et 
al. 1994); these exogenous HIV-1 gp41 peptides interact with their counterparts in the gp41 
6-HB, forming an unproductive complex that prevents gp41 fusion core formation. During 
the membrane fusion process, HIV-1 gp41 progressively undergoes a conformational 
change, and the gp41 PHI target exists for only a couple of minutes and then rapidly folds 
into a 6-HB; therefore, gp41 and its ectodomain are not suitable targets for a fusion inhibitor. 
Efforts to obtain a whole structure of the gp41 ectodomain also have been unsuccessful. So, 
the identification of a stable target in the PHI or gp41 fusion core is necessary for 
understanding the mechanism of gp41 mediated virus-cell membrane fusion for fusion 
inhibitor design and development. 

The HIV-1 gp41 fusogenic 6-HB core has been constructed using synthesized peptides from 
the related gp41 wild-type sequences. Typical resolved crystal structures of the 6-HB 
fusogenic core include the N36/C34 complex (Chan et al. 1997), the IQNgp41/C43 complex 
(Weissenhorn et al. 1997), and the N34(L6)C28 trimer (Tan et al. 1997). These crystal 
structures provide atomic resolution of the interactions between NHR and CHR, verifying 
that NHR and CHR can be both a target and ligand from which a pharmacophore model can 
be deduced for fusion inhibitor design and optimization. 

The crystal structures show that a parallel coiled-coil trimerized NHR forms the interior 
core, which is antiparallel packed with three CHR helices, to form a 6-HB (Fig. 2a,2b) (Chan 
et al. 1997). In the NHR interior core, the N-peptide uses its amino acid residues at the a and 
d positions of the heptads for self trimerization to stabilize the core; while the e and g 
residues of two adjacent helices form three hydrophobic grooves along the whole NHR 
trimer, which serve as targets that interact with the a and d residues of the C-peptides. Each 
groove contains a particularly deep cavity: Val-570, Lys-574, and Gln-577 from the left N36 
(gp41546-581) helix form the left side; Leu-568, Trp- 571, and Gly-572 from the right N36 helix 
form the right side; and Thr-569, Ile-573, and Leu-576 form the floor, resulting in a pocket of 
~16 Å long, 7 Å wide, and 5–6 Å deep (Fig. 2d). With the exception of Ile-573, all of the 
residues forming the cavity are identical between HIV-1 and SIV. The NHR deep pocket 
accommodates three hydrophobic residues from the abutting C34 (gp41628-661) helix: Ile-635, 
Trp-631, and Trp-628 constitute a WWI motif (Fig. 2c). The interaction between the NHR 
pocket and the WWI motif is predominately hydrophobic. A salt bridge between Lys-574 of 
NHR and Asp-632 of CHR immediately to the left of the cavity is also important for the 
NHR-CHR interaction (Chan et al. 1997). In addition to be the main binding sites for the C-
peptide, the deep NHR pocket is also an attractive target for small molecule fusion 
inhibitors. Besides the deep pocket, the rest of the groove along the NHR helices also makes 
extensive contact with CHR, providing additional energy to stabilize the 6-HB. The 
N36/C34 complex shows striking structural similarity to the low-pH-induced conformation 
of the influenza HA2 subunit (TBHA2) and the TM subunit of Mo-MLV, both of which have 
been proposed to be in a fusogenic conformation, suggesting a common mechanism of 
virus-cell membrane fusion among enveloped viruses (Chan et al. 1997). 

During 6-HB formation, NHR and CHR are mutual target and ligand, so either can be the 
target for fusion inhibitor design. In a 6-HB, NHRs form a trimerized interior core that 
contains three grooves, and each with a deep pocket, which is more like a target, especially 
for small molecule fusion inhibitors. An electrostatic potential map of the N36 coiled-coil 
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trimer shows that its surface is largely uncharged; and the grooves that are the sites for C34 
interaction are aligned with predominantly hydrophobic residues that would be expected to 
lead to aggregation upon exposure to solvent. In contrast, the N36/C34 complex shows a 
much more highly charged surface due to acidic residues on the outside of the C34 helices, 
resulting in greater solubility of the heterodimeric complex (Chan et al. 1997). As a result, N-
peptides are prone to aggregate in the absence of C-peptides under physiological conditions. 
This also accounts for a much weaker inhibitory potency for N-peptides compared to C-
peptides, since they must form a stable discrete trimerized inner core to efficiently interact 
with the CHR. Thus, construction of a stable and soluble discrete trimerized gp41 NHR core 
as a target is important for fusion inhibitor design and development.  

 
Fig. 2. Crystal structures of the HIV-1 gp41 fusion core. (A) 6-HB structure of the gp41 
N36/C34 fusion core; (B) the top to bottom view of the N36/C34 6-HB structure (Chan et al. 
1997); (C) the deep pocket in the NHR groove interacts with the WWI motif of CHR (Chan et 
al. 1998); (D) the NHR deep pocket. 

The key for constructing an efficient NHR target is to promote trimerization of N-peptides 
without changing their native binding sites and conformation. Addition of physicochemical 
restraints in N-peptides has been shown to be an efficient way to construct a stable and 
discrete NHR trimer. Typical NHR constructs include: IQN17 (3) and IZN17 (4) (Eckert & 
Kim 2001), 5-helix (Root et al. 2001; Frey et al. 2006), and Env2.0 (5) and Env5.0 (6) (Cai & 
Gochin 2007; Cai et al. 2009). These stable NHR-trimers can be efficient targets for fusion 
inhibitor discovery and development. Through forming discrete and stable trimers, they are 
also highly potent HIV-1 fusion inhibitors by themselves. The sequences of the N-peptide 
targets are shown in Fig. 3. 

IQN17/IZN17 (Fig. 4): A trimeric coiled-coil GCN4 isoleucine zipper was used to construct 
the first HIV-1 gp41 fusion core for an x-ray crystallographic study (Weissenhorn et al. 
1997). IQN17 was constructed by fusing a modified GCN4-pIQI peptide sequence to the 17-
mer N-peptide gp41565-581 (N17) that comprises the gp41 hydrophobic pocket (Eckert et al. 
1999). The resulting peptide, IQN17, is a fully helical discrete trimer in solution, as 
determined by circular dichroism (CD) and sedimentation equilibrium experiments. The 
crystal structure of the IQN17/D10-p1 complex, a cyclic D-peptide fusion inhibitor, showed 
that the overall architecture of the HIV-1 gp41 hydrophobic pocket in the complex is almost 
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the first HIV-1 gp41 fusion core for an x-ray crystallographic study (Weissenhorn et al. 
1997). IQN17 was constructed by fusing a modified GCN4-pIQI peptide sequence to the 17-
mer N-peptide gp41565-581 (N17) that comprises the gp41 hydrophobic pocket (Eckert et al. 
1999). The resulting peptide, IQN17, is a fully helical discrete trimer in solution, as 
determined by circular dichroism (CD) and sedimentation equilibrium experiments. The 
crystal structure of the IQN17/D10-p1 complex, a cyclic D-peptide fusion inhibitor, showed 
that the overall architecture of the HIV-1 gp41 hydrophobic pocket in the complex is almost 
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identical to that in the wild-type HIV-1 gp41 N36/C34 structure, with a Cα root mean square 
deviation (rmsd) of 0.65 Å. In follow-up studies, a new version, IZN17, was designed using 
the same strategy. IZN17 is more thermally stable than IQN17, with a Tm > 100 °C, 
compared with ~100 °C for IQN17; the enhancement of thermal stability was further 
confirmed by measuring the Tm in 2 M guanidine chloride, with a Tm of 66 °C and 74 °C for 
IQN17 and QZN17, respectively. IZN17 is also more soluble than IQN17 under 
physiological conditions (Eckert & Kim 2001). Both IQN17 and IZN17 were used as targets 
in a mirror-image phage display experiment to identify D-peptide fusion inhibitors (Eckert 
et al. 1999; Welch et al. 2007; Welch et al. 2010). 

 
Fig. 3. NHR target sequences. The sequences and groups responsible for physicochemical 
constraint are shown in grey. 

5-Helix (Fig. 4): 5-Helix was designed using the 6-HB as a motif (Root et al. 2001). In 5-helix, 
five of the six helices that make up the 6-HB core structure are connected by short peptide 
linkers. The 5-helix protein lacks a third C-peptide helix, and this vacancy is expected to 
create a high-affinity binding site for the gp41 CHR. Under physiological conditions, 5-helix 
is soluble and a well folded protein that adopts >95% helical content, as expected from the 
design, and is extremely stable. In addition, denaturation was not observed, even at 96 °C or 
in 8 M guanidine chloride. 5-Helix interacts strongly and specifically with C-peptides, 
inducing a helical conformation in the bound C-peptide as judged by CD. 5-Helix was 
successfully used as the target in a fluorescence polarization assay to identify small 
molecule fusion inhibitors (Frey et al. 2006). 

Env2.0/Env5.0 (Fig. 4): A trivalent coordination metal complex was used to fortify the gp41 
NHR trimer (Gochin et al. 2003). 5-Carboxy-2,2’-bipyridine (BPY) was attached to an N-
peptide that contains a deep pocket. Addition of a metal ion such as Fe2+ or Ni2+ resulted in 
the formation of a tris-BPY metal complex, which stabilizes the coiled-coil structure. The 
resulting magenta Fe2+(BPY)3 complex solution was due to a Fe2+–BPY charge transfer band 
at 545 nm and confirmed Fe2+-BPY binding. The apo-Env2.0 displayed 40% α-helical 
structure that increased to 89% upon the addition of Fe2+ ions, as measured by CD. The 
integrity of the binding grooves in Fe2+(Env2.0)3 was confirmed by its efficient binding with 
a matched C-peptide, as shown by CD and NMR (Gochin et al. 2006). The 545 nm 
absorbance agrees well with the emission maxima of the fluorophores fluorescein and 
Lucifer yellow. Fluorescence quenching by fluorescence resonance energy transfer (FRET) 
should occur if the fluorophore is brought close to the Fe2+–BPY center. This enables direct 
determination of binding by using a fluorophore labeled C-peptide as the probe. 
Compounds which are able to bind to the NHR target and displace the probe can be 
measured with a competitive inhibition assay by following the recovery of probe 
fluorescence intensity (Cai & Gochin 2007). The BPY-metal complex FRET strategy is 
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generally applicable to different interacting peptide pairs, as long as the two peptide 
sequences are matched. This has been confirmed by the development of a longer gp41 N-
peptide/C-peptide pair, Env5.0 and CP5; the peptide pair showed nanomolar binding 
affinity and can be used to screen more potent fusion inhibitors. Env5.0 contains the whole 
groove, and it has been used to identify ligands that interact with the range of the groove 
outside of the deep pocket by designing suitable probes (Cai et al. 2009). In addition, Env2.0 
has been successfully used as a target for a screening assay to identify small molecule fusion 
inhibitors (Cai & Gochin 2007; Zhou et al. 2010). 

 
Fig. 4. Designed soluble and discrete NHR target. 

In summary, peptides have been used to construct the HIV-1 gp41 fusion core, which is a 6-
HB. Crystal structure analysis showed that the gp41 NHR trimer forms an interior core, which 
contains three hydrophobic grooves as the binding site for C-peptide. A deep pocket in the 
groove is a hot spot for the NHR-CHR interaction, and can be a target for small molecule 
fusion inhibitors. The NHR target can be constructed by adding physicochemical constraints in 
the N-peptides to promote the formation of a soluble and discrete NHR trimer, which can be 
used for screening HIV-1 fusion inhibitors targeting gp41 NHR or the deep pocket. 

3. Peptide fusion inhibitors target the gp41 NHR core 
Peptides, especially C-peptides (sequence see Fig. 5), can efficiently block the gp41 NHR-CHR 
interaction to inhibit HIV-cell membrane fusion and infection. They act in a dominant-negative 
manner by binding to the transiently exposed coiled-coil N-peptide region in the PHI (Eckert 
& Kim 2001). The wild-type C-peptide sequences have been shown to have low nanomolar 
IC50 values for HIV-1 ENV mediated membrane fusion and viral infection. Peptide 
engineering has been employed on wild-type C-peptide sequences to obtain structure activity 
relationship (SAR) data for the peptide fusion inhibitors, resulting in peptides with an 
improved anti-HIV profile and a better understanding of the mechanism of gp41 mediated 
virus-cell membrane fusion (Otaka et al. 2002; Dwyer et al. 2007). The insight gained from 
these works was finally tested by the artificial design of peptide fusion inhibitors with few 
sequence homologies to natural peptides or protein sequences (Qi et al. 2008; Shi et al. 2008).   
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3.1 Peptides from the wild-type gp41 sequence 

The first highly potent HIV-1 fusion inhibitors were independently discovered by two 
groups in the early 1990s, including SJ-2176 (gp41630-659) (Jiang et al. 1993; Jiang et al. 1993) 
and DP178 (gp41638-673, later named T20) (Wild et al. 1994), which were both derived from 
the gp41 CHR wild-type sequence. Due to their stronger anti-HIV activity compared with 
N-peptides, most of the exploited fusion inhibitors were C-peptides, among them, T20 (7) 
and C34 (gp41628-661, 8) were extensively studied. C-peptide fusion inhibitors are usually 
unstructured in solution by themselves, and form α-helical structures in a 6-HB after 
interaction with NHR.  

T20, originally named DP178, was developed into the first HIV-1 fusion inhibitor with the 
brand name Enfuvirtide (Lazzarin et al. 2003; Walmsley et al. 2003; Su et al. 2004). It has low 
nanomolar antiretroviral activity. Under physiological conditions, it is unstructured and 
cannot form a stable 6-HB with N-peptide; however, it is highly soluble, making it a good 
drug candidate. Its mechanism of action has been controversial until now, since it cannot 
form a 6-HB with N-peptide, which is an established interaction model of HIV-1 peptide 
fusion inhibitors that has been supported by x-ray crystallography (Chan et al. 1997). T20 
does not contain the WWI motif necessary to bind with the primary NHR deep pocket. This 
may account for its relatively weak binding with NHR and the resulting loss of activity 
against emerging drug resistant HIV-1 isolates. The 8-residue C-terminus of T20 contains 
three Trp residues and is highly hydrophobic, which enables T20 to bind with the lipid 
membrane; thus, this 8-residue motif is called the lipid binding domain (LBD). The 
hydrophobic residues in the LBD are critical for T20 to maintain high anti-HIV activity, 
although the LBD elicits no anti-HIV activity by itself. It seems that T20 may interact with 
both the gp41 NHR groove and the lipid membrane to interfere with 6-HB formation, thus 
inhibiting HIV-1 infection (Liu et al. 2005; Liu et al. 2007).  

C34 forms a stable 6-HB with NHR, thus preventing productive 6-HB formation, a mechanism 
well supported by x-ray crystallography (Chan et al. 1997). It also displays stronger 
antiretroviral activity than T20, while its poor solubility under physiological conditions 
hinders it as a promising drug candidate (Otaka et al. 2002). Like all other wild-type gp41 C-
peptides, C34 is unstructured under physiological conditions, while it adopts a nearly full α-
helical structure when interacting with N-peptide to form a 6-HB. C34 contains the WWI 
motif, so it can interact with the primary binding pocket in NHR to form a stable complex with 
N-peptides. N-PAGE has shown that C34 can form a stable 6-HB in the presence of N36 or 
N46; and thermal denaturation has shown that the N36/C34 complex displays typical two-
state denaturation behavior with a Tm value of ~61 °C (Pan et al. 2009). In a 6-HB, C34 uses 
residues a and d to interact with NHR. The a and d residues in the N-terminal half of C34 are 
uniformly hydrophobic and elicit a predominantly hydrophobic interaction with residues e 
and g in NHR and bury these residues in the 6-HB; and the a and d residues in the C-terminal 
half of C34 form a hydrophilic layer spanning four α-helical turns, which is assumed to match 
the similar hydrophilic layer in the related NHR sequence. Thus, C34 is widely used as a tool 
to study the mechanism of HIV fusion inhibitors, as well as the lead or template for next 
generation fusion inhibitor design, and will be discussed in Section 3.2. 

CP32 (gp41621-652, 14) is another identified highly potent wild-type gp41 C-peptide fusion 
inhibitor that targets NHR sequences other than T20 and C34 (He et al. 2008). It contains a 7-
residue motif upstream of the C34 sequence. Interestingly, the CP32 sequence matches the 
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T21 sequence, the first identified peptide HIV-1 fusion inhibitor from gp41 under the name 
DP107 (Wild et al. 1992); the match is expected based on the N36/C34 complex and the anti-
parallel interactions between gp41 NHR and CHR. CP32 contains the WWI motif, so it can 
interact with the NHR deep pocket to form a stable 6-HB. The CP32/T21 complex is ~100% 
α-helical with a Tm of 82 °C, which is more stable than the N36/C34 complex. The discrete 6-
HB conformation of the CP32/T21 complex was supported by N-PAGE, size exclusion 
chromatography, as well as analytical ultracentrifugation. CP32 showed an IC50 value of 4.2 
nM against HIV-1 ENV mediated cell-cell fusion and an IC50 value of 4.6 nm against HIV-
1NL4-3wt infection of MT-2 cells. Although it has a similar potency as C34 against wild-type 
HIV-1 isolates, CP32 is ~20-fold and >500-fold more potent than C34 and T20, respectively, 
against the drug-resistant HIV-1NL4-3-V38SE/N42S isolate, possibly due to the fact that it targets a 
different sequence in gp41 NHR. 

There are also longer C-peptides fusion inhibitors, such as C43 and C52, which include both 
partial or complete sequences of C34 and T20; however, none of these longer peptides have 
improved anti-HIV potency compared with T20 and C34 (Deng et al. 2007). In the PHI, a long 
groove may expand throughout the gp41 NHR and beyond, and it may be targeted by its CHR 
counterpart. The C-terminal half of the gp41 ectodomain may make contact with the N-
terminal half at a certain time during fusion processes, so the C-peptide sequence may expand 
to the whole C-terminal half of the gp41 ectodomain and interact with the PHI to inhibit gp41 
mediated virus-cell membrane fusion. The energy along the gp41 NHR-CHR interface is not 
evenly distributed; the WWI motif and the LBD serve as hot spots in the gp41 NHR-CHR 
interaction. A highly potent C-peptide fusion inhibitor must contain at least the WWI motif or 
the LBD; in addition, a suitable length of total peptide sequence is required to provide 
additional interactions in the NHR groove to stabilize the C-peptide-NHR interaction. Though 
they form stable α-helical structures in the 6-HB, C-peptides and N-peptides from the wild-
type gp41 sequence are usually unstructured in solution; thus, they are prone to proteolysis. 
The viral strains resistant to T20 also required the development of a highly potent fusion 
inhibitor to overcome drug resistance. The use of protein/peptide engineering to improve the 
physicochemical properties of the wild-type C-peptide sequence and to increase the stability of 
the C-peptide-NHR complex is discussed below. 

3.2 Engineered peptides 

New generations of peptide fusion inhibitors have been developed by engineering C34-
related sequences in order to increase the in vivo stability and NHR binding affinity, and to 
overcome T20 resistance. It is well accepted that increasing the helicity of the peptide fusion 
inhibitor will increase its antiretroviral potency by increasing its binding affinity with NHR 
and the in vivo stability (Otaka et al. 2002). In a 6-HB, C-peptides interact with NHR with 
their a and d residues, which are considered to be critical for molecular recognition between 
CHR and NHR; while amino acid residues at the b, c, f, and g positions are exposed to 
solution and are not considered to be critical for the gp41 NHR and CHR interaction (Chan 
et al. 1997). However, the solvent exposed residues have a global effect on the solubility, 
stability, and other physicochemical properties of the C-peptides, so they affect the in vivo 
activity and the druggability of peptide fusion inhibitors. Salt bridges and helical enhancers 
have been engineered by replacing the solvent exposed residues with the desired residues in 
order to get more potent HIV-1 fusion inhibitors. 
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3.2 Engineered peptides 

New generations of peptide fusion inhibitors have been developed by engineering C34-
related sequences in order to increase the in vivo stability and NHR binding affinity, and to 
overcome T20 resistance. It is well accepted that increasing the helicity of the peptide fusion 
inhibitor will increase its antiretroviral potency by increasing its binding affinity with NHR 
and the in vivo stability (Otaka et al. 2002). In a 6-HB, C-peptides interact with NHR with 
their a and d residues, which are considered to be critical for molecular recognition between 
CHR and NHR; while amino acid residues at the b, c, f, and g positions are exposed to 
solution and are not considered to be critical for the gp41 NHR and CHR interaction (Chan 
et al. 1997). However, the solvent exposed residues have a global effect on the solubility, 
stability, and other physicochemical properties of the C-peptides, so they affect the in vivo 
activity and the druggability of peptide fusion inhibitors. Salt bridges and helical enhancers 
have been engineered by replacing the solvent exposed residues with the desired residues in 
order to get more potent HIV-1 fusion inhibitors. 
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T1249 (13) was developed by Trimeris as a second generation peptide HIV-1 fusion 
inhibitor after T20 (Miralles et al. 2003; Eggink et al. 2008; Pan et al. 2009). It was designed 
to include both hot spots, the WWI motif of C34 and the LBD of T20. To keep the peptides 
a suitable length, the seven residues following the WWI motif were considered to be not 
critical for the NHR interaction and were deleted; thus, the WQEWEQKI motif remained. 
It also contained the conserved amino acid residues from SIV and HIV-2 that are essential 
for fighting contains the T20 resistant virus. In addition, alanine substitutions and salt 
bridges were added to increase the α-helicity, resulting in a 39-mer highly mutated 
peptide based on the wild-type HIV-1 gp41 sequence. T1249 showed enhanced 
antiretroviral activity against the T20 resistant virus, and ~50% α-helicity compared to the 
unstructured character of the wild-type gp41 peptide. It entered into phase II clinical 
trials, but it was terminated due to side effects (Miralles et al. 2003). 

T1144 (9) and T2635 (31) are third generation peptide fusion inhibitors developed by 
Trimeris (Pan et al. 2011). They fully exploited the strategy used in the development of 
T1249, however, they are based on the gp41626-663 sequence (Dwyer et al. 2007). T1144 and 
T2635 showed strong activity against both native and highly T20 resistant HIV-1 strains. 
They form stable α-helices in solution with a helical content of 97% and 75% for T1144 and 
T2635, respectively. In addition, they both form a very stable 6-HB with NHR under 
physiological conditions. Analytical ultracentrifugation showed that these highly helical 
peptides form trimers in solution, which may make them more resistant to proteolysis and 
increase their in vivo stability. Ultra stable C-peptides from the same CHR sequence were 
also obtained, which showed ~100% helical content in solution and formed ultra stable 6-
HBs with N-peptide with Tm values >100 °C, even in 8 M urea solutions. However, these 
peptides showed very weak antiretroviral activity. This indicated that it required a suitable 
degree of stability and α-helical content for the C-peptide to efficiently inhibit 6-HB 
formation to stop the HIV-1-cell fusion process. 

Sifuvirtide (SFT, 12) was developed by FusoGen and was based on the C34-related 
sequence gp41627-662 (He et al. 2008; Liu et al. 2011). It was derived from the HIV-1 subtype 
E sequence and was engineered to mutate the exposed residues to salt bridges to increase 
the helical content and solubility. Like C34, Sifuvirtide is featureless under physiological 
conditions, while it forms a nearly full α-helical 6-HB with N36, with a Tm of 72 °C, 10 °C 
higher than that of N36/C34. As expected from its sequence origin, Sifuvirtide does not 
interact with the lipid membrane. Sifuvirtide showed low nanomolar inhibitory activity 
against HIV-1 ENV mediated cell-cell fusion and HIV-1 infection, including T20-resistant 
HIV-1 isolates. It showed an in vivo half-life of 20 h in a single dose administration in 12 
healthy volunteers, which is much more stable than T20 and suitable for a once daily 
administration. It has finished phase IIb clinical trials in China and has shown promising 
antiretroviral profiles against both T20 resistant and T20 sensitive HIV-1 strains (Wang et 
al. 2009). The same strategy was applied to CP32 and resulted in CP32M with an 
improved anti-HIV profile (He et al. 2008). 

SC35EK (10), also based on C34, was developed by Fujii’s group. Most of the b, c, f, and g 
residues were substituted with glutamic acid and lysine residues in order to form EE-KK 
double salt bridges to fortify the α-helical structure (Otaka et al. 2002). SC35EK showed a 
little bit more potency than C34 in a multinuclear activation of galactosidase indicator 
(MAGI) assay (IC50 from 0.68 to 0.39 nM), while the salt bridge greatly enhanced its 
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solubility and made it a suitable drug candidate. Its structure is still largely random in 
solution, while the Tm of its 6-HB formed with N36 increased from 57 °C to 77 °C, which is 
20 °C higher than C34. SC35EK was further shortened to SC29EK (11), with similar potency 
(Naito et al. 2009). The same strategy was applied to T20, the resulting T20EK (16) showed 
eight times more potency than T20 and can efficiently inhibit T20 resistant HIV-1 strains 
(Oishi et al. 2008). 

In summary, the C-peptide fusion inhibitor could be engineered to improve the anti-HIV 
profile. Exposed residues in the 6-HB were substituted to build salt-bridges to significantly 
stabilize the C-peptide-NHR complex. This type of substitution can improve the solubility of 
the peptide fusion inhibitor to improve its druggability. The substitution also improved the 
pharmacokinetic profile, resulting in a longer in vivo half life. The helicity of isolated C-
peptides were greatly increased by replacing the a and d residues in the hydrophilic layer, 
resulting in thermally stable C-peptide fusion inhibitors with high α-helical content; they 
formed an extremely stable complex with NHR. Some of these structured C-peptides showed 
high anti-HIV potency, especially against highly drug-resistant HIV-1 isolates; while too 
thermally stable C-peptides of this type caused abolishment of their inhibitory activities. 

 
Fig. 5. C-peptide fusion inhibitors 

3.3 Artificially designed peptides 

Artificial design was employed to design unknown peptide sequences with few homologies 
to natural peptide sequences (Qi et al. 2008; Shi et al. 2008). Based on the crystal structures of 
the HIV-1 gp41 fusion core, C-peptide uses it hydrophobic a and d residues to interact with 
the NHR. An EEYTKKI heptad unit (HR) was designed, with the heptad repeat ‘bcdefga’, as 
the building block. The d and a positions in the HR were hydrophobic Tyr and Ile residues, 
respectively, which were expected to form a hydrophobic face to interact with the 
hydrophobic NHR grooves. The residues at the b and c positions in the HR were negatively 
charged Glu, which were expected to form an intrahelical salt bridge with positively 
charged Lys at the f and g positions to stabilize the helical structure; these highly polar 
residues also form a highly hydrophilic face that increases the solubility of the peptides. 
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A 35-mer 5HR (17) (Fig. 6), which contains five copies of the HR, based on the length of 
most highly potent HIV-1 fusion inhibitors, was used as a template to build peptides to 
disrupt the HIV-1 gp41 NHR-CHR interaction. The interaction between 5HR and N46 
(gp41536-581) was modeled by using a PyMOL program based on the crystal structure of the 
N36/C34 6-HB, and compared with that of C34. The binding between the residues of 5HR 
and N46 was less complementary than that of the residues between C34 and N46. 5HR 
showed weak anti-HIV-1 activity (IC50 = 156 ± 8 μg/mL), as measured by a dye transfer 
HIV-1-mediated cell-cell fusion assay. The WWI motif and LBD were used to replace the HR 
unit at the N- or C-terminus of 5HR, respectively, or both, based on the SAR of the C-
peptide fusion inhibitors, resulting in PBD-4HR (18), 4HR-LBD (19), and PBD-3HR-LBD 
(20). Inserting a LBD or WWI motif in the 5HR sequences resulted in 2-fold and 6-fold 
increased potency, with an IC50 value of 74 ± 4 and 26 ± 0.4 μg/mL for 4HR-LBD and PBD-
4HR, respectively. The increasing potency was synergistic and PBD-3HR-LBD had an IC50 
value of 4.8 ± 0.3 μg/mL, a striking 33-fold increase over 5HR. As expected from the design, 
peptides containing PBD, e.g. PBD-4HR and PBD-3HR-LBD, could form a stable 6-HB with 
the N-peptide N46 and effectively blocked gp41 core formation, as measured by CD 
spectroscopy and N-PAGE; peptides containing the LBD, including 4HRLBD and PBD-3HR-
LBD, were bound tightly to lipid vehicles, with an association constant of 6.80 × 104 and 1.27 
× 105 M-1, respectively, as determined by isothermal titration calorimetry (ITC). These results 
suggest that the HR sequence can be efficiently docked into the NHR groove and act as a 
structural domain; and the interaction can be greatly increased by including the WWI motif 
and LBD in the sequence. Thus, 4HR-LBD, PBD-4HR, and PBD-3HR-LBD are artificial 
fusion inhibitors that mimic T20, C34, and T1249 – the three typical highly potent HIV-1 
fusion inhibitors target different sites of gp41 NHR, respectively. 

The anti-HIV-1 activities of 4HR-LBD and PBD-4HR are lower than those of T20 and C34, 
which may be due to less sequence complementarity between the artificially designed HR 
and HIV-1 gp41 NHR. The resulting less tight binding suggests that a specific interaction 
should be uncovered and be addressed for the design of highly potent fusion inhibitors 
targeting specific viruses.  

 
Fig. 6. Artificially designed peptide fusion inhibitors 

In summary, C-peptide fusion inhibitors interact with gp41 NHR to prevent fusogenic 6-HB 
formation, and thus terminal HIV-1 ENV mediated virus-cell membrane fusion. A WWI 
motif in C-peptide that interacts with the NHR deep pocket is critical to the C-peptide-NHR 
interaction, and an extended interaction between C-peptide and the rest of the groove in the 
NHR trimer provides additional energy to stabilize the 6-HB. Artificial peptide design, 
based on the knowledge learned from SAR studies of the C-peptides, provides an 
alternative for peptide fusion inhibitor design; it also provides a stringent test for the 
knowledge gained and sets a new starting point for fully understanding the fundamentals 



 
Biochemistry 

 

50

of virus-cell membrane fusion in order to guide future fusion inhibitor design against HIV 
and other viruses with class I fusion proteins.  

4. Peptidomimetics as probes and inhibitors to study the gp41 NHR-CHR 
interaction 
Several SAR studies of highly potent peptide fusion inhibitors have provided an efficient 
way to disrupt the HIV-1 gp41 NHR-CHR interaction for anti-HIV therapy; they have also 
deepened our understanding of the gp41 NHR-CHR interaction. Peptide drugs have their 
intrinsic weaknesses, however, such as high-cost, and unsuitability for oral administration 
due to in vivo proteolysis. Peptidomimetics that use unnatural building blocks may 
overcome the in vivo instability of peptide drugs, leading to orally bioavailable drugs. 
Peptidomimetics are more like small molecules than peptide drugs, so highly potent 
peptidomimetic fusion inhibitor studies can be useful for guiding small molecule fusion 
inhibitor design. Peptidomimetic fusion inhibitors that target gp41 NHR, including D-
peptides, foldamers, and covalently linked restrained α-helical peptides (sequences or 
structures see Fig. 7), are discussed in this section.    

4.1 D-peptides 

As enantiomers of natural L-peptides, D-peptides are not degraded by proteases and have 
the potential for oral bioavailability. D-Peptides that target a specific protein or peptide 
target can be discovered by mirror-image phage display (Eckert et al. 1999). The target is 
synthesized chemically with D-amino acids, resulting in a product that is the mirror image 
of the natural L-amino acid form, which is used to screen phage that expresses a peptide 
library of phage coat proteins, to select phage clones with L-peptide sequences that 
specifically bind to the D-target. The mirror images of the phage-expressed L-peptide 
sequences are chemically synthesized with D-amino acids. By symmetry, these D-peptides 
should bind to the natural L-amino acid target. 

Cyclic D-peptide HIV-1 fusion inhibitors targeting IQN17 have been identified by mirror-
image phage display (Eckert et al. 1999). The phage-expressed peptide library contained ten 
random amino acid residues flanked by either a cysteine or a serine on both sides. Of the 12 
identified IQN17-specific phage clones, nine were pocket specific binders, and eight 
contained the consensus sequence CXXXXXEWXWLC. The corresponding D-peptides were 
synthesized and were oxidized to form disulfide bonds. Lysines were added to improve the 
solubility. An intramolecular disulfide bond was critical for pocket binding and viral 
inhibition by these D-peptides, since cysteines were selected from an initial phage library 
containing either Cys or Ser at these positions. Replacing the Cys with Ala in the most 
potent derivative D10-p5-2K (22, IC50 of 3.6 μM) caused complete loss of inhibitory activity 
in a gp41 mediated cell/cell fusion assay. 

A IQN17/D10-p1 (21) co-crystal was obtained and resolved to 1.5 Å resolution by x-ray 
crystallography. Structural superposition showed that the overall architecture of the gp41 
NHR deep pocket in the IQN17/D10-p1 complex is almost identical to that in the wild-type 
N36/C34 structure (Chan et al. 1997), with a Cα rmsd of 0.65 Å. D10-p1 forms a circular 
structure and binds only to the gp41 region of IQN17. Ala-2 to Ala-5 and Ala-11 to Ala-16 
form short left-handed α-helices, and the middle region is unstructured. The overall 



 
Biochemistry 

 

50

of virus-cell membrane fusion in order to guide future fusion inhibitor design against HIV 
and other viruses with class I fusion proteins.  

4. Peptidomimetics as probes and inhibitors to study the gp41 NHR-CHR 
interaction 
Several SAR studies of highly potent peptide fusion inhibitors have provided an efficient 
way to disrupt the HIV-1 gp41 NHR-CHR interaction for anti-HIV therapy; they have also 
deepened our understanding of the gp41 NHR-CHR interaction. Peptide drugs have their 
intrinsic weaknesses, however, such as high-cost, and unsuitability for oral administration 
due to in vivo proteolysis. Peptidomimetics that use unnatural building blocks may 
overcome the in vivo instability of peptide drugs, leading to orally bioavailable drugs. 
Peptidomimetics are more like small molecules than peptide drugs, so highly potent 
peptidomimetic fusion inhibitor studies can be useful for guiding small molecule fusion 
inhibitor design. Peptidomimetic fusion inhibitors that target gp41 NHR, including D-
peptides, foldamers, and covalently linked restrained α-helical peptides (sequences or 
structures see Fig. 7), are discussed in this section.    

4.1 D-peptides 

As enantiomers of natural L-peptides, D-peptides are not degraded by proteases and have 
the potential for oral bioavailability. D-Peptides that target a specific protein or peptide 
target can be discovered by mirror-image phage display (Eckert et al. 1999). The target is 
synthesized chemically with D-amino acids, resulting in a product that is the mirror image 
of the natural L-amino acid form, which is used to screen phage that expresses a peptide 
library of phage coat proteins, to select phage clones with L-peptide sequences that 
specifically bind to the D-target. The mirror images of the phage-expressed L-peptide 
sequences are chemically synthesized with D-amino acids. By symmetry, these D-peptides 
should bind to the natural L-amino acid target. 

Cyclic D-peptide HIV-1 fusion inhibitors targeting IQN17 have been identified by mirror-
image phage display (Eckert et al. 1999). The phage-expressed peptide library contained ten 
random amino acid residues flanked by either a cysteine or a serine on both sides. Of the 12 
identified IQN17-specific phage clones, nine were pocket specific binders, and eight 
contained the consensus sequence CXXXXXEWXWLC. The corresponding D-peptides were 
synthesized and were oxidized to form disulfide bonds. Lysines were added to improve the 
solubility. An intramolecular disulfide bond was critical for pocket binding and viral 
inhibition by these D-peptides, since cysteines were selected from an initial phage library 
containing either Cys or Ser at these positions. Replacing the Cys with Ala in the most 
potent derivative D10-p5-2K (22, IC50 of 3.6 μM) caused complete loss of inhibitory activity 
in a gp41 mediated cell/cell fusion assay. 

A IQN17/D10-p1 (21) co-crystal was obtained and resolved to 1.5 Å resolution by x-ray 
crystallography. Structural superposition showed that the overall architecture of the gp41 
NHR deep pocket in the IQN17/D10-p1 complex is almost identical to that in the wild-type 
N36/C34 structure (Chan et al. 1997), with a Cα rmsd of 0.65 Å. D10-p1 forms a circular 
structure and binds only to the gp41 region of IQN17. Ala-2 to Ala-5 and Ala-11 to Ala-16 
form short left-handed α-helices, and the middle region is unstructured. The overall 

Peptides and Peptidomimetics as Tools to Probe Protein-Protein  
Interactions – Disruption of HIV-1 gp41 Fusion Core and Fusion Inhibitor Design 

 

51 

positions of the D10-p1 and C34 helices closely overlap, but most of the side chains are 
significantly different, corresponding to the opposite handedness of the inhibitors. Of the 16 
residues in D10-p1, only six interact directly with the gp41 pocket of IQN17, including Trp-
10, Trp-12, and Leu-13 in the conserved EWXWL sequence, and Gly-1, Ala-2, and Ala-16 in 
the invariant original flanking phage sequence. The side chains of Trp-10, Trp-12, Leu-13, 
and Ala-16 are deeply buried in the hydrophobic pocket of IQN17. A hydrogen bond is 
formed between a pocket residue Gln-577 and Trp-12 in D10-p1. The packing difference 
between the Trp-12 and Leu-13 side chains in D10-p1 and Trp-631 and Ile-635 in C34 results 
in slight changes in the shape of the pocket. Overall, however, the hydrophobic pocket 
maintains its integrity between the N36/C34 and IQN17/D10-p1 structures. NHR chemical 
shift differences showed that, for all of the identified D-peptides, Trp-10, Trp-12, and Leu-13 
are buried in the IQN17 pocket, validating the pocket as a target for drug development.  

In follow-up work, the consensus residues in the sequence (CX5EWXWLC) reported above 
were fixed so that a constrained library was constructed in which the other six positions 
were randomized (Welch et al. 2007). The mirror-image phase display using IQN17 as the 
target identified, incidentally, the potent 8-mer D-peptide 2K-PIE1 (23) in the 10-mer 
template phage library. The x-ray crystal structure showed that 2K-PIE1 interacts in a 
similar manner as D10-p1 to IQN17, and 2K-PIE1 forms a more compact structure with 
IQN17. So, a comprehensive 1.5 × 108 member 8-mer phage library of the form CX4WXWLC 
(3.4 × 107 possible sequences) was generated, and was screened using IZN17 as the target 
(Eckert & Kim 2001). The resulting PIE7 (24) was the most potent inhibitor (IC50 = 620 nM) 
and is 15-fold more potent than the best first-generation D-peptide (D10-p5). Comparison of 
the crystal structures of 2K-PIE1 and PIE7 complexed with IQN17 reveals several interesting 
differences. First, an intramolecular polar contact between the hydroxyl of D-Ser7 and the 
carbonyl of D-Gly3 in 2K-PIE1 is lost in PIE7 but is replaced with a new interaction between 
the side chain carboxylate of D-Asp6 and the amide of D-Gly3. Second, new hydrophobic 
interactions are created in PIE7 between the ring carbons of D-Tyr7 and the pocket residue 
Trp-571. Third, the carbonyl of D-Lys2 of PIE7, although somewhat flexible in orientation, 
forms a direct hydrogen bond with the ε nitrogen of Trp-571 in some of the structures. 
Fourth, in some of the structures the hydroxyl of D-Tyr7 in PIE7 forms a new water-
mediated hydrogen bond with the pocket residue Gln-575, and this interaction cannot be 
formed in the 2K-PIE1 structure. Dimerized or trimerized PIE7 was constructed via PEG 
cross-linkers. The resulting (PIE7)2 and (PIE7)3 have IC50 values of 1.9 nM and 250 pM 
against HXB2, respectively. In contrast, PIE7 inhibits both JRFL, a primary R5-tropic strain, 
(IC50 = 24 μM) and BaL (IC50 = 2.2 μM) entry, although ~40- and 4-fold less potently than 
HXB2 entry, respectively; the PIE7 trimer is a moderately potent inhibitor of this strain (IC50 
= 220 nM) and an extremely potent inhibitor against BaL (IC50 = 650 pM).  

Structure-guided phage display was used to optimize the flanking residues for further 
improvement of PIE7 (Welch et al. 2010). The crystal structure shows significant contacts 
between the presumed inert flanking residues (Gly-Ala on the N-terminus and Ala-Ala on 
the C-terminus) and the NHR deep pocket. A new phage library was designed using 
XXCDYPEWQWLCXX as the template. PIE12 (25) was identified as the most potent (40-fold 
more potent than PIE7 against the JRFL strain). The x-ray crystal structure showed similarity 
between PIE12/IZN17 and PIE7/IZN17 structures with a RMSD of 0.6 to 1.2 Å on all Cα 
atoms. In PIE12/IZN17, new N-terminal flank residues (His1 and Pro2) form favorable ring 
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stacking interactions with the pocket (IQN17-Trp571), the substitution of Leu for Ala in the 
C-terminal flank sequence causes it to be buried an additional 50 Å into the hydrophobic 
surface area of the pocket, and the new interactions with the flanking sequence do not 
perturb the pocket-binding structure of the core PIE7 residues. These differences may 
account for the improved activity of PIE12 over PIE7. CD thermal denaturation showed that 
the PIE12-trimer forms the more stable complex with IZN17 with a Tm of 81 °C in 2 M 
Guanidine chloride (Gua.HCl), 8 °C higher than that of the PIE7-trimer complex. The anti-
HIV-1 breadths of the PIE7-trimer, PIE12-trimer, and PIE12 were tested by a pseudovirion 
assay against a panel of 23 pseudotyped viruses representing clades A to D, several CRFs, 
and enfuvirtide-resistant strains. Both PIE7 and PIE12-trimers potently inhibited all strains 
tested, though PIE12-trimer was generally a superior inhibitor.  

 
Fig. 7. Peptidomimetics used to disrupt the HIV-1 gp41 NHR-CHR interaction. (A) D-
peptides; (B) β-foldamers; (C) α/β-foldamers; (D)/(E) linked peptides; (F) stapled peptides. 

Viral passage studies were conducted to select for resistant strains. A strain bearing 
E560K/V570I mutations, which conferred a 400-fold resistance to PIE7-dimer, was selected 
with 20 weeks of propagation. These mutations dramatically weaken the binding of D-
peptides to the gp41 pocket but not the C-peptide inhibitor C37. Despite this loss of affinity, 
the escape mutations had a minimal effect on the potencies of PIE12-dimer and PIE12-
trimer. PIE12-dimer and PIE12-trimer resistant virus were identified after 40 and 65 weeks 
of propagation, respectively, using a much slower escalation strategy; only a Q577R single 
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substitution was identified. Interestingly, this substitution is present in nearly all group O 
isolates but is rare among group M isolates. Examination of the PIE12 crystal structure 
shows that Q577 makes hydrogen bonds with Glu7 and Trp10 in PIE12, which may explain 
the disruptive effects of this mutation. 

4.2 Foldamers 
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nucleic acids, and polysaccharides to fold into well-defined conformations, such as helices 
and β-sheets.  
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experiments to determine its binding affinity to IZN17. β-WWI-1-4-Flu bound IZN17 well, 
with equilibrium affinities of 0.75 ± 0.1, 1.0 ± 0.3, 2.4 ± 0.7, and 1.5 ± 0.4 μM, respectively. A 
WWI-1 analog β-WAI-1-Flu (30), containing Ala in place of the central Trp of the WWI 
motif, bound IZN17 with lower affinity (Kd > 20 μM), suggesting the WWI motif is critical 
for pocket binding. The binding affinities are consistent with the cell-cell fusion assay 
results; β-WWI-1-4 inhibited cell-cell fusion with EC50 values of 27 ± 2.5, 15 ± 1.6, 13 ± 1.9, 
and 5.3 ± 0.5 μM, respectively, whereas β-WAI-1 was inactive under the same conditions. 

In a follow-up study (Bautista et al. 2009), the second Trp in β-WWI-4 (29) was replaced with 
unnatural residues to probe steric and electronic effects on the NHR deep pocket binding. 
Most of the new β-peptides (EC50 8.2–19 μM) are more potent than βWWI-1 (26) (EC50 = 56 
μM) at promoting the survival of HIV-infected cells. However, high cytotoxicities, with a 
selective index (CC50/EC50) <10, render these short β-peptides unsuitable as drug leads. 

Αn α/β foldamer with partial β-amino acid replacement was used to modify a highly potent 
C-peptide fusion inhibitor to increase its in vivo stability (Horne et al. 2009). A two-stage 
design strategy was employed to modify T2635 (31), a highly potent third generation 
peptide fusion inhibitor (Dwyer et al. 2007). A fluorescent polarization binding assay using 
5-helix as the target, a cell-cell fusion assay, and a protease K assay were used to assess the 
peptide and designed foldamer. In the first stage, one amino acid residue in each α-helix 
turn at the same position was replaced by a β-amino acid. The optimized α/β foldamer (32), 
containing systematic β-amino acid substitutions at positions c and f, showed weak binding 
affinity (Ki = 3800 nM) and cell-cell fusion inhibitory activity (IC50 = 390 nM), compared 
with those of T2635 (Ki < 0.2 nM and IC50 = 9 nM). However, 32 showed a 20-fold increase in 
half-life (14 min) in the protease K assay, compared with that for T2635. The β-amino acid, 
with one additional methylene unit, may make the backbone of the α/β foldamer too 
flexible to adapt a suitable conformation and results in the loss of activity. Accordingly, in 
the second stage of design, β-amino acids at certain positions were replaced with cyclic β-
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amino acids to restore the rigidity of the backbone. The resulting α/β foldamer (33) had an 
IC50 value of 5 nM in the cell-cell fusion assay, similar to that of T2635; its binding affinity to 
5-helix was 9 nM, similar to its cell-cell fusion inhibitory potency, despite its significantly 
weaker binding affinity to 5-helix than T2635. The α/β foldamer (33) showed a half-life of 
200 min in the protease K assay, a 280-fold increase from T2635. The anti-HIV-1 infection 
activity of the α/β foldamer was also similar to T2635, as measured by HIV-1 infection of 
TZM-bl (JC53BL) cells using both R5 and X4 HIV-1 strains. 

X-ray crystallography was used to characterize the structures of N36/T2635 and N36/33 
complexes. The N36/T2635 6-HB structure is almost identical to that of the wild-type 
N36/C34 6-HB, with a rmsd of 0.73 Å for the Cα atoms. However, the N36/33 complex 
showed large structure distortion in the N-terminus (4.2 Å Cα rmsd for residues 2–15); the 
side chains of Trp3 and Trp5 were not resolved in electron density, suggesting a high 
degree of disorder, indicating that the N-terminal segment of 33 does not engage the NHR 
binding pocket in the complex. However, removal of the first ten residues of 33, where the 
WWI motif is located, causes the loss of binding to 5-helix (Ki >10 μM), indicating that the 
N-terminal segment of 33 is essential for high-affinity 5-helix binding. The N36/34 
complex, maintaining the intact WWI motif in the foldamer sequence (8), was crystallized 
and resolved to 2.8 Å resolution. Relative to 33, 34 tracks much more closely with T2635, 
with a 1.4 Å Cα rmsd for residues 2–33 between the two structures. The side chains of the 
WWI motif in the N-terminal segment of 34 show the expected packing into the binding 
pocket on the NHR core trimer. The above results suggest that the lack of direct contact 
between the N-terminal portion of 33 and the NHR trimer in the N36/33 complex may be 
an artifact of crystal packing.  

4.3 Covalent-linked constrained peptides 

Helical structure is critical for C-peptide fusion inhibitors to make proper contacts with the 
NHR binding sites to elicit potent inhibition. Constraining methods that add structural 
constraints into the peptide sequence by covalently cross-linking amino acid residues at 
suitable positions can promote the formation of the α-helical conformation, even in short 
peptides. The covalent linker can be a longer linker between the i and i + 7 residues, or a 
short linker called a stapler between the i and i + 4 residues. 

The first selected gp41 C-peptide was truncated T20 that lacks the LBD sequence, called 
HIV35 (gp41638-665, 35) (Judice et al. 1997). A covalent cross-linker between the i and i + 7 
residues of the polypeptide chain locks the intervening residues into a α-helical 
conformation. Residues at adjacent f positions on the opposite face of the helix were selected 
for cross-linking to enforce the residues at positions a and d to adopt a suitable conformation 
for target binding. Analogs of HIV35 were prepared containing either one, HIV24 (36), or 
two, HIV31 (37), tethers to impart increasing helicity. A control peptide, HIV30 (38), was 
prepared in which a tether was introduced between successive d residues to stabilize the 
helicity while blocking potential binding interactions across the a-d face. HIV24 and HIV30 
were partially α-helical as measured by CD. By contrast, the doubly constrained analog 
HIV31 was mostly α-helical. HIV35 showed very weak inhibitory activity against HIV-1 in 
primary infectivity assays by using peripheral blood mononuclear cells with the virus 
JRCSF, a nonsyncytium-inducing strain, and BZ167, a syncytium-inducing HIV-1 strain. 
Single restrained HIV24 is more potent than HIV35, partially restoring the inhibitory 
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activity of T20. Doubly constrained HIV31 shows dramatically higher potency, and its 
activity was comparable with T20 in both HIV-1 infection assays. 

In another report, a 14-residue C-peptide C14 (gp41626-639, 39) was selected (Sia et al. 2002). A 
cell–cell fusion assay was used to evaluate the biological activity of the peptides. Two 
strategies were employed, substitution with 2-aminoisobutyric acid (Aib) or a 
diaminoalkane crosslinker, to stabilize the helical conformation of C14. Six peptides were 
designed and produced, C14linkmid (41) was the most potent inhibitor against syncytia 
formation (IC50 = 35 μM), followed by C14Aib (40) (IC50 = 144 μM). C14linkmid and C14Aib 
bind to IQN17 with a Kd of 1.2 μM, respectively, as measured by ITC. The efficacy of the 
cross-linker on the inhibitory activities depends on its position in the peptide sequence, N-
terminal cross-linked C14linkN does not inhibit cell–cell fusion, whereas the middle cross-
linked C14linkmid inhibits cell–cell fusion at micromolar concentrations. The cell–cell fusion 
inhibitory activities of the peptides generally correlated with their NHR binding affinities, 
although the cell–cell fusion activities were consistently ~10-fold less potent than the Kd of 
NHR binding. Additional factors, other than binding affinity to the target, may be necessary 
for blocking viral entry. The crystal structure of the C14linkmid/IQN17 complex showed 
that C14linkmid binds to the gp41 hydrophobic pocket in essentially the same conformation 
as the pocket-binding region of C34, demonstrating that the crosslink imparts no detectable 
distortion on the backbone of the C14 peptide in the bound conformation. 

Chemical staples have been used to fortify peptides to overcome the proteolytic 
shortcomings of highly potent peptide HIV fusion inhibitors as therapeutics. As an example, 
chemical staples were inserted at the N- or C-termini of T649v (43) by substituting (S)-2-
(((9H-fluoren-9-yl)methoxy)carbonylamino)-2-methyl-hept-6-enoic acid at select (i and i + 4) 
positions, followed by ruthenium-catalyzed olefin metathesis (Bird et al. 2010). Sites for 
unnatural amino acid insertion were carefully selected to avoid disruption of the critical 
hydrophobic interface between NHR and CHR helices as delineated by the crystal structure 
of N36/C34. Three stapled peptides were designed by inserting single or double staples at 
selected positions. The activities of related peptides were measured using a luciferase-based 
HIV-1 infectivity assay, using viruses derived from HXBc2 and the neutralization-resistant 
primary R5 isolate, YU2. All of the peptides showed low nanomolar IC50 values against 
HXBc2 strains, suggesting that chemical modification in the stapled peptides does not 
disrupt its NHR interaction. Moreover, all of the stapled peptides showed higher inhibitory 
activities against drug resistant HIV-1 isolates, such as YU2 and the HIV-1 HXBc2 virus 
bearing the T20-resistant V38A/N42T or V38E/N42S double mutations in gp41 NHR, with a 
rank order of SAH-gp41626–662 (46) > 44 > 45 > T649v > enfuvirtide. SAH-gp41626–662 (46) 
displayed medium to low nanomolar IC50 values for all of the viruses tested, including T20 
and the T649v-resistant YU2 isolate.  

The pharmacokinetic properties of 44 were evaluated in a mouse model (Bird et al. 2010). 
The total body clearance of 44 (1.0 mL/min/kg) was 10-fold more slow than that of the 
unmodified T649v peptide (9.5 mL/min/kg). A proteolysis assay using both chymotrypsin 
and pepsin suggested that the striking protease resistance of stapled peptides is conferred 
by a combination of (1) decreased rate of proteolysis due to induction of α-helical structure 
and (2) complete blockage of peptidase cleavage at sites localized within or immediately 
adjacent to the (i, i + 4)-crosslinked segment. In addition, a pilot study was undertaken to 
compare the oral absorption of T649v and 44 using a mouse model. Measurable 
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concentrations of the full-length peptide were found in plasma samples from all 44 treated 
animals after oral dosing, and the concentration was dose dependent; no T649v was 
detected in plasma under the same conditions. The hydrocarbon double-stapling confers 
striking protease resistance of the peptide fusion inhibitor, which translates into markedly 
improved pharmacokinetic properties, including oral absorption, thus unlocking the 
therapeutic potential of natural bioactive polypeptides. 

In summary, highly potent peptidomimetic HIV-1 fusion inhibitors have been discovered 
based on peptide fusion inhibitors, including: D-peptide fusion inhibitors discovered by 
mirror-image phage display using a D-amino acid form of the HIV-1 gp41 target; foldamers 
constructed from highly potent C-peptide fusion inhibitors by proper substitution of 
selected residues with β-amino acid residues; and structurally constrained peptides by 
covalently linking two residues at the same positions in a helical turn to promote α-helical 
structure formation. More like small molecule drugs, these peptidomimetics are potentially 
orally bioavailable and also provide clues for small molecule fusion inhibitor design. 

5. Small molecule helix mimetics 
The ultimate goal for drug development is small molecule drugs; it is also the main 
challenge in PPII development. The NHR deep pocket is a hot spot for the NHR-CHR 
interaction; it has an internal volume of roughly 400 Å3, and could be filled by a molecule 
with a molecular weight of approximately 500 Da, raising the possibility that it could be 
targeted by small molecule drugs (Chan et al. 1997). Several groups have identified small 
molecules that show low micromolar inhibitory potency against HIV-1 ENV mediated cell-
cell fusion and virus infection (Debnath et al. 1999; Frey et al. 2006; Cai & Gochin 2007; Zhou 
et al. 2010), however no direct evidence supports that these small molecule fusion inhibitors 
bind to the deep pocket (Gochin & Cai 2009; Cai & Jiang 2010). Therefore, providing direct 
structural evidence that a small molecule can bind to the NHR deep pocket, so that a small 
molecule pharmacophore model can be deduced, is highly desired for small molecule HIV 
fusion inhibitor design and development.  

5.1 Small molecule-peptide conjugates 

To identify small molecule ligands that specifically bind to the gp41 NHR deep pocket, 
Harrison’s group has synthesized a biased peptide conjugate library (Ferrer et al. 1999). It 
contained ~60,000 compounds and used three small molecule building blocks to replace 
the WWI motif in C-peptide and links to the same peptide sequence. The library was 
synthesized and screened against 5-helix (Weissenhorn et al. 1997) using an on-bead 
affinity-based assay. A small molecule moiety was identified, which sequentially 
contained cyclopentyl propionic acid–ε-glutamic acid–p-(N-carboxyethyl) aminomethyl 
benzoic acid (Fig. 8) (47). The moiety alone had no activity based on an HIV-1 ENV 
mediated cell-cell fusion assay. However, when conjugated to a 30-mer C-peptide C30 
(gp41636-665) without the PBD sequence, the resulting conjugate peptide showed an IC50 
value of 0.3 µM, which was 20-fold increase compared with the IC50 value of 7 µM for C30. 
The conjugated peptide still had a much lower potency than a 38-mer (gp41628-665) C-
peptide containing the PBD that showed an IC50 value of 3 nM. The conjugated peptide 
could form a stable complex with N-peptide, as shown by size exclusion chromatography 
and native N-PAGE. This indicated that the small molecule moiety could partially mimic 
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the WWI motif of C-peptide to occupy the deep binding pocket of the NHR, while 
structure modification is needed to optimize the binding. 

Crystallography was used to characterize the interaction between the conjugated peptide 
and gp41 NHR (Zhou et al. 2000). The full length of the non-peptide moiety is visible in 
electron density maps, but unexpectedly in two orientations, each with about 50% 
occupancy. The two binding modes share the same aminobenzoic acid position (F1) but 
diverge at the two more distal building blocks. Also, the electron density for the amino acid 
at the connection to the non-peptide moiety is poor, suggesting disorder in the peptide 
linkage to the non-peptide moiety. 

5.2 Small molecules 

A small molecule α-helical mimetic based on a substituted terphenyl scaffold was designed 
to inhibit the assembly of the 6-HB core (Ernst et al. 2002). Tris-functionalized 3,2’,2’’-
terphenyl derivatives can serve as effective mimics of the surface functionality projected 
along one face of an α-helix. Compound 1a (48) was designed to mimic the side chains of an 
i, i+4, i+7 hydrophobic surface in an α-helix, using the branched alkyl substituents isobutyl 
and isopropyl (to avoid complications from chirality in a sec-butyl group) to mimic the side 
chains of the most prevalent Leu and Ile in the a and d positions of a 3-4 heptad repeat. 
Terminal carboxylate groups were also added to mimic the anionic character of the C-
peptide and to improve the aqueous solubility. The ability of 1a (48) to disrupt the gp41 core 
was studied by CD spectroscopy, using a N36/C34 6-HB model (Tm = 66 °C). Titration of 1a 
into a 10 μM solution of N36/C34 resulted in a decrease of the CD signal at 222 and 208 nm, 
which corresponds to a reduction in the helicity of the 6-HB. A plot of θ222 versus inhibitor 
concentration shows saturation at approximately three equivalents of 1a. The CD spectrum 
with excess 1a was similar to the theoretical addition of the individual N36 and C34 spectra 
at the same concentration; and the thermal denaturation curve of the gp41 core in the 
presence of 50 μM 1a shows a significant 18 °C drop in the Tm value and closely resembles 
the melting transition of N36 alone at the same concentration. These data suggest that the 6-
HB structure is completely disrupted by helix mimetic 1a. Both the hydrophobic and 
electrostatic features of 1a are important for its ability to disrupt the bundle. Analogs lacking 
the key alkyl side chains or carboxylic groups have little effect on the CD spectrum of the 
protein, even at high concentrations. Mimetic 1a effectively disrupts N36/C34 complexation 
with an IC50 value of 13.18 ± 2.54 µg.mL-1, as measured by an ELISA assay using NC-1 (Jiang 
et al. 1998). Compound 1a inhibits HIV-1 mediated cell-to-cell fusion with an IC50 value of 
15.70 ± 1.30 μg.mL-1, using a dye-transfer cell fusion assay. In comparison, analogs lacking 
hydrophobic side chains or carboxylic groups had no inhibitory activity and proved to be 
cytotoxic at similar concentrations. Compound 1b (49), with larger hydrophobic groups than 
1a, showed marginally enhanced activity than 1a.  

Cai and Gochin identified a set of small molecule fusion inhibitors from a peptidomimetic 
library using a fluorescent biochemistry assay using Env2.0 as the target (Cai & Gochin 
2007). Compounds 54 [3,5] and 55 [6,11] showed Ki values of 1.51 ± 0.16 and 1.34 ± 0.19 μM, 
respectively, in a competitive binding assay using Env2.0 as the target; and an IC50 value of 
~8 μM in an HIV-1 gp41 mediated cell-cell fusion assay using a CCR5/CXR4 dual 
dependent target cell line (JI et al. 2006). These compounds contain two units that are 
covalently linked by an amide bond, and each unit contains two aromatic rings that may 
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bind into the gp41 NHR hydrophobic pocket. A carboxyl group provides electrostatic 
interaction with K574 in the binding pocket and is critical for the activity of these small 
molecules; methylation of the carboxyl group resulted in loss of activities of the compounds 
in both the biochemical assay and cell-cell fusion assay. Three-unit compounds are prone to 
form aggregates under the assay conditions used and showed no activity, while single-unit 
compounds, such as M1 (56), display submillimolar inhibitory activity (Cai et al. 2009). 
Compound 1 (57), based on M1, was developed, which displayed an IC50 value of 4.5 ± 0.5 
and 3.2 ± 0.5 μM in a fluorescence biochemical assay and a cell-cell fusion assay, respectively 
(Zhou et al. 2010). Compound 1 (57) showed very low cytotoxcity (IC50 > 500 μM); with a 
relatively small size, it is a promising lead for fusion inhibitor design. 

Others have reported well-characterized small molecule fusion inhibitors targeting gp41, 
including SDS-J1 (50) (Debnath et al. 1999), NB64 (51), NB2 (52) (Jiang et al. 2004), and 
4M041 (53) (Frey et al. 2006). These fusion inhibitors were selected from an active compound 
library by visual screening, then identified by high-throughput screening, and finally 
verified by a cell-cell fusion assay or HIV-1 infection assay. They usually showed low 
micromolar IC50 values for fusion inhibition; however, the following work to optimize the 
structures to obtain more potent fusion inhibitors were less fruitful, resulting in the 
identification of more small molecules with similar activity (Jiang et al. 2011). Also, their 
exact binding model with the gp41 NHR deep pocket still needs to be verified.  

 
Fig. 8. Small molecule fusion inhibitors. 

6. Conclusion 
Peptides and peptidomimetics are efficient tools to study the HIV-1 gp41 NHR-CHR 
interaction, a key protein-protein interaction for HIV-1 gp41 mediated virus-cell membrane 
fusion, which enables HIV-1 enters and ultimately infects host cells. Peptides derived from 
wild-type HIV-1 gp41 sequences have been used to model the HIV-1 gp41 fusogenic core, a 
6-HB formed by the NHR trimer as the inner core, and anti-parallel bind with three CHRs. 
Crystallographic structure analysis of the 6-HB has uncovered structure details for the gp41 
NHR-CHR interaction. A deep pocket in the surface of NHR is a hot spot for the NHR-CHR 
interaction and a potential target for small molecule fusion inhibitors. N-peptides can be 
efficient targets for screening fusion inhibitors targeting the gp41 deep pocket by adding 
structural modulators to promote the trimeration of N-peptide. 
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Fig. 8. Small molecule fusion inhibitors. 

6. Conclusion 
Peptides and peptidomimetics are efficient tools to study the HIV-1 gp41 NHR-CHR 
interaction, a key protein-protein interaction for HIV-1 gp41 mediated virus-cell membrane 
fusion, which enables HIV-1 enters and ultimately infects host cells. Peptides derived from 
wild-type HIV-1 gp41 sequences have been used to model the HIV-1 gp41 fusogenic core, a 
6-HB formed by the NHR trimer as the inner core, and anti-parallel bind with three CHRs. 
Crystallographic structure analysis of the 6-HB has uncovered structure details for the gp41 
NHR-CHR interaction. A deep pocket in the surface of NHR is a hot spot for the NHR-CHR 
interaction and a potential target for small molecule fusion inhibitors. N-peptides can be 
efficient targets for screening fusion inhibitors targeting the gp41 deep pocket by adding 
structural modulators to promote the trimeration of N-peptide. 
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Natural C-peptides can efficiently inhibit the gp41 NHR-CHR interaction by interacting 
with their counterpart in the gp41 6-HB; therefore, they can be used as fusion inhibitors 
against HIV-1 ENV mediated virus-cell fusion. They use residues at the a and d positions in 
heptad registration to bind the NHR hydrophobic grooves. The WWI motif of C-peptide 
provides a critical interaction with the NHR deep pocket, and an additional interaction 
between the C-peptide and NHR groove is required for a highly potent peptide fusion 
inhibitor of 30–40 residues. The b, c, f, and g residues in the C-peptide that form the 
predominantly hydrophilic surface in the 6-HB can be modified for increasing the secondary 
structure and solubility of the C-peptide, in order to increase its anti-HIV potency. The 
knowledge gained has been tested by artificial design of highly potent peptide fusion 
inhibitors with few similarities from known peptide sequences. 

Peptidomimetics using unnatural building blocks have been successfully employed to 
mimic the molecular structures involved in the gp41 NHR-CHR interaction, resulting in 
highly potent HIV-1 fusion inhibitors with extraordinary in vivo stability to overcome the 
weakness of peptide drugs with potential oral administration possibilities. The 
achievements of the high potency peptidomimetic fusion inhibitors can also be used to 
guide small molecule fusion inhibitor design to disrupt this important protein-protein 
interaction. 

In summary, HIV-1 fusion inhibitor development provides a model for using peptides as 
tools to probe protein-protein interactions for small molecule PPII design and development. 
The methods and results described in this chapter not only provide clues for future HIV-1 
fusion inhibitor design, but also can be used for other viruses using a familiar virus-cell 
membrane fusion mechanism, as well as to guide other PPII design and development. 
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1. Introduction 
Actin is a highly dynamic network. It is essential for several important activities, such as 
muscle contraction and transmembrane signaling (Luna & Hitt, 1992; Salmon, 1989). Actin 
consists of actin filaments and a variety of associated proteins (Schmidt & Hall, 1998). Many 
proteins associated with the actin cytoskeleton control actin assembly and disassembly. 
These proteins regulate actin assembly at multiple levels, including the organization of actin 
monomers into actin polymers (Schmidt & Hall, 1998).  

One key actin-regulatory protein is profilin, which associates with polymerization of 
actin. Profilin is a ubiquitous small (12–15 kDa) actin-binding protein expressed in 
eukaryotes (Kwiatkowski & Bruns, 1988; Magdolen et al., 1988; Sonobe et al., 1986; Tseng 
et al., 1984; Valenta et al., 1991a, b; Widada et al., 1989) and some viruses (Machesky et al., 
1994). Profilin plays an important role in the regulation of actin polymerization in a 
number of motility functions (Haarer & Brown, 1990). The ability of profilin to bind to 
many ligands suggests that profilin is involved in signal transduction and may link 
transmembrane signaling to the control of the microfilament system (Korenbaum et al., 
1998; Pantaloni & Carlier, 1993).  

Early biochemical studies indicated that profilin interacts with actin in a 1:1 ratio and 
participates in the addition of monomers at the free barbed end of the filament then 
disassociates at the barbed end (Pantaloni & Carlier, 1993). Latest work has suggested 
several more functions of profilin aside from its monomer-sequestering ability. Profilin 
promotes the exchange of adenine nucleotide bound to actin monomer and also effectively 
lowers the critical concentration of monomer actin for polymerization of actin (Borisy & 
Svitkina, 2000; Theriot & Mitchison, 1993). It also promotes nucleotide exchange on an actin 
monomer by lowering the affinity of the actin monomer for its bound nucleotide by 1000-
fold (Goldschmidt-Clermont et al., 1991).  

It became progressively clear that profilins are vital constituents of the cytoskeleton. 
Additionally, the role of profilins in several cytoskeleton-based processes of clinical 
relevance has been proven. Several studies showed abnormal profilin levels in some 
pathological conditions. For example, high levels of profilin expression have been reported 
in human gastric cancer (Tanaka et al., 1992). On the contrary, profilin-I has been described 
as a tumor suppressor in some other types of cancer such as breast cancer (Das et al., 2009; 
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Zuo et al., 2007). Another clinical problem in which profilins may be involved is the lateral 
spreading of some infectious diseases (Pistor et al., 1995; Smith et al., 1996; Zeile et al., 1996). 
Moreover, profilins got a clinical consideration in other unexpected milieu. In this regard, 
profilins have been reported as major allergens implicated in pollen and food allergies in 
approximately 20% of type I allergy patients (Ebner et al., 1995; Valenta et al., 1991c, 1992). 
Furthermore, we (Hassona et al., 2010, 2011; Moustafa-Bayoumi et al., 2007) and others 
(Caglayan et al., 2010; Romeo & Kazlauskas, 2008; Romeo et al., 2004, 2007) have shown that 
profilin-I is an unexpectedly novel molecule that plays a highly significant role in vascular 
problems that predict a higher risk for developing arteriosclerosis, hypertension, stroke, 
heart failure, and finally death. Therefore, the aim of this chapter is to shed light on the 
significance of profilin-I via understanding the molecular and cellular aspects of this 
molecule, and its role in the vascular diseases.  

2. Profilin family 
2.1 Gene expression, products & intracellular localization of profilins 

So far, there are four profilin genes that have been identified in the mouse and humans. 
Normally, the isoforms are expressed by diverse genes; nevertheless, differentially spliced 
isoforms are known to be present as well. It has been reported that in human, bovine, 
mouse, and rat, profilin-II is alternatively spliced into profilin-IIA and -IIB (Di Nardo et al., 
2000; Lambrechts et al., 2000). In humans, profilin-I is expressed in every cell, while other 
isoforms are expressed in specific tissues. For example, profilin-IIA and -IIB are found to be 
brain specific and they are essential for neuronal development (Witke et al., 2001). Profilin-II 
complexes with other proteins such as synapsin and dynamin-I, well- known proteins that 
implicated in membrane trafficking. In addition, in humans and mouse profilin-III has been 
shown to be expressed in the testis and kidney and entirely in developing spermatids 
(Braun et al., 2002). At the amino acid level profilin-III and -IV exhibited only 30% identity 
among themselves and with other mammalian profilins (Obermann et al., 2005). Profilin-IV 
plays a key role in acrosome production and sperm morphogenesis. The same study by 
Obermann et al. proposes that profilin-III and -IV are transcribed in the germ cells. Yet, the 
expression timing was different during the rat testis post-natal development and in the rat 
spermatogenetic cycle. In the human testis, there is a correlation between profilin-IV mRNA 
expression and the presence of germ cells. Profilin-III and -IV may control testicular actin 
cytoskeleton dynamics and be a factor in acrosome production and spermatid nuclear 
shaping (Obermann et al. 2005). 

Additionally, in Caenorhabditis elegans three profilin isoforms, profilin-I, profilin-II, and 
profilin-III, have been reported, among them profilin-I is crucial; however, profilin-II and 
profilin-III are not (Polet et al., 2006). As evident by immunostaining expression patterns 
for the profilin isoforms was different. At the early stages of embryogenesis, profilin-I 
confines to the cytoplasm and to the cellular contacts, while at the later stages of 
embryogenesis it confines to the nerve ring. At the late stages of embryogenesis, it has 
been shown that profilin-III expresses exclusively in the muscle cell walls. On the other 
hand, during adulthood, profilin-I is expressed in the neurons, the vulva, and the somatic 
gonad, profilin-II in the intestinal wall, the spermatheca, and the pharynx, and profilin-III, 
as dots, in the muscle cells of the body wall (Polet et al., 2006). Furthermore, two profilin 
isoforms (I and II) have been identified in Dictyostelium amoebae; profilin-I is fundamental 
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for growth and development, where profilin-II is not. Moreover, it has been reported that 
Saccharomyces cerevisiae and S. pombe have only a single profilin isoform (Ezezika et al., 
2009; Magdolen et al., 1988). 

Based on the small sizes of profilin (15 kDa) and the profilactin complex (57 kDa) one might 
expect that they can easily diffuse to the nucleus. Nonetheless, profilin ordinarily is 
excluded from the nucleus and can be found only in the cytoplasm. Either the most part of 
profilin is bound in the cytoplasm and only a small portion can diffuse freely or there is a 
particular export mechanism that can actively take the profilin out of the nucleus (Witke, 
2004). Recently, Stuven et al., (2003) reported a profilin-specific exportin present in the 
mammalian cells. Exportin 6 identifies the actin-bound profilin only, as a cargo and moves it 
out of the nucleus. The reasons for the existence of this profilactin-specific exportin still 
unclear, but this finding proposes that the nuclear levels of profilin and actin should be 
strictly regulated (Witke, 2004). Conversely, there are numerous reports about a nuclear 
fraction of profilin. For example, it has been reported that profilin-I is linked with 
subnuclear structures such as ribonuclear particles and Cajal bodies, and anti-profilin 
antibodies interfere with splicing in vitro. This implies a role for profilin-I in pre-mRNA 
processing (Skare et al., 2003). Also, it has been proposed that in the nucleus profilin-I and 
profilin-II interact with the survival of motor neuron (SMN) protein, a nuclear factor that is 
mutated in spinal muscular atrophy (Giesemann et al., 1999). SMN is important for splicing 
regulation yet it is not known whether this requires profilin binding or not. Still, in cell 
culture, co-localization of profilin-I and profilin-II with SMN in nuclear gems has been 
established (Giesemann et al., 1999). 

To date the nuclear localization of profilins is a mystifying finding. Only a role for profilin 
and actin in splicing, chromatin remodeling or transcriptional regulation can be speculated. 
A more detailed understanding of the dynamics and properties of nuclear profilin and actin 
is required. It is possible that in the nucleus these proteins are considered necessary 
momentarily during the cell cycle or, particularly, in cells experiencing transcriptional 
activity changes (Witke, 2004). 

2.2 Structural aspects of profilin 

All recognized profilins share common structural and biochemical properties, though the 
amino acid sequences of the analogous isoforms in distantly related species may 
demonstrate less than 25% homology (Schlüter et al., 1997). Numerous studies on profilins 
from different origins demonstrate that they have highly similar tertiary structures (Fedorov 
et al., 1994, 1997; Metzler et al., 1993; Schutt et al., 1993; Thorn et al., 1997; Vinson et al., 1993) 
(Figure. 1). The profilin polypeptide consists of 100-131amino acids (Krishnan & Moens, 
2009) and it is folded into a central β-pleated sheet formed of 5–7 antiparallel β-strands 
(Schlüter et al., 1997). On one side, this core is flanked by N- and C-terminal α-helices, with 
both termini next to each other, and on the opposed side by an extra α -helix attached to 
either additional α -helix or a small β-strand (Schlüter et al., 1997) (Figure. 1). 

It has been reported that there are three groups of ligands characterize profilins: (1) G-actin 
and actin-related proteins (Machesky et al., 1994; Schutt et al., 1989; Tobacman et al., 1983) 
(2) polyphosphoinositides (Lassing & Lindberg, 1985, 1988) (3) poly-L-proline (PLP) with 
the exception of Vaccinia profilin (Kaiser et al., 1989; Lindberg et al., 1988; Tanaka & Shibata 
1985), existing either as a peptide or as a sequence motif in particular proteins.  
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In this context, Gieselmann et al., (1995) showed that human profilin-I exhibits about five 
folds higher affinity for actin than profilin-II. Radiography analyses of the structures of 
human profilin isoforms imply that the substitution of profilin-I S29 by Y29 in profilin-II 
participates in the higher affinity of profilin-II for proline-rich sequences (Nodelman et al., 
1999). In spite of the similarity in the 3D structures of human profilin-I and -II, the surface 
characteristics, such as exposure of hydrophobic patches (Figure 2), and biochemical 
properties of each isoform are different (Krishnan & Moens, 2009). 

 
Fig. 1. Profilin-I isoforms from different organisms showing a similar helix (red) and strand 
(cyan) structure (PDB database: 1PFL, 1KOK, 2PRF, and 3NUL) with the loops highlighted in 
green, adapted from Krishnan & Moens, (2009) with permission.  

2.3 Profilin ligands 

Despite its relatively small size, many profilin ligands have by now been recognized, such as 
actin and actin-related proteins, polyphosphoinositides, PLP, annexin-I, and the list still 
increasing (Schlüter et al., 1997). Recently, there are more than 50 described profilin-binding 
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ligands from diverse origins. However, this represents only a part of the real number of 
profilin-binding partners. Figure 3 shows the identified profilin ligands in mammalian cells. 
These do not include only molecules of focal contacts that could link profilin directly to actin 
polymerization such as VASP (vasodilator-stimulated Phosphoprotein) or Mena (mouse 
homolog of Drosophila enabled) (Gertler et al., 1996; Parast & Otey, 2000; Reinhard et al., 1995) 
but also include other molecules such as nuclear-export receptors (Boettner et al., 2000; Camera 
et al., 2003), regulators of endocytosis and membrane trafficking (Witke  et al., 1998),  Rac and 
Rho effectors molecules (Alvarez-Martinez et al., 1996; Miki  et al., 1998; Ramesh et al., 1997; 
Suetsugu et al., 1998; Watanabe et al., 1997; Witke  et al., 1998; Yayoshi-Yamamoto  et al., 2000) 
and synaptic scaffold proteins (Mammoto et al., 1998; Miyagi et al., 2002; Wang et al., 1999). 
While a small number of these interactions demonstrated a physiological relevance, the 
recognition of profilin-interacting proteins could explain the unpredicted roles of profilin in 
mammalian cells. The profilin-ligands binding might help in linking different pathways to 
cytoskeletal dynamics via a mechanism that still unknown. Instead, the profilin–ligand 
interaction might work independently of actin to control the ligands directly (Witke, 2004). 

 
Fig. 2. Structure of human profilin-I and –II: differences in the surface-charge distribution 
might account for the ligand-binding specificity of profilin-I and -II. Colored regions highlight 
amino acid residues that are different in profilin-I and -II. Non-conserved residues are shown 
in blue; conserved residues are shown in brown, adapted from Witke, (2004) with permission. 

Among this large number of profilin ligands we will focus on the binding of profilin to some 
of those ligands believed to be of relevant role in vascular problems such as actin and 
ligands in Rho/Rac pathway.    

2.3.1 Profilin, actin & cytoskeleton 

In vitro, Profilins can interact with and sequester actin monomers, in that way diminishing 
the concentration of free actin monomers that are accessible for filament elongation 
(Carlsson et al., 1977). They refill the pool of ATP-actin monomers via rising the nucleotide 
exchange rate by 1000-fold in comparison with that rate obtained from simple diffusion 
(Goldschmidt-Clermont et al., 1992). The profilin–ATP–actin complex can bind to the fast 
growing, barbed, or plus end of the actin filament and liberate the ATP–actin monomer, 
which is after that added to the filament (Figure 4). As a result, the elongating filament is 
made of ATP-actin. Down the filament, the ATP is slowly hydrolyzed via the actin intrinsic 
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ATPase activity. This produces ADP–actin in the older part of the filament. ADP–actin can 
be liberated gradually from the pointed or minus end of the filament by depolymerization 
or at faster rate by actin-depolymerizing proteins (Witke, 2004). 

 
Fig. 3. Network of molecular interactions of profilin. Proteins that are known to interact with 
profilin are grouped according to their cellular location or the complexes in which they are 
found. Some of the profilin ligands are shared among different complexes (indicated by the 
intersecting fields), which suggests a crosstalk among signaling platforms, with profilin as 
the common denominator. Several links exist to small GTPases such as Rac1, RhoA, cdc42, 
Ras and Rap that are part of pathways that signal to the actin cytoskeleton. For simplicity, 
the term profilin is commonly used for profilin-I and profilin-II. Direct interactions between 
profilin and the ligands are indicated by unbroken lines, whereas potentially direct 
interactions are indicated by broken lines. Abbreviations: AF-6, All-1 fusion partner from 
chromosome 6; EVL, Ena VASP like; FMRP, fragile X mental retardation protein; FRL, 
formin-related gene in leukocytes; HSP, heat-shock protein; Mena, mouse homolog of 
Drosophila enabled; POP, partner of profilin; SMN, survival of motor neuron; VASP, 
vasodilator-stimulated phosphoprotein; VCP, valosine-containing protein; WASP, Wiskott–
Aldrich syndrome protein; WAVE, WASP family verprolin-homologous protein; WIP, 
WASP-interacting protein, adapted from Witke, (2004) with permission. 

It is worth noting that the presence of other G-actin binding proteins, such as thymosin β4 or 
any of the ADF family members can alter these processes (Pantaloni & Carlier, 1993). 
Additionally, capping the plus end of the filaments inhibits the addition of the profilin-actin 
complexes and consequently limits the activity of profilin to a simple sequestering effect 
(Pantaloni & Carlier, 1993; Perelroizen et al., 1996; Pring et al., 1992). Thus, the presence of 
other G-actin binding and/or capping proteins could regulate the profilin effect on cellular 
actin (Schlüter et al., 1997). 
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Fig. 4. Role of profilins in actin polymerization. An actin filament consists of two α-helical 
protofilaments. In vitro, three major functions have been identified for profilins in the 
regulation of actin polymerization. (i) Profilins can bind to and sequester actin monomers, 
thereby decreasing the concentration of free actin monomers that are available for filament 
elongation. (ii) Profilins replenish the pool of ATP–actin monomers (red) by increasing the 
rate of nucleotide exchange on the bound actin monomer 1000-fold compared with the rate 
of exchange based on simple diffusion. (iii) The profilin–ATP–actin complex can interact 
with the fast growing end of the actin filament and release the ATP–actin monomer, which 
is then added to the filament. Consequently, the elongating filament consists of ATP–actin. 
Along the filament, the ATP is slowly hydrolyzed by the intrinsic ATPase activity of actin, 
which generates ADP–actin (orange) in the older part of the filament. ADP–actin can be 
released slowly from the end of the filament by depolymerization or at an accelerated rate by 
‘actin-depolymerizing proteins’ (not shown), adapted from Witke, (2004) with permission.  

Previously, it has been considered that the profilins effect on nucleotide exchange on actin 
directly regulates their ability to promote filament assembly at the plus end. 
Polymerization of filament is coupled with the actin-bound ATP hydrolysis and thus far, 
profilins are unique microfilament associated proteins that can work as nucleotide 
exchange factors. Polymerization of ATP-actin occurs more rapidly and at a lower critical 
concentration than ADP-actin (Pollard, 1986). Nonetheless, profilin isoforms I and III in 
Arabidopsis are unable to speed up the rate of nucleotide exchange on G-actin yet still 
reduce the critical concentration at the plus ends of filaments, similar to vertebrate 
profilin (Perelroizen et al., 1996). These data demonstrate that the major effect of profilins 
on actin polymerization cannot be linked with their capacity to work as nucleotide 
exchange factors. 
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In vivo, the global view that the main biological function of profilin was observed in its actin 
sequestering effect became debatable, principally due to the finding that the concentration 
of profilin in cells and its actin-binding affinity are inadequate to stabilize the G-actin pool 
(Babcock & Rubenstein 1993; Goldschmidt-Clermont et al., 1991; Machesky & Pollard, 1993; 
Sohn & Goldschmidt-Clermont, 1994). Generally, the data obtained from cells with different 
profilin levels are in harmony with the notion that in lower eukaryotes the central role of 
profilin is to sequester G-actin, whereas in higher eukaryotes this is mainly done via other 
G-actin binding proteins such as thymosin β4 (Safer et al., 1991), and profilins are mostly 
implicated in the actin filament dynamics control (Sohn & Goldschmidt-Clermont, 1994).  

Based on this notion, lower eukaryotes deficient in profilins should exhibit an increase in F- 
actin, however in higher eukaryotes this would not be the principal outcome. Compatible 
with this model, S. pombe cells with profilin overproduction showed undetectable amount of 
actin filaments, and are incapable of forming a contractile ring (Balasubramanian et al., 
1994). In S. cerevisiae cells harmful effects due to actin overexpression, could be compensated 
by profilin overexpression (Magdolen et al., 1993). Conversely, several studies reported 
about filament-stabilizing or -regulating functions of profilin in higher eukaryotes. For 
example, the overall F-actin content and stability were elevated whereas; a considerable 
amount of F-actin was shifted from stress fibers to the cortical actin network in Chinese 
hamster ovary cells overexpressing profilin (Finkel et al., 1994). Likewise, actin filaments 
were stabilized against cytochalasin D and latrunculin in baby hamster kidney cells 
overexpressing birch profilin (Rothkegel et al., 1996). In addition, a shift in F-actin from 
stress fibers to thick peripheral actin filament bundles with a corresponding increase in 
cellular adhesion to fibronectin has been reported in cultured human endothelial cells 
overexpressing profilin (Moldovan et al., 1997).  

Although these findings indicated a differential role of profilins between lower and higher 
eukaryotes, a few studies showed contradictory data to these reports (Cao et al., 1992; 
Edwards et al., 1994; Staiger et al., 1994). Consequently, a final conclusion on the validity of 
the assumption regarding differential functions of profilins in higher and lower eukaryotes 
needs to be confirmed with further experimentations (Schlüter et al., 1997). 

2.3.2 Profilin & Rho/Rac pathway 

Rho/Rac signaling pathway represents one of the well-known pathways in the regulation of 
actin cytoskeleton, as indicated by the Rac1-dependent membrane ruffling and RhoA- 
stimulated stress-fiber formation (Nobes & Hall, 1995). Although there is no any report 
about the direct interaction between profilins and Rho and/or Rac or any other small 
GTPases, many of the profilin ligands are well-recognized Rho/Rac effector molecules 
(Witke, 2004). In this regard, our recent data showed that profilin overexpression in vascular 
smooth muscle cells (VSMC) of transgenic mice results in vascular remodeling and 
hypertension. These were associated with increased Rho-GTPase activity and Rho-
dependent coiled-coil kinase (ROCK) expression (Hassona et al., 2010; Moustafa-Bayoumi et 
al., 2007). As well, it has been reported that ROCK is a part of the profilin-II complex in the 
brain (Witke et al., 1998) and this binding is significant in the regulation of neurite 
outgrowth by ROCK (Da Silva et al., 2003). Furthermore, two other proteins that connect 
profilin to the Rac pathway were recognized in the profilin-II complex in the brain, Nck-
associated protein (Nap 1) and partner of profilin (POP)-130 (Witke  et al., 1998). GTP–Rac1 
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about filament-stabilizing or -regulating functions of profilin in higher eukaryotes. For 
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actin cytoskeleton, as indicated by the Rac1-dependent membrane ruffling and RhoA- 
stimulated stress-fiber formation (Nobes & Hall, 1995). Although there is no any report 
about the direct interaction between profilins and Rho and/or Rac or any other small 
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dependent coiled-coil kinase (ROCK) expression (Hassona et al., 2010; Moustafa-Bayoumi et 
al., 2007). As well, it has been reported that ROCK is a part of the profilin-II complex in the 
brain (Witke et al., 1998) and this binding is significant in the regulation of neurite 
outgrowth by ROCK (Da Silva et al., 2003). Furthermore, two other proteins that connect 
profilin to the Rac pathway were recognized in the profilin-II complex in the brain, Nck-
associated protein (Nap 1) and partner of profilin (POP)-130 (Witke  et al., 1998). GTP–Rac1 
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interacts with POP-130 and can detach the tetrameric WAVE 1 [Wiskott–Aldrich syndrome 
protein (WASP) family verprolin-homologous protein]1 complex, resulting in the activation 
of actin polymerization by WAVE1. Yet, the role of profilin binding to POP-130 is not 
apparent however it is possible that profilin might manage the complex formation between 
WAVE1 and POP-130 and between FMRP (fragile X mental retardation protein) and POP-
130, in the same way as Rac1 (Witke, 2004).  

Additional small-GTPase-binding molecules that can interact with profilin are the Rho-
binding molecules, mouse homologs of the Drosophila gene diaphanous (mDia1, mDia2 and 
mDia3) which are known as potent nucleators of actin polymerization (Wallar & Alberts, 
2003). Generally, the diaphanous protein exists in an inactive conformation due to folding 
back of its N terminal GTPase-binding domain onto its C-terminal Dia-autoregulatory 
domain resulting in association and autoinhibition. RhoA binding to the N terminus releases 
the autoinhibition and activates actin nucleation (Alberts, 2002). Profilin binding occurs 
through the proline-rich formin homology domain that present in the core of that 
diaphanous molecule (Watanabe et al., 1997). Yet, the significance of that binding is not 
clear. One interesting possibility is that diaphanous can move actin after it has been 
sequestered by profilin and activate actin polymerization (Li & Higgs, 2003). However, this 
is limited by the argument that the studies of profilin-diaphanous binding used truncated 
versions of diaphanous, rather than the full-length protein. In vivo, it has been suggested 
that large complex of diaphanous oligomers is present as well (Li & Higgs, 2003), which via 
diaphanous monomers can interact with profilin and/or profilactin molecules. 
Nevertheless, the structure and regulation of this enormous signaling platform for actin 
nucleation need to be understood (Witke, 2004).  

2.3.3 Ligands binding sites 

In this section we will discuss the binding sites of the main profilin ligands, actin, 
phatidylinositol 4,5-bisphosphate (PtdIns 4,5-P), and PLP. Initially, profilin binds with high 
affinity (micromolar range) to G-actin in a 1:1 stoichiometric complex (Schlüter et al., 1997). 
The amino acid motif LADYL in the C-terminal α-helix was first proposed to be implicated 
in actin binding depending on (1) the presence of this motif in most of profilins, (2) the 
presence of homologous sequences in a range of actin-binding proteins such as DNase I, 
fragmin, gelsolin, severin, villin and the vitamin D-binding protein (Binette et al., 1990; 
Tellam et al., 1989; Vandekerckhove, 1989; Vinson et al., 1993). Nevertheless, this hypothesis 
was neglected due to (1) the absence of this sequence in mammalian profilins, (2) the ability 
of Saccharomyces profilin to interact with actin even after deletion of this motif (Haarer et 
al., 1993). Now, the LADYL-motif is believed to be a central element in the dense structure 
of these proteins (Ampe & Vandekerckhove, 1994; Fedorov et al., 1994; Haarer et al., 1993; 
McLaughlin & Weeds, 1995). Studies on bovine profilin-I and β-actin showed that the actin 
binding sites on profilin are localized in the α-helix 3, the proximal part of α-helix 4, and in 
the β-strands 4, 5 and 6 (Schutt et al., 1993) (Figure 5). These residues bind to subdomains 1 
and 3 on the actin molecule; however, they do not exhibit a conserved sequence motif 
(Thorn et al., 1997). In the bovine complex, Phe375 appears to be a key residue that interacts 
with Ile73, His119, Gly121 and Asn124 on the profilin side (Schutt et al., 1993). Similarly, 
other studies on Acanthamoeba reported that actin-related proteins such as Arp2 interact with 
profilin using the same binding site (Kelleher et al., 1995; Machesky, 1997). 
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Fig. 5. Topographical relation of the main ligand binding domains as seen on the X-ray 
structure of bovine profilin (Schutt et al., 1993). The binding domains of actin and actin 
related proteins (blue; Schutt et al., 1993) and PtdIns 4,5-P2 (red; Sohn et al., 1995) overlap, 
while that for proline-cluster sequences (green; Metzler et al., 1994) is located at the opposite 
side of the profilin molecule, adapted from Schlüter et al., (1997) with permission. 

On the other hand, studies on Acanthamoeba described a positively charged area opposing 
both termini, placed in the G-actin binding site as the binding motif of the second key ligand 
of profilin, PtdIns 4,5-P2 (Fedorov et al., 1994) (Figure 5). This was supported by mutation 
studies on Saccharomyces profilin and human profilin-I. Point mutations in this region 
diminished the binding affinity of profilin to PtdIns 4,5-P2 (Haarer et al., 1993; Sohn et al., 
1995). In line with the observation that the binding sites of G-actin and PtdIns 4,5-P2 on 
profilin overlap (Figure 5), it has been reported that these ligands compete with each other 
for binding to profilin (Lassing & Lindberg, 1985; 1988; Machesky et al., 1990). In addition, 
other reports showed that binding of PtdIns 4,5-P2 results in a conformational change in 
profilin and disrupts the profilin-actin complex (Raghunathan et al., 1992). Also, it has been 
revealed that profilin can bind a variety of phosphatidylinositol and the binding affinity of 
human profilin-I to phosphatidylinositol 3,4-bisphosphate (PtdIns 3,4-P2), and 
phosphatidylinositol 3,4,5-trisphosphate (PtdIns 3,4,5-P3) is higher than its affinity to PtdIns 
4,5-P2 (Lu et al., 1996). Furthermore, phosphoinositide (PI) 3-kinase activity may be 
regulated by profilin through direct binding to the p85 subunit of this enzyme (Singh et al., 
1996). PI 3-kinase has no effect on the binding of actin to profilin (Singh et al., 1996), 
signifying that the binding sites of actin and p85 on profilin are different.  

Conversely, the profilin-PtdIns 4,5-P2 complex can be hydrolyzed only via phospholipase 
Cγ1 (PLCγ1). Phosphorylation and activation of this lipase as a result of transmembrane 
signaling (Goldschmidt-Clermont et al., 1990; 1991) leads to the conclusions that (1) profilins 
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are implicated in the metabolism of phosphoinositide and (2) hydrolysis of PtdIns 4,5-P2 
causes profilin to move out from the membrane to the cytosol where it can bind to actin or 
other ligands. These conclusions propose that profilin–phosphoinositide binding plays a 
vital role in vivo (Janmey et al., 1995; Ostrander et al., 1995). 

Mutation (Björkegren et al., 1993; Haarer et al., 1993) and NMR (Archer et al., 1994; 
Metzler et al., 1994) analyses described the binding site of profilin to the third main 
ligand, PLP as a hydrophobic patch including the NH- and COOH-terminal α-helices and 
the upper face of the antiparallel β-sheet, opposing to the actin/PtdIns 4,5-P2 binding 
region (Figure 5). The binding of PLP to profilins has no effect on the interaction with G-
actin or PtdIns 4,5-P2 (Archer et al., 1994; Kaiser et al., 1989), indicating that PLP has a 
distinct binding site (Figure 4). Expediently, this specific PLP-profilin binding is used for 
profilins purification (Kaiser et al., 1989; Lindberg et al., 1988). For effective profilin 
binding, it has been proposed that 6 continuous prolines would be sufficient (Metzler et 
al., 1994). Nevertheless, other reports demonstrated that at least 8–10 prolines are required 
for efficient binding (Domke et al., 1997; Machesky & Pollard, 1993; Perelroizen et al., 
1994; Petrella et al., 1996).These proline stretches may be interrupted by single glycine 
residues (Domke et al., 1997; Lambrechts et al., 1997) and may be capable of simultaneous 
binding of two profilins (Lambrechts et al., 1997), depending on the ability of profilin to 
oligomerize (Babich et al., 1996).   

The first recognized ligand for PLP was VASP, a focal adhesion molecule that was reported 
to interact directly with F-actin (Jockusch et al., 1995; Reinhard et al., 1995), and it also 
described as a substrate of both cGMP- and cAMP-dependent protein kinases in platelets 
(Halbrügge et al., 1990). VASP has a central proline-rich domain with a single copy and a 3-
fold tandem repeat of a remarkable (G)P5 motif (Haffner et al., 1995). This motif is both 
required and sufficient for profilin binding (Domke et al., 1997; Lambrechts et al., 1997; 
Reinhard et al., 1995). Another PLP-binding ligand similar to VASP is a VASP-related mouse 
protein, Mena (Gertler et al., 1996). Additional PLP-biding ligands are the formin-related 
proteins, S. cerevisiae Bni1p and Bnr1p, S. pombe Cdc12p, Drosophila cappuccino and 
p140mDia, the mammalian homologue of the Drosophila protein diaphanous (Chang et al., 
1997; Evangelista et al., 1997; Imamura et al., 1997; Manseau et al., 1996; Watanabe et al., 
1997). These proteins have a proline-rich domain with numerous proline stretches consisting 
of 5–13 residues and a C-terminal consensus sequence of approximately 100 amino acids 
(Castrillon & Wasserman, 1994). Due to the high specific binding of Bni1p, Bnr1p and 
p140mDia to the GTP-bound form of Rho family members (Kohno et al., 1996; Imamura et 
al., 1997; Watanabe et al., 1997); they perhaps represent significant connectors between 
signal transduction, profilin and the cytoskeleton.  Furthermore, adenylyl cyclase-associated 
protein (CAP) has been described as PLP-binding ligand. CAP has a G(P)6 G(P)5 motif and it 
can bind to profilin (Domke et al., 1997; Lambrechts et al., 1997). Nevertheless, other studies 
demonstrated that CAP exists in a folded configuration (Lambrechts et al., 1997) and hence 
its binding to profilin may be firmly regulated. 

2.3.4 Regulation of profilin-ligands binding 

The important factors that could help in understanding the process of profilin-ligand 
binding regulation include the structural requirements for the binding of profilin to the 
ligand, the binding specificity of ligands to different profilins and the mechanisms of ligand 
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release. Initially, the structural requirements for the profilin-ligand binding are not 
completely understood. In spite of binding of profilin to an extremely diverse group of 
ligands either directly or as part of a larger complex, the binding sites on both profilin and 
ligands appear to be well conserved. The majority of ligands are believed to interact with 
the PLP domain of profilin that contains the N- and C-terminal helices. The only exception, 
so far, to this model is gephyrin, which appears to bind to a special profilin domain 
(Giesemann et al., 2003). All profilin ligands are characterized by the presence of stretched 
or nearly stretched proline-rich domains that are required for profilin binding. Still, a 
contiguous prolines stretch is insufficient. Depending on the data obtained from in vitro 
studies using synthetic PLP peptides of different length high-affinity binding requires a 
decamer as a minimum, (Perelroizen et al., 1994) however this cannot be extended to cover 
proteins or to be used for recognizing or evaluating the ability of profilin to bind to a ligand. 
A lot of profilin ligands contain in their proline-rich domains proline repeats of no more 
than three or four successive prolines. Further amino acids, mostly glycines, appear to be 
capable of replacing proline, and an efficient profilin-binding domain appears to include 
numerous repeats that have the consensus sequence ZPPX (where Z=P, G or A; and X= any 
hydrophobic amino acid) (Witke et al., 1998). 

The second important factor in regulating the binding of profilins to their ligands is the 
binding specificity of ligands to the different profilins. Previous reports showed that the 
interaction of ligands with profilin-I and profilin-II occurs in a highly specific manner 
(Witke et al., 1998) and it looks likely that it is not only the PLP-binding domains but also 
other complex binding parameters have to be considered. Comparative studies on the 
structures of mammalian profilin-I and profilin-II indicated that they are approximately 
superimposable (Nodelman et al., 1999). Nevertheless, the distribution of surface charges in 
profilin-I and profilin-II is significantly different and this perhaps participates in the ligand-
binding specificity (Figure 2). Eventually, identifying the structural features of different 
profilin complexes will be helpful to understand the basis of specificity.  

Finally, the profilin- ligands binding should be a dynamic process and the mechanisms of 
ligand release under physiological conditions have to be determined. For example, actin can 
be released from profilactin complex via PtdIns(4,5)P2, and an analogous mechanism might 
be used for ligand binding regulation. For instance, PtdIns(4,5)P2 can regulate the interaction 
between dynamin 1 and profilin-II, but not the Mena–profilin or VASP–profilin complexes. 
Regulation of Mena, VASP, and other ligands binding might be achieved in different ways 
such as profilin or ligand phosphorylation (Witke, 2004). 

2.4 Role of profilin in signal transduction 

Profilins bind to several ligands, and a lot of these ligands are part of various complexes or 
interact with each other as well (Figure 3). This results in an intimate crosstalk among these 
complexes that can substitute and distribute components and, thus, could assimilate signals 
from other signaling pathways such as small-GTPase and phosphoinositide pathways. In 
these signaling platforms profilins appear to be a common denominator (Witke, 2004). 
Figure 6 is a schematic representation demonstrating various interactions between profilin, 
the microfilament system and different signaling pathways. 

Profilins are linked to the phosphatidylinositol cycle and in turns to the receptor tyrosine 
kinase pathway through their binding to PtdIns 4,5-P2. Profilin-bound PtdIns 4,5-P2 is 
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resistant to hydrolysis by phospholipase Cγ1 (Goldschmidt-Clermont et al., 1990). However, 
this resistance can be overcome after activating phospholipase via receptor tyrosine kinases-
dependant phosphorylation (Goldschmidt-Clermont et al., 1991). This activation process 
results in PtdIns 4,5-P2 hydrolysis with subsequent formation of other two second 
messengers, diacylglycerol and inositol 1,4,5-trisphosphate. Additionally, profilin releases 
from the membrane, which might initiate fast, local actin polymerization. Conversely, 
activated phospholipase Cγ1 cannot hydrolyze other PI 3-kinase activity products such as 
PtdIns 3,4-P2 and PtdIns 3,4,5-P3 ,that bind to profilin with a higher affinity than PtdIns 4,5-
P2. Consequently, it has been revealed that PtdIns 3,4-P2 and PtdIns 3,4,5-P3 may regulate 
phospholipase Cγ1-controlled turnover of PtdIns 4,5-P2 (Lu et al., 1996).  

In addition, the profilin ligands of the formin-related proteins such as p140mDia connect the 
GTPase-related signaling cascade, which is also coupled with the PtdIns 4,5-P2 signaling 
pathway to the microfilament system. The small GTPases of the Rho family are active 
members that are involved in regulating the cytoskeleton-based processes such as cell 
morphology, adhesion and cytokinesis (Tapon & Hall, 1997). Most likely, these formin-
related proteins are down-stream effectors of Rho in this cascade (Evangelista et al., 1997; 
Watanabe et al., 1997).  

Also, the microfilament system is linked to the adenylyl cyclase-related pathway via 
substrates of the cAMP/cGMP-dependent protein kinases such as VASP/Mena family 
(Butt et al., 1994; Gertler et al., 1996) and the putative profilin ligand CAP, which is an 
adenylyl cyclase activator (Fedor-Chaiken et al., 1990; Field et al., 1990; Toda et al., 1985). 
This linking can be executed through either direct binding of CAP and VASP proteins to 
actin (Freeman et al., 1995; Gieselmann & Mann, 1992;  Gottwald et al., 1996; Hubberstey 
et al., 1996; Reinhard et al., 1992) or recruiting profilin and profilin-actin complexes to 
areas of dynamic actin remodelling via the interaction of VASP proteins with cell contact 
proteins such as zyxin and vinculin (Brindle et al., 1996; Gertler et al., 1996; Reinhard et 
al., 1995, 1996).  

Furthermore, annexin I could be involved in this crosstalk depending on previous reports 
that described the sensitivity of annexin I-profilin binding to PtdIns 4,5-P2 and actin 
(Alvarez-Martinez et al., 1996). On top of that the annexins activity is controlled by the free 
Ca2+ level, which is adjusted via PtdIns 4,5-P2 hydrolysis upon the action of the activated 
phospholipase Cγ 1 (Figure 6). In addition to annexin I, Ca2+ level will affect various Ca2+-
actin-binding and –severing proteins which slice the actin filaments and create new plus 
ends to which profilin-actin complexes can be added (Schlüter et al., 1997) (Figure 6). 

Interestingly, in mesangial cells extracellular profilin was shown to bind specifically to a 
putative receptor and stimulates AP-1, a key element in signal transduction that is involved 
in the regulation of the transcription of several genes and cell growth (Tamura et al, 2000). 

With the current large number of profilins ligands the future challenge is to determine their 
role in this complicated signaling crosstalk. One possibility is that profilins may act as 
regulators for the composition of the complexes and facilitate entrance or exit of certain 
ligands. Additionally, they might act as direct regulators for the ligands activities. 
Identification of all profilins molecular interactions, their ligands, and recognizing the 
structure of these complexes will be helpful to understand the mechanisms by which 
profilins can control this diverse signaling complexes (Witke, 2004). 
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Fig. 6. The involvement of profilin (red) in different signaling routes. This schematic 
drawing depicts only the main connections established so far. Molecules and second 
messengers of the polyphosphoinositide signaling pathway are indicated in yellow, protein 
members of signaling routes are marked green, proline-cluster proteins identified as profilin 
ligands are marked purple, the actin cycle is seen in blue, Ca2+ in intracellular stores and 
Ca2+ regulated microfilament proteins are marked grey. For simplicity, the solid arrows 
indicate either direct interactions between components, as shown by biochemical assays, or 
point to pathways. Broken arrows indicate suspected or indirect interactions. Abbreviations: 
PI-3,4,5-P3: phosphatidylinositol 3,4,5-trisphosphate; PIP2: phosphatidylinositol 4,5-
bisphosphate; RTK: receptor tyrosine kinase; DAG: diacylglycerol; PLCγ 1: phospholipase 
Cγ 1; cAMP/cGMP- PK: cAMP/cGMP dependent protein kinase; IP3: inositol 1,4,5-
trisphosphate, adapted from Schlüter et al., (1997) with permission. 

3. Profilin & vascular diseases 
3.1 Role of profilin in vascular smooth muscle & endothelial cells 

3.1.1 Profilin & vascular smooth muscle cells migration & proliferation 

Migration of smooth muscle cell takes place throughout vascular development, as a result of 
vascular injury, and throughout atherogenesis. Throughout vascular development, platelet-
derived growth factor promotes migration of pericyte or other precursors of smooth muscle 
that is required for the formation of correct vessel wall (Hellstrom et al., 1999). Clinically, 
vascular injury takes place after angioplasty, vascular stent implantation, or organ 
transplantation. In vascular injury in animals, thickening of intima and media has been 
attributed to VSM proliferation and migration from media to intima (Clowes et al., 1989; 
Majesky & Schwartz, 1990; Reidy, 1992). Throughout atherogenesis, VSMCs migrate to 
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vascular injury, and throughout atherogenesis. Throughout vascular development, platelet-
derived growth factor promotes migration of pericyte or other precursors of smooth muscle 
that is required for the formation of correct vessel wall (Hellstrom et al., 1999). Clinically, 
vascular injury takes place after angioplasty, vascular stent implantation, or organ 
transplantation. In vascular injury in animals, thickening of intima and media has been 
attributed to VSM proliferation and migration from media to intima (Clowes et al., 1989; 
Majesky & Schwartz, 1990; Reidy, 1992). Throughout atherogenesis, VSMCs migrate to 
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occupy the intima, either from the media (Murry et al., 1997) or from the circulation via 
CD34+ hematopoietic progenitor cells migration, resulting in smooth muscle progenitor cells 
(Yeh et al., 2003). Figure 7 shows the inner lining of a normal artery. 

 
Fig. 7. Inner lining of normal artery 

VSMC migration requires the extension of lamellipodia toward the stimulus via actin 
polymerization, trailing edge detachment via focal contacts degradation, and force generation 
via myosin II in the cellular body to drive the cell forward (Gerthoffer, 2007). Initiation of new 
filaments nucleation is achieved by actin-related proteins such as ARP2/3 complex interacting 
with the minus end and elimination at the plus end of capping proteins that are PIP2-sensitive. 
Extension of new actin filaments is improved by formin-related proteins such as mDia1 and 
mDia2 that operate along with profilin on the plus end. Activation of The formins mDia1 and 
mDia2 is achieved by RhoA and Cdc42, respectively. Profilin released from the binding sites of 
membrane phospholipid enhances nucleotide exchange on G-actin monomers and promotes 
actin polymerization. Stimulation of filament branching is accomplished via activating 
WAVE complex and WASP by Rac and Cdc42, respectively. WAVE and WASP increase 
nucleation and branching through activating actin-related proteins such as ARP2/3 
complex. Severing of Actin-filament by gelsolin is stimulated by Ca2+, and nucleation is 
favored via liberating gelsolin from plus ends of F-actin by PtdIns 4,5-P2. Stimulation of 
actin depolymerization is executed by cofilin at the minus end. Cofilin acts to limit the 
filaments length and to induce the existing filaments turnover. These operations have been 
reported to be sufficient for force generation to expand the leading edge of the cell toward 
the stimulus (Mogilner & Oster, 2003; Prass et al., 2006). Consistent with these findings our 
recent data confirmed the significant role of profilin-I in VSMC migration. Migration assays 
performed on VSMC isolated from the aorta of transgenic mice that overexpress the cDNA 
of profilin-I or profilin-I-dominant negative mutant (88R/L) and nontransgenic controls 
showed that the rate of cell migration of profilin-I VSMCs is significantly higher than that of 
the control and 88R/L. Conversely, 88R/L mice exhibited a significantly lower rates 
compared to nontransgenic controls (Figure 8) (Hassanain HH, unpublished). 

On the other hand, it has been shown that profilin plays a vital role in the proliferation and 
differentiation of normal cell. Disruption in the profilin results in embryonic lethality due to 
gross impairment in growth, motility, and cytokinesis in single cells (Haugwitz et al., 1994; 
Witke, 2004; Witke et al., 2001). Also, profilin-1 was demonstrated to exert cellular responses 
such as DNA synthesis and increasing the binding activity of AP-1 DNA in mesangial cells 
via activating putative cell surface receptors (Tamura et al., 2000). 
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Fig. 8. The MetaMorph image analysis of the mean speed of the individual cells (μm/min) of 
profilin-I, 88 R/L and control VSMCs. The differences in mean were determined by 
ANOVA. *P < 0.05, compared with corresponding control, is considered to be significant 
(Hassanain HH, unpublished). 

In line with the established role of profilin in cellular migration and proliferation, it has 
been shown that recombinant profilin-I stimulates DNA-synthesis and migration of both 
rat and human VSMCs in a concentration-dependent manner (Caglayan et al., 2010). The 
same study indicated that profilin-induced VSMCs migration is dependent on PI3K 
activity (Caglayan et al., 2010). Moreover, Cheng et al., (2011) found that profilin-I plays a 
key role in Angiotensin (Ang) II-induced VSMCs proliferation. They also suggested that 
Ang-II increases profilin-I expression and promotes VSMCs proliferation via activating 
AT1 receptor/JAK2/STAT3 pathway (Cheng et al., 2011). On the contrary, other studies 
described the involvement of  phospho-extracellular signal-regulated kinase1/2 (P-
ERK1/2) and phospho-c-Jun NH2-terminal kinase (P-JNK) in Ang-II-induced profilin-I 
expression (Zhong et al., 2011), and that PI3-kinase, Src, and, to a lesser extent, P-ERK1/2 
are required for profilin-I-dependent VSMCs proliferation (Caglayan et al., 2010). 
Consequently, Cheng et al., (2011) proposed that the interaction of these signaling 
pathways mediating the role of profilin-I in VSMCs proliferation requires further 
investigation. Consistent with these data, we observed that the treatment of mouse aortic 
VSMCs with Ang-II (100 nM/10 min) resulted in increased profilin-I expression 
(Hassanain HH, unpublished) 

3.1.2 Profilin & vascular smooth muscle contraction 

Regulation of smooth muscle contraction has been thought to be only dependent on the 20-
kDa regulatory light chain of myosin (MLC20) that in turn modulates cross-bridge cycling of 
actomyosin. Numerous studies showed that contractile stimulation promotes actin 
polymerization in vascular and airway smooth muscle tissues (Cipolla & Osol, 1998; Jones et 
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al., 1999; D. Mehta & Gunst, 1999) and in cultured smooth muscle cells (An et al., 2002; 
Barany, et al., 2001; Hirshman & Emala, 1999). In addition, inhibition of actin polymerization 
by specific inhibitors such as latrunculin decreases the contractile stimuli- activated force 
development in smooth muscle (Cipolla & Osol, 1998; D. Mehta & Gunst, 1999; Youn et al., 
1998). However, this does not affect contractile stimulation-induced MLC20 
phosphorylation (34), suggesting that actin polymerization plays a central role during 
smooth muscle contraction. Tang & Tan, (2003) investigated the effect of profilin, the main 
actin-regulatory protein on the regulation of smooth muscle contraction. They demonstrated 
that  profilin downregulation with antisense repressed force generation, without affecting 
MLC20 phosphorylation, signifying that profilin is crucial for smooth muscle contraction 
and that it does not regulate the activation of contractile protein. Yet, profilin 
downregulation repressed increases in the F-actin/G-actin ratio in return to agonist 
stimulation, showing that profilin is essential for actin dynamics during contractile 
stimulation of smooth muscle (Tang & Tan, 2003). In harmony with these finding our results 
showed higher expression of stress fibers and membrane ruffling in vascular smooth muscle 
cells from profilin-I transgenic mice compared with nontransgenic control and 88R/L. The 
88R/L cells, however, showed lower expression of stress fiber formation and ruffling than 
the nontransgenic controls (Figure 9A) (Moustafa-Bayoumi et al., 2007). In addition, we 
confirmed these findings by assessing the ratio of F-actin/G-actin in the aortic smooth 
muscle cells from profilin-I. Our results showed a significant increase in F/G actin ratio in 
the aortic smooth muscle cells from profilin-I mice compared with the nontransgenic 
controls (Figure 9B) (Moustafa-Bayoumi et al., 2007). Furthermore, we showed that profilin-I 
plays a significant role in increased contractility and force development in the mesenteric 
arteries of profilin-I mice via activating Rho/ROCK pathway and MLC20 (Hassona et al., 
2010). Activated Rho elevates MLC20 phosphorylation by 1) directly phosphorylating 
MLC20 and 2) phosphorylation and inhibition of the MBS of MLC20 phosphatase (Higgs & 
Pollard, 2001; Pollard & Borisy, 2003). This increases myosin contractility and tension 
contributing to stress fibers. In conclusion, our results indicate that overexpression of 
profilin-I in smooth muscle cells leads to increased contractility and force development via 
increasing actin polymerization (Moustafa-Bayoumi et al., 2007) and MLC20 
activation(Hassona et al., 2010), which in turn induce mechanical stress that is considered as 
the main initiator for arterial stiffness and hypertension observed in these mice.  
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Fig. 9. Overexpression of profilin-I induced actin polymerization in vascular smooth 
muscle cells. Rhodamine-phalloidin staining of smooth muscle cell confluent monolayers 
shows increased stress fibers in vascular smooth muscle cells from profilin-I transgenic 
mouse as compared with nontransgenic control (a). The 88R/L cells, however, show lower 
expression of stress fiber formation than the control (a). Analysis of the F-actin/G-actin 
ratio shows significant increase in F-actin/G-actin (F/G) ratio in the aortic smooth muscle 
cells from profilin-I mice compared with the nontransgenic controls (b) (Moustafa-
Bayoumi et al., 2007). 

3.1.3 Profilin & vascular endothelial cells adhesion 

Endothelial cells survival neatly depends on their ability to anchor to extracellular matrix 
proteins. Suppression of endothelial cell adhesion has been shown to induce apoptosis in 
these cells (Meredith et al., 1993; Re et al., 1994; Zang et al., 1995). It has been found that 
transient overexpression of profilin in cultured human aortic endothelial cells using 
replication-incompetent adenovirus enhances endothelial cells adhesion to the extracellular 
matrix via promoting the binding of extracellular fibronectin to its receptor on the surface of 
these cells. Additionally, it was revealed that profilin-mediated enhancement of endothelial 
cell adhesion has a protective role in situations of focal contacts disruption due to shear, 
stretch or other focal injuries (Moldovan et al., 1997). 

Moreover, the authors, Moldovan et al., (1997) proposed that the profilin-mediated effect 
seems to be stimulated via recruiting integrins α5β1 to the endothelial cell surface. 
Numerous mechanisms may explain this later effect. One possibility is that profilin might 
cause improvement in the access of receptor molecules to the cell surface. Instead, profilin 
might cause impairment in the internalization of membrane receptors. These effects may be 
achieved in 1) actin-dependent manner, where profilin might decrease receptor 
internalization via disrupting actin stress fibers or it might offer a stronger anchor for 
fibronectin receptor molecules in focal contacts via stabilizing actin filaments that are not 
stress fibers (Finkel et al., 1994), or 2) actin-independent manner, where profilin interacts 
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with PtdIns 4,5-P2 and inhibits its hydrolysis by phospholipase C (Goldschmidt-Clermont et 
al., 1990, 1991; Lassing & Lindberg, 1985). Increased concentrations of PtdIns 4,5-P2 could 
stimulate the stabilization of newly formed focal contacts including the fibronectin receptor 
via an unknown mechanism or profilin overexpression could overcome other actin-binding 
proteins for interacting with PtdIns 4,5-P2 and thus enhance their binding to actin filaments 
(Hartwig et al., 1995). 

3.1.4 Role of profilin in vascular endothelial cells migration, proliferation & capillary 
morphogenesis 

Vascular endothelial cell (VEC) migration is vital for capillary outgrowth from pre-
existing blood vessels during angiogenesis (Bauer, et al., 2005). During cell migration, 
actin cytoskeleton reorganization is a dynamic process that includes both actin 
polymerization and depolymerization in an accurate spatiotemporal manner. Regulation 
of this actin remodeling process is achieved by a large number of actin binding proteins 
such as those involved in monomer sequestering, nucleating, elongating, severing, 
depolymerizing, and capping of actin filaments (Pollard & Borisy, 2003). Expression 
profiles in VEC experiencing capillary morphogenesis identified some of the key actin-
binding proteins that have been previously involved in angiogenesis such as thymosin β4, 
profilin, gelsolin and VASP. Among these proteins, as a minimum thymosin β4 has been 
established as a proangiogenic molecule in vivo (Philp et al., 2004; Salazar et al., 1999). In 
addition, it has been reported that silencing profilin-I expression in human umbilical vein 
endothelial cells significantly decreases their capability of forming planar cord-like 
structures on matrigel (a commonly adopted in vitro representation for angiogenesis). 
These findings proposed for the first time that profilin-I might play a key role in VEC 
capillary morphogenesis (Ding et al., 2006).  

In a more recent report for the same group they adopted a knockdown–knockin 
experimental system to stably express either fully functional form or mutants of profilin-I 
that are deficient in binding to actin and proteins containing polyproline domains, in a 
human dermal microvascular cell line. They showed that silencing endogenous profilin-I 
expression in this cell line results in slow rate of random migration, decreased membrane 
protrusion velocity and a significant reduction in matrigel-induced cord formation. These 
defects were rescued only via re-expression of fully functional but not any of the two 
ligand-binding deficient mutants of profilin-I. They also showed that loss of profilin-I 
expression in VEC inhibits three dimensional capillary morphogenesis, MMP2 secretion 
and ECM invasion. Disruption of actin and polyproline interactions of profilin-I inhibited 
VEC invasion through ECM, as well. They concluded that profilin-I regulates VEC 
migration, invasion and capillary morphogenesis through its binding to both actin and 
proline-rich ligands (Ding et al., 2009). Furthermore, they indicated that these in vitro 
findings pave the way for future in vivo studies to investigate the role of profilin-I in 
angiogenesis.  

Interestingly, cutaneous wound healing experiments in our profilin-I and 88R/L 
transgenic mice showed a significant increase in blood vessel density in profilin-I 
transgenic mice compared to 88R/L transgenic mice and nontransgenic control at post 
wound day 7 (Figure 10) (Hassanain HH, unpublished). These data could indicate the 
importance of profilin-I in angiogenic reponse in VEC. 
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Fig. 10. Stimulation of angiogenesis in the wound area of profilin-I mice. Distribution of 
capillaries along the margin of the excision wound in Profilin-I, 88R/L and nontransgenic 
control mice at post wound days 0 and 7. High magnification of capillaries in the skin was 
obtained with a 2X objective lens light microscope (Hassanain HH, unpublished). 

3.2 Role of profilin in vascular remodeling & hypertension 

Hypertension represents a major risk factor for cardiovascular events such as stroke and 
myocardial infarction. It is well established that hypertension leads to remodeling of large 
and small arteries (Folkow, 1982; Simon, 2004). Remodeling of the vasculature is an active 
process of structural changes that involves alterations in cellular processes, including 
growth and changes in the extracellular matrix integrin-cytoskeleton axis, resulting in an 
increase in the media-to-lumen ratio (Gimbrone et al., 1997; Intengan & Schiffrin, 2001). 
Physiological remodeling is an adaptive process occurring in response to hemodynamic 
changes and aging. However, when this process becomes maladaptive, it plays a role in 
hypertension’s complications (Ming et al, 2002; Touyz, 2007). Increased mechanical 
strain/hypertension in the vessel wall triggers the hypertrophic signaling pathway resulting 
in structural remodeling of vasculature. Increased actin polymerization and stress fiber 
formation generate mechanical force that represents an important modulator of cellular 
morphology and function in a variety of tissues and is an important contributor to 
hypertrophy in the cardiovascular system (Ruwhof &van der Laarse, 2000). Also, it has been 
shown that actin polymerization within VSMCs in response to increased intravascular 
pressure is a novel mechanism underlying arterial myogenic behavior. The cytosolic 
concentration of G-actin is significantly reduced by an elevation in intravascular pressure, 
demonstrating the dynamic nature of actin within VSMCs and implying a shift in the F:G 
equilibrium in favor of F-actin. Profilin-I which is a key actin-regulatory protein that plays 
an essential role in regulating de novo actin polymerization, particularly actin treadmilling 
(Carlier & Pantaloni, 2007; Suetsugu et al., 1999) could be vital in regulating all of these 
vascular events. Indeed, our report in the Journal of Biological Chemistry (Moustafa-
Bayoumi et al., 2007) established the feasibility of our proposal. We showed that elevated 
expression of profilin-I gene in VSMCs of profilin-I mice favoring F-actin induces stress fiber 
formation (Figure 11) and plays an important role in vascular hypertrophy by inducing 
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internal mechanical stress and triggering the hypertrophic signaling pathways, integrins-
α1β1/Rho-ROCK/MAPKs e.g. P-ERK and P-JNK, leading to vascular remodeling in both 
large (e.g. aorta) and small (e.g. mesenteric) arteries (Figure 12A, B) of profilin transgenic 
mice (Hassona et al., 2010; Moustafa-Bayoumi et al., 2007).  

 
Fig. 11. Hypertension or increased profilin-I expression in VSMCs leads to a shift in the F:G 
equilibrium in favor of F-actin and an elevation in intravascular pressure. This pathway can 
be reversed by F-actin inhibitor, cytochalasin D or profilin-I mutant, 88R/L. 

Consistent with our finding, very recent studies showed increased profilin-I expression in 
hypertrophic thoracic aorta and mesenteric arteries of spontaneously hypertensive rats with 
subsequent elevation in both P-ERK and P-JNK, suggesting that profilin-I may contribute to 
the vascular remodeling in these rats (Cheng et al., 2011; Zhong et al., 2011). In this context, 
previous studies suggested that mechanical stretch is closely related to JNK and ERK1/2 
activation (Hu et al., 1997; Pyles et al., 1997). These cascades play an important role in 
remodeling of blood vessels, as well. In addition, this pathway is activated by Ang-II and has 
been implicated in the pathogenesis of cardiovascular diseases (P.K. Mehta & Griendling, 
2007). Interestingly, it has been recently reported that profilin-I is a key component in the Ang-
II-induced vascular remodeling (Cheng et al., 2011; Zhong et al., 2011). 

As it was mentioned above that hypertension is a major cause of vascular remodeling. The 
primary aim of anti-hypertensive drugs, particularly Ang-converting enzyme inhibitors and 
Ang receptor subtype 1 antagonists, is to lower the blood pressure with the hope of 
reversing this remodeling (Schiffrin, 2001). Importantly, In our profilin-I model we 
demonstrate that the reverse can be true as well, i.e. alteration in cytoskeleton dynamics 
favoring increased actin polymerization can contribute to vascular adaptations with aging 
resulting in increased systolic blood pressure by the time the profilin-I mice were six months 
old (Figure 12C) (Moustafa-Bayoumi et al., 2007). The blood pressure in the profilin-I mice 
was elevated 25–30 mm Hg higher than nontransgenic controls. In agreement with our 
findings, it has been demonstrated that profilin speeds up the actin remodeling and 
accordingly improves the growth and invasion force of VSMCs resulting in increased 
vascular resistance and accelerated formation of pulmonary hypertension (Dai et al., 2006).  



 
Biochemistry 

 

86

 
Fig. 12. Profilin overexpression induced vascular hypertrophy and hypertension. 
Hematoxylin and eosin staining shows clear signs of remodeling and vascular hypertrophy 
in the aorta of profilin-I transgenic mice (yellow arrows; A) and mesenteric arteries (white 
arrows; B). There are no differences, however, between 88R/L and nontransgenic control 
aortic sections (A). Tail cuff measurements of blood pressure show significant increase in the 
systolic blood pressure (BP) in profilin-I transgenic mice at 6 months and older compared 
with nontransgenic control mice (C) (Hassona et al., 2010; Moustafa-Bayoumi et al., 2007).  

On the other hand, the blood pressure in 88R/L mice was below the control littermates; 
however, it did not reach statistical significance. The absence of a hypotensive phenotype in 
the 88R/L mice could be due to the lack of significant vascular remodeling as a result of 
decreased actin polymerization. Our results showed a decrease in stress fibers formation in 
88R/L mice (Figure 9); however, these changes did not translate into significant alterations 
in the vasculature. This might be due to an activation of a compensatory mechanism to 
maintain the integrity of vessel structure and thus keep the blood pressure at a survival 
level. Additionally, our preliminary data showed that inhibition of profilin-I-induced stress 
fibers by cytochalasin D lowered blood pressure in profilin-I mice. As a pilot study the 
profilin-I mice were injected with a single dose of cytochalasin D (0.5 µg/gram body weight) 
which led to lowered blood pressure within 10 minutes in these mice from 140 mmHg to 70 
mmHg and the effect was sustained for more than 1.5 hours. Then the mice were recovered 
without any sign of sickness. To make sure that cytochalasin D had no damaging effect on 
the endothelium, we assessed the functionality of the endothelium using Ach and wire-
myography. Our results showed no damage in the endothelium after cytochalasin D 
treatment (Hassanain HH, unpublished). We should note that cytochalasin D was used 
before by other investigators in different studies with much higher doses and no toxicity 
was observed (Speirs & Kaufman, 1989).  

Furthermore, stress fiber formation could affect the relaxation/contraction process of the 
smooth muscles, making it more constrictive and/or less responsive to vasodilators such as 
nitric oxide. That could be an important factor contributing to hypertension besides the 
vascular hypertrophy in the profilin-I transgenic mice. Our recent report in the American 
Journal of Physiology confirmed this proposal. We showed that vascular hypertrophy-
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associated hypertension of profilin-I transgenic mice led to functional remodeling of 
peripheral arteries. Our results showed a significant increase in the contraction response of 
profilin-I mesenteric arteries toward phenylephrine and significant decreases in the relaxation 
response toward ACh and sodium nitrite compared with nontransgenic controls (Hassona et 
al, 2010). Additionally, inhibiting stress fibers formation with cytochalasin D significantly 
relaxes the phenylephrine-contracted mesenteric arteries, suggesting that the increased 
constriction of mesenteric arteries to phenylephrine could be because of the increased F- to G 
actin ratio; however, cytochalasin D treatment reduced this ratio (Hassona et al., 2010). 
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remodeling. This concept is supported by the observation that despite blood pressure 
control in hypertensive patients, the rate of restenosis (attributable to remodeling) remains 
high (Gurlek et al., 1995). In harmony with this concept we recently showed that 
normalization of blood pressure by selected anti-hypertensive agents is not enough to 
correct the structural and functional remodeling of profilin-I transgenic mice (Hassona et al., 
2011). Our results demonstrated that there is only correction in the functional remodeling 
and signaling cascades of the mesenteric arteries of losartan- and amlodipine-treated, but 
not those of atenolol-treated profilin-I transgenic mice, where losartan and amlodipine 
decrease the F-actin and stress fibers formation, proposing that the stress fibers seem to play 
a major role in the development and progression of the vascular remodeling-associated 
hypertension. We finally concluded that profilin-I gene, which is the key player controlling 
stress fiber formation may be a good target to treat not only hypertension but also the 
vascular remodeling in hypertensive patients (Hassona et al., 2011). 

3.3 Role of profilin in atherosclerosis & vascular complication in diabetes 

Vascular endothelium dysfunction goes before, and may participate in atheroma formation in 
return to various cardiovascular risk factors such as diabetes (Johnstone et al., 1993; 
Tesfamariam et al., 1990;), hyperlipidemia (Chikani et al., 2004; Steinberg et al., 1997), and both 
local and systemic inflammatory mediators (Libby, 2002). Interestingly, Romeo et al., (2004) 
revealed that profilin-I levels are improved in the endothelium of diabetic aorta of both human 
and experimental animals. They also demonstrated that profilin overexpression in primary 
aorta EC was capable of triggering indicators of endothelial dysfunction such as apoptosis, 
ICAM-1 up-regulation, and decreased VASP phosphorylation. In addition, profilin was found 
to be required for LDL-mediated ICAM-1 up-regulation and it can be regulated by 
LDL/cholesterol signaling, but not high glucose (Romeo et al., 2004). Although, Clarkson et al., 
(2002) reported that exposure to high glucose was able to increase profilin-I mRNA in 
mesangial cells and in the diabetic rat kidney. Romeo et al., (2004) suggested that the inability 
of high glucose to enhance profilin-I protein levels in EC is in line with a multifactorial 
etiology of endothelial dysfunction coupled with the metabolic syndrome and may reveal the 
inadequate effect of glucose-lowering monotherapy to prevent macrovascular complications in 
type 2 diabetic patients (U.K. Prospective Diabetes Study (UKPDS) Group, 1998). On the other 
hand, our preliminary data showed that mouse aortic VSMCs treated with glucose (25 mM/24 
hours) increased profilin-I expression (Hassanain HH, unpublished). 

Furthermore, Romeo et al., (2004) showed that profilin was clearly increased in EC and 
macrophages within atherosclerotic lesions of apoE null mice. In a more recent report, the 
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same group specified the significance of profilin-I for atherogenesis in vivo as profilin-I 
heterozygosity resulted in protection from atherosclerosis in LDL receptor-null mice 
(Romeo et al., 2007). In this report, a variety of atheroprotective indicators were 
recognized in mice with heterozygous deficiency of profilin-I, as compared to profilin-I 
wild-type mice. Aortas from these heterozygous mice exhibited preserved activation of 
endothelial nitric oxide synthase (eNOS) and nitric oxide-dependent signaling, decreased 
expression of vascular cell adhesion molecule (VCAM)-1 and decreased accumulation of 
macrophage at the sites of injury. Correspondingly, profilin-I knockdown in cultured 
aortic ECs was able to protect against endothelial dysfunction induced by oxidized low-
density lipoproteins (oxLDL). Additionally, macrophages from bone marrow of profilin-I-
deficient heterozygous mice exhibited diminished internalization of oxLDL and oxLDL-
induced inflammation. These studies concluded that profilin-I plays a vital role in early 
atheroma formation and that decreasing profilin-I levels is atheroprotective. Finally, 
profilin-I atheroprotective effect is mediated via combined mechanisms that depend on 
both endothelium and macrophages (Romeo et al., 2007). 

Moreover, the same group addressed the pathways responsible for profilin-I gene expression 
in 7-ketocholesterol (oxysterol)-stimulated endothelial cells and in the diabetic aorta. They 
showed that oxysterol-binding protein-1 (OSBP1) is required for oxysterol-dependent 
nucleation and activation of the JAK2/STAT3 pathway, which in turn regulates profilin-I gene 
expression in endothelial cells. Similarly, diabetes increases the activation of STAT3 and its 
recruitment to the profilin-I promoter in large vessels in vivo (Romeo et al., 2008) 

Very recently, it has been reported that profilin-I expression is markedly increased in human 
atherosclerotic plaques compared to the normal vessel wall (Caglayan et al., 2010). A 
correlation was found between profilin-I serum levels and the degree of atherosclerosis, as 
well. The atherogenic effects of profilin-I on VSMCs imply an auto-/paracrine role within the 
plaque. In addition, it was found that profilin-I acts as an extracellular ligand and triggers 
atherogenic effects in VSMCs including DNA synthesis and migration. Besides, profilin-1 
stimulates typical signaling pathways such as the PI3K/AKT and RAS-RAf-MEK-ERK 
pathways. These findings revealed that profilin-I might play a critical role in atherogenesis and 
may represent a novel therapeutic target in human patients (Caglayan et al., 2010). 

3.4 Role of profilin in age-associated vascular problems 

Aging is a major risk factor for the development of vascular diseases, such as hypertension 
and arteriosclerosis, which lead to stroke and heart failure (Spagnoli et al., 1991). Aging is 
also linked with decreased stress tolerance. Susceptibility to a variety of physiological 
stresses such as infection, inflammation, and oxidative damage enhances with age and is 
causally coupled with clinical problems in the elderly (Starr et al., 2011). So far, the 
mechanism of age-related changes in vasculature has not been completely understood. On 
the top of that, the role of profilin in these age related changes remains largely unstudied.  

Recently, it has been reported that protein nitration levels increased in aged mice compared 
to young mice. Also, particularly strong nitration was found in the pulmonary vascular 
endothelium during systemic inflammatory response syndrome (SIRS). Age- and SIRS-
dependent increased protein nitration was evident in proteins related to the actin 
cytoskeleton that are responsible for maintaining pulmonary vascular permeability such as 
transgelin-2, LASP 1, tropomyosin, myosin and profilin-I. Recognizing the nitrated proteins 
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indicated important modifications to the vascular endothelial cytoskeleton, which 
potentially participates in the barrier dysfunction, enhanced vascular permeability, and 
pulmonary edema (Starr et al., 2011).  

It has been established that deficiency in plasma fibronectin increases lung vascular 
permeability (Wheatley et al., 1993); consequently, as adhesion of endothelial cell to 
fibronectin depends on profilin expression (Moldovan et al., 1997), lack of functional profilin 
may be to some extent responsible for vascular permeability as a result of inefficient barrier 
integrity. These data can fairly elucidate the age-associated enhancement in susceptibility to 
systemic inflammation, acute lung injury, and respiratory failure (Starr et al., 2011).  

 
Fig. 13. JAK2/STAT3 pathway activation increases profilin-I (Romeo et al., 2008; Cheng et 
al., 2011) in the vessel media induced stress fiber formation and increased internal 
mechanical stress in the vessel walls (Moustafa-Bayoumi et al., 2007) which modulates 
changes in ECM and integrins (Abouelnaga et al., 2009; Hassona et al., 2010). These changes 
led to activation of FAK (Abouelnaga et al., 2009) that in turn activate Rho/ROCKII 
(Hassona et al, 2010; Moustafa-Bayoumi et al., 2007), PI3 kinase and AKT (Caglayan et al., 
2010). Activation of Rac1/NADPH pathway (Abouelnaga et al., 2009) results in increased 
superoxide production and increases oxidative stress (Hassanain HH, unpublished) in 
vessel walls which could contribute to hypertension. The activation of Rho/ROCKII and 
AKT result in activation of MLC20 (Hassona et al., 2010), and increases in protein synthesis 
(Gingras et al., 1998; Kitamura et al., 1998; Ushio-Fukai et al., 1999) and calcification (Byon et 
al., 2008), respectively. These changes in the media of the vessel walls result in arterial 
stiffening and hypertension (Moustafa-Bayoumi et al., 2007). Profilin-I inhibitor can block 
the stress fiber formation in this pathway (Moustafa-Bayoumi et al., 2007 ) and 
dehydroepiandrosterone (DHEA) can inhibit AKT kinase pathway (Bonnet et al., 2009).  
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Conversely, other indirect evidence showed that profilin-I increased with age; a recent 
study using proteomic and genomic analyses of hippocampus from young and old rats 
showed a significant increase in profilin-I expression in aged rat hippocampus (Weinreb 
et al., 2007). Another study investigating differential protein expression profiles in 
chronically stimulated T cell clones found that profilin-I was widely and highly expressed 
in cytoplasm (Mazzatti et al., 2007). The study concluded that differential expression of 
profilin-I in aging may contribute directly to immunosenescence via disrupting the 
intracellular signaling and intercellular communication (Egerton et al., 1992; Witke et al., 
1998). Consistent with these findings our preliminary data showed an increase in profilin-
I expression in the aortic medial layers of older wild-type mice compared with young 
mice (Hassanain HH, unpublished). 

Taken together, this review shed some light on the important role of profilin-I in vascular 
diseases. However, more studies need to be done in order to fully understand the profilin-I 
signaling pathway and its mechanism(s) of regulation. Figure 13 summarize some of the 
proposed signaling molecules involved in profilin-induced vascular complications. 
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1. Introduction  
Protein toxins are prominent virulence factors in many pathogenic bacteria. While toxins of 
Gram-positive bacteria do not generally require activation, many toxins of the Gram-
negatives are translated into an inactive form and require a processing step. 

The most common such step involves a proteolytic cleavage to generate the active form, 
especially in those toxins with enzymatic activity. Toxins are activated by proteolysis in a 
variety of ways: As examples, the anthrax toxin is proteolyzed after its interaction with 
the receptor on the target cell to promote the formation of a prepore (van der Goot & 
Young, 2009); the toxic subunit of the Vibrio cholerae toxin (CT) is posttranslationally 
modified through the action of a V. cholerae protease that generates two fragments, one 
containing the toxic activity and the other serving to interact with the binding domain 
(Sanchez & Holmgren, 2011); finally, the toxins that are synthesized as a single 
polypeptides must be separated by proteolytic cleavage to generate a catalytic, a 
transmembrane, and a receptor-binding domain—a salient example here being the 
diphtheria toxin (Murphy, 1996). 

Another processing step involves the acylation of proteins, which substitution is achieved 
by various mechanisms that differ according to the particular fatty acid transferred, the 
modified amino acid, and the fatty-acyl donor. Myristate and palmitate are the most 
common fatty acids cross-linked to proteins. Proteins sorted to the bacterial outer membrane 
or to the eukaryotic plasma membrane undergo processing in which an acyl group is 
attached to the N-terminal amino acid. In prokaryotes, acyltransferase, lipases, or esterases 
use catalytic mechanisms involving ester-linked acyl groups attached to serine and cysteine 
residues; while eukaryotic proteins utilize ester-linked palmitoylation and ether-linked 
prenylation of cysteine residues for membrane sorting and protein-protein interaction 
(Stanley et al., 1998). 

The pore-forming α-hemolysin (HlyA) of Escherichia coli, a member of the RTX toxins, 
represents a unique class of bacterial toxins that require for activation a posttranslational 
modification involving a covalent amide linkage of fatty acids to two internal lysine 
residues (Stanley et al., 1998). In general, protein acylation is divided into labile 
modifications of internal regions and stable modifications at the N and C termini. By 
contrast, the mechanism of stable internal acylation of HlyA represents a unique example 
among prokaryotic proteins, thus generating interest in its study and discussion. After 
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introducing HlyA, its synthesis, posttranslational modification, secretion, and activity; this 
chapter will focus on the role that covalently bound fatty acids play in the toxin's 
mechanism of action. 

In recent decades, scientific advances have permitted the manipulation of toxins by using 
different strategies for directing toxic moieties to diseased cells and tissues. The end of the 
chapter will involve a discussion of this so-called toxin-based therapy and the potential use of 
HlyA in that modality. 

2. The alpha-hemolysin (HlyA) of E. coli 
Extraintestinal pathogenic Escherichia coli (ExPEC) is the causative agent of at least 80% of 
all uncomplicated urinary-tract infections (UTIs), which pathologies currently rank 
among the most common of infectious diseases worldwide (Marrs et al. 2005), (Foxman & 
Brown, 2003). ExPEC strains that cause a UTI are called uropathogenic E. coli (UPEC). This 
unique group of E. coli strains can reside in the lower gastrointestinal tract of healthy 
adults (Foxman et al., 2002), (Yamamoto et al., 1997), but upon entry into the urinary tract 
can ascend to and colonize the bladder, causing cystitis. The infection may be confined to 
the bladder, or bacteria may ascend into the ureters to infect the kidneys and cause 
pyelonephritis. In severe cases, bacteria can further disseminate across the proximal-
tubular and capillary endothelia to the bloodstream, causing bacteremia (Mobley et al., 
2009.). A significant proportion of UTIs occur in patients with no known abnormalities of 
the urinary tract—the so-called uncomplicated UTIs. Certain host characteristics, however, 
such as a congenital defect in urinary-tract anatomy, are considered complicating factors 
for UTI and accordingly increase susceptibility to this infection as well as affect its 
diagnosis and management (Foxman, 2002.). Finally, colonization of the bladder in high 
numbers may occur without eliciting symptoms in the host, a condition known as 
asymptomatic bacteriuria (Hooton et al., 2000.). In recent years, an enormous amount of 
information has accrued through sequencing the genomes of several ExPEC patients. 
These data, together with epidemiological analyses, have confirmed that different ExPEC 
pathotypes share many known as well as putative virulence factors. These latter include a 
number of secreted toxins, iron-acquisition systems, adhesins, and capsular antigens 
(Wiles et al., 2008). Secreted toxins—which proteins include HlyA, the cytotoxic 
necrotizing factor-1 (CNF-1), and the secreted autotransporter—can alter host signaling 
cascades, disrupt inflammatory responses, and induce host-cell death; whereas bacterial 
siderophores like aerobactin, bacteriocin, and enterobactin allow the ExPEC to sequester 
iron away from the host (Guyer et al., 2002), (Wiles et al., 2008). Adhesive organelles can 
mediate ExPEC interaction with, and entry into, host cells and tissues; while the 
expression of encapsulation may enable ExPEC to more effectively avoid professional 
phagocytes (Wiles et al., 2008), (Dhakal et al. 2008). 

Experiments in murine and cell-culture model systems have demonstrated that high levels 
of HlyA can cause the osmotic lysis of host cells, while sublytic concentrations of this pore-
forming toxin can modulate host-survival pathways by interfering with phagocyte 
chemotaxis (Wiles et al, 2008),(Jonas et al., 1993), (Cavalieri & Snyder, 1982), (Chen et al., 
2006). Both HlyA and CNF-1 may in addition stimulate the breakdown of tissue barriers and 
the release of nutrients (Smith et al. 2008), (Bauer & Welch, 1996), but through the use of the 
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zebrafish infection model phagocytes were found that appeared to be the primary targets of 
these toxins (Wiles et al.,2009). 

HlyA represents the prototype of the first RTX family of proteins characterized by Rodney 
Welch (Welch 1991). Produced by a variety of Gram-negative bacteria, these proteins exhibit 
two common features: The first is the presence of arrays of glycine- and aspartate-rich 
nonapeptide repeats, which sequences are located at the C-terminal portion. The second is 
the unique mode of secretion via the type-I system (an ABC-binding–cassette transporter). 
This first group of RTX toxins consists of toxins—mostly exhibiting cytotoxic pore-forming 
activity—that often are first detected as a hemolytic halo surrounding bacterial colonies 
grown on blood-agar plates (Muller et al., 1983), (Welch, 1991), (Felmlee et al., 1985). Recently, 
a subgroup of very large RTX toxins (>3200 residues) were discovered with multiple 
activities, such as protease and lipase. These pathogens were named the multifunctional 
autoprocessing RTX toxins, with the Vibrio cholerae toxin being the prototype of this group. 
In summary, the RTX proteins form a large and diverse family with a broad spectrum of 
biological and biochemical activities (Linhartova, et al., 2010). 

2.1 Synthesis and structure of HlyA  

The synthesis, maturation, and secretion of E. coli HlyA are determined by the hlyCABD 
operon ((Felmlee et al, 1985), (Issartel et al., 1991), (Koronakis et al., 1997), (Nieto et al. ,1996)). 
The membrane-associated export proteins are synthesized at a lower level than the cytosolic 
HlyC and pro-HlyA, in part because of transcription termination within the hlyCABD 
operon (Felmlee et al, 1985). This termination is suppressed by the elongation protein RfaH 
and a short 59-bp, ops (operon polarity suppressor) (Bailey et al., 1992, 1996), (Cross et al., 
1990), (Nieto et al., 1996) that act in concert to allow the transcription of long operons such as 
hly, rfa, and tra encoding the synthesis and export of extracellular components key in the 
virulence and fertility of Gram-negative bacteria (Bailey et al., 1992, 1997). 

The structural gene hlyA produces a single 110-kDa polypeptide. The estimated pI of the 
toxin is 4.5, with this characteristic being common among the RTX toxins. The N-terminal 
hydrophobic domain is predicted to contain nine amphipathic α-helices (Soloaga et al., 
1999). Using photoactivable liposomes, Hyland et al (2001) demonstrated that the region 
comprised between residues 177-411 is the one that becomes inserted into membranes. The 
C-terminal calcium-binding domain contains 11-17 of the glycine- and aspartate-rich 
nonapeptide β-strand repeats. Although the membrane interaction of HlyA is assumed to 
occur mainly through the amphipathic α-helical domain, that both major domains of HlyA 
are directly involved in the membrane interaction of HlyA has recently been proposed, with 
the calcium-binding domain in particular being responsible for the early stages of the 
HlyA's docking to the target membrane (Sanchez-Magraner et al., 2007). 

The topic of the existence of a receptor for the toxin in erythrocytes remains quite 
controversial.  Nevertheless, Cortajarena et al (2003) observed that a short sequence from the 
C-terminal domain (between residues 914–936) was the main HlyA segment that bound to 
the glycophorin A on erythrocytes. 

The last 60 C-terminal amino acids consist of 2 α-helices separated by 8-10 charged residues. 
This domain is implicated in the transport of the toxin to the extracellular medium (Hui et 
al., 2000). Fig. 1 shows a scheme of the HlyA structure. 
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Fig. 1. A scheme of the HlyA structure. 

The more relevant domains of HlyA are indicated. 

2.2 The posttranslational activation of HlyA 

The proHlyA protoxin is matured in the cytosol to the active form by HlyC-directed fatty 
acylation before export from the toxin-producing bacteria. This process consists in a 
posttranslational modification of the ε-amino groups of internal lysine residues by 
covalent attachment of amide-linked fatty-acyl residues. This reaction is catalyzed by the 
HlyC acyltransferases expressed together with the protoxins (Goebel & Hedgpeth, 1982). 
The mechanism of this novel type of protein acylation was extensively analyzed for HlyA 
(Issartel et al., 1991), (Stanley et al., 1994). HlyC uses the fatty-acyl residues carried by acyl-
carrier protein (ACP) to form a covalent acyl-HlyC intermediate, which species then 
transfers the fatty-acyl residues to the ε-amino groups of the Lys 564 and Lys 690 residues 
of proHlyA (Worsham et al., 2001, 2005). ACPs carrying various fatty-acyl residues—
including palmitate (16:0) and palmitoleate (16:1), the most common in E. coli—could be 
efficiently used in vitro as acyl donors for the modification of HlyA ((Issartel et al., 1991), 
(Trent et al., 1998)). In vivo, however, HlyC exhibits a high selectivity for myristic acid 
(14:0), which species was found to constitute about 68% of the acyl chains covalently 
linked to Lys 564 and Lys 690 of the native HlyA (Lim et al., 2000). Contrary to 
expectations, the extremely rare odd-carbon saturated fatty-acyl residues 15:0 and 17:0 
were found to constitute the rest of the in-vivo acylation of HlyA in two different clinical 
E. coli isolates (Lim et al., 2000). Both acylation sites in the HlyA genome function 
independently of one another with respect to the kinetics of their interaction with acyl-
HlyC (Langston et al., 2004). By using deleted protoxin variants and protoxin peptides as 
substrates in an in-vitro maturation reaction dependent on only HlyC and acyl-ACP, two 
independent HlyC-recognition domains were identified on the HlyA protoxin, each of 
which spanned one of the target lysine residues (Stanley et al., 1996). Each domain 
required 15 to 30 amino acids for basal recognition and 50 to 80 for full wild-type 
acylation, but HlyC recognized a large topology rather than a linear sequence. The loss of 
the Lys 564 acylation site either by mutation or structural deletion affected the 
thermodynamics of the acylation reaction at Lys 690, implying an undefined connectivity 
between the two acylation sites (Worsham et al., 2005). Nevertheless, the intact acylation 
at Lys 690 is essential for HlyA activity. 
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No other HlyA sequences are required for toxin maturation, including the immediately C-

terminal Ca+2 binding repeats. Indeed, in vitro, Ca+2 ions prevent acylation at both sites 
(Stanley et al., 1996). The extreme sensitivity of the proHlyA activation reaction to free Ca+2 
supports the view that intracellular Ca+2 levels in E. coli are too low to affect toxin activity 
and that Ca+2 binding does not occur until the toxin is outside the cell. 

This posttranslational modification is remarkable because the behavior of the protein is 
changed by lipid modification from a benign protein to a frank toxin—part of this 
transformation being an exclusive mechanism in prokaryotes since in only a few eukaryotic 
proteins is this type of acylation found (for example, in the nicotinic acetylcholine receptor; 
the insulin receptor; and cytokines such as TNF-α, IL-1α and IL-1β) (Stanley et al., 1998). In 
the following section we discuss the role that these covalently bound fatty acids play in the 
toxin's mechanism of action. 

2.3 The secretion of HlyA into the extracellular medium 

Maturation increases the hydrophobicity of the protein, but that property is not required for 
export (Ludwig et al. 1987). E. coli HlyA-related toxins are all secreted across both 
membranes by the type-I export process employing an uncleaved C-terminal recognition 
signal (Nicaud et al., 1986), (Stanley et al., 1991), but no N-terminal leader peptide (Felmlee et 
al., 1985) or periplasmic intermediate (Felmlee & Welch, 1988), (Koronakis et al., 1989). The 
HlyA secretory apparatus comprises HlyB (an inner-membrane traffic ATPase, the ATP-
binding cassette), HlyD (a membrane-fusion protein), and TolC (an outer-membrane 
protein) (Schulein et al.,1992), (Wandersman & Delepelaire, 1990), (Wang et al., 1991). In E. 
coli and most other pathogens, TolC is encoded by a separate gene from hlyCABD. As 
mentioned before (cf. Section 2.0) the type-I-secretion–signal sequences have been located 
within the last 60 C-terminal amino acids, consisting of 2 α-helices separated by 8-10 
charged residues (Hui et al., 2000). 

The mechanism of exportation of HlyA is as follows: The trimeric accessory protein HlyD has 
been proposed to form a substrate-specific complex with the inner-membrane protein HlyB, 
which latter species subsequently recognizes the C-terminal signal peptide of HlyA. Upon the 
binding of HlyA, the HlyD trimer interacts with the trimeric TolC protein of the outer 
membrane, inducing a conformational change and the consequent export of HlyA. This 
assembly between the complex HlyB-HlyD with TolC very likely occurs because, as has been 
demonstrated by X-ray crystallography, the trimeric complex of TolC is very similar in size to 
the trimeric structure of HlyD, thus facilitating the formation of a continuous transperiplasmic 
export channel through which HlyA can pass (Koronakis et al., 2000). This complex appears to 
be transient, with it disengaging and reverting to a resting state once the substrate has been 
transported (Thanabalu et al., 1998). The energy necessary for the secretion process depends 
not only on ATP hydrolysis mediated by HlyB but also on the proton motive force exerted on 
the inner membrane (Koronakis et al., 1991, 1995). Type-I secretion is generally assumed to 
involve the translocation of unfolded proteins (Young & Holland, 1999), although Pimenta et al 
(2005) have suggested that contact with HlyD directly or indirectly affects the folding of HlyA 
either during the latter's transit through the translocator or afterwards. 

In the last decade many researchers have been interested in this type of secretion machinery 
because of its potential use in the export of chimeric proteins and in vaccine production 
(Gentschev et al.,1996, 2002). 
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Although HlyA has its own machinery for export from the bacteria, the presence of a 
physiologically active HlyA in the outer-membrane vesicles (OMVs) of clinical-hemolytic 
(Balsalobre et al., 2006) as well as laboratory-recombinant strains of E. coli (Herlax et al., 2010) 
has recently been demonstrated. 

OMVs are constantly being discharged from the surface of Gram-negative bacteria during 
bacterial growth. All Gram-negative bacteria studied to date, including E. coli, produce 
OMVs; and their release is increased when the bacteria are exposed to stressful conditions 
such as antibiotics or serum. Even though the release of OMVs could not be demonstrated in 
vivo, the presence of particles resembling those vesicles has, in fact, been detected in plasma 
from patients with different infectious processes (Beveridge, 1999). OMVs serve as secretory 
vehicles for the proteins and lipids of Gram-negative bacteria and in this manner play roles 
in establishing a colonization niche for carrying or transmitting virulence factors into host 
cells or otherwise modulating the host defense and response, thus acting as well as long-
range virulence factors that can protect luminal cargo from extracellular host proteases and 
so penetrate into tissues more readily than the larger bacteria (Kuehn & Kesty, 2005). In 
addition to toxin-protein delivery, other roles have been characterized for OMVs—namely, 
interspecies interaction and communication during multispecies infections plus DNA 
uptake and transfer (Mashburn-Warren & Whiteley, 2006). In the particular example of 
HlyA, we have demonstrated that the toxin secreted in this way is transferred to the target 
cell in a concentrated manner and as such is more hemolytically efficient than the free HlyA 
(Herlax et al., 2010). Moreover, Balsalobre et al. (2006) demonstrated that the HlyA 
associated with OMVs is protected from the attack of proteases, thus facilitating the survival 
of the toxin within the adverse medium of a patient’s plasma. 

2.4 The mechanism of action of HlyA 

HlyA belongs to one class of a wide range of host-cell-specific toxins. HlyA acts on a variety 
of cell types from several species—e. g., red blood cells, embryo and adult fibroblasts, 
granulocytes, lymphocytes, and macrophages (Cavalieri et al., 1984)—and also binds to and 
disrupts protein-free liposomes (Ostolaza et al., 1993). 

The host environments encountered by the ExPEC are extremely nutrient-poor; and the 
function of HlyA has generally been thought to be primarily the destruction of host cells, 
thereby facilitating the release of nutrients and other factors, such as iron, that are critical for 
bacterial growth. The lytic mechanism of HlyA is a complex process. Three stages seem to 
be involved that ultimately lead to cell lysis: binding, insertion, and oligomerization of the 
toxin within the membrane. 

Studies that have explored the binding of HlyA to membranes and the characterization of a 
putative toxin-specific receptor have produced contradictory results. First, the lymphocyte 
function-associated antigen (LFA-1) (CD11a/CD18; α1β2 integrin), was reported to serve as 
the receptor for HlyA on polymorphonuclear neutrophils (Lally et al., 1997) and HlyA was 
found to recognize and bind the N-linked oligosaccharides to their β2-integrin receptors 
(Morova et al., 2008). This finding raises the possibility that the initial binding of the toxin to 
various cells might occur through the recognition of glycosylated membrane components, 
such as glycoproteins and gangliosides. Recently, Cortajarena et al. (2001) found that HlyA 
binds to the glycophorin of horse erythrocytes and that this binding was abolished by a 
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trypsinization of the membranes. In addition, these authors found that the glycophorin 
purified from erythrocyte ghosts and reconstituted in liposomes significantly increased 
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vesicles of different lipid compositions, the authors found that the vesicles composed of 
phosphatidylcholine, phosphatidylethanolamine, and cholesterol at a molar ratio of 2:1:1 
were the most sensitive (Ostolaza et al., 1993). These results demonstrated that the presence 
of a receptor was not necessary for hemolysis to occur. These contradictory findings 
regarding the presence or absence of a toxin-specific receptor might be related to the 
different amounts of toxin and/or the different types and animal species of target cells used 
in the various studies. At all events, the interaction of HlyA with a target-cell membrane 
devoid of any specific proteinaceous receptor appears to occur in two steps: an initial 
reversible adsorption of the toxin that is sensitive to electrostatic forces followed by an 
irreversible membrane insertion (Bakás et al., 1996), (Ostolaza et al., 1997). Studies with the 
isolated calcium-binding domain of HlyA revealed that that part of the protein may be 
adsorbed onto the membrane during the early stages of HlyA-membrane interaction 
(Sanchez-Magraner et al., 2007). 

The next step in the hemolytic process is the insertion of the toxin into the membrane. 
Hyland et al. (2001) demonstrated that the major region of HlyA that inserts into the 
membrane is located between residues 177 and 411. The insertion is furthermore 
independent of membrane lysis since HlyA-protein mutants that are completely nonlytic 
can insert into lipid monolayers (Sanchez-Magraner et al., 2006). In addition, a binding of 
calcium to the toxin was shown to induce a protein conformational change that made the 
insertion process irreversible (Sanchez-Magraner et al., 2006), (Bakás et al. 1998). Once the 
toxin is inserted, an oligomerization process occurs. We previously found that the fatty acids 
covalently bound to the toxin induce conformational changes that expose intrinsically 
disordered regions so as to promote protein-protein interactions. Thus, the oligomerization 
process of the toxin is facilitated by microdomains within the membrane (Herlax & Bakas, 
2007), (Herlax et al., 2009). 

The HlyA pore that is formed is highly dynamic because the size depends on both the 
interaction time and the concentration of the toxin (Welch, 2001). We recently demonstrated 
that the pore is of a proteolipidic nature since the conductance and membrane lifetime are 
dependent on membrane composition (Bakas et al., 2006). 

Nevertheless, what is not clear is how often HlyA reaches levels that are high enough to lyse 
host target cells during the course of an infection. In fact, sublytic concentrations of HlyA 
may even be more physiologically relevant. Indeed, recent studies have demonstrated that 
sublytic concentrations of a number of pore-forming toxins can modulate a variety of host 
signaling pathways, including the transient stimulation of calcium oscillations, the 
activation of MAP-kinase signaling, and the alteration of histone-phosphorylation and -
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acetylation patterns (Hamon et al., 2007), (Ratner et al., 2006). In addition, sublytic 
concentrations of HlyA have been recently found to potently stimulate the inactivation of 
the serine/threonine protein kinase B (PKB), which enzyme plays a central role in host cell-
cycle progression, metabolism, vesicular trafficking, survival, and inflammatory-signaling 
pathways (Wiles et al., 2008). These findings may help to explain previously published 
results implicating sublytic concentrations of HlyA in the inhibition of chemotaxis and in 
bacterial killing by phagocytes in addition to the HlyA-mediated stimulation of host 
apoptotic and inflammatory pathways (Cavalieri & Snyder, 1982), (Koschinski et al., 2006), 
(Mansson et al., 2007), (Tran Van Nhieu et al.,2004), (Uhlen et al., 2000). 

3. Role of the fatty acids covalently bound to HlyA 
In general, lipid moieties play central roles in protein function—e. g., the targeting into 
membranes, an increase in the affinity for biological membranes, and an enhancement of 
protein-protein interactions (Stanley et al., 1998), (Chow et al., 1992). 

After a brief introduction to the general aspects of HlyA in the following section, we will 
describe the role that covalently bound fatty acids play in the mechanism of action of the 
toxin, from its initial activation to its final functioning in the target cell. This 
posttranslational modification must be critical since the presence of fatty acids transforms 
the innocuous proHlyA into the virulent toxin HlyA. 

3.1 Exposure of intrinsically disordered regions 

After the initial activation of HlyA by acylation, the toxin is exported into the extracellular 
medium by the type-I secretion system and by OMVs. None of the secretion routes are 
acylation-dependent, although the extracellular transport yield was found to be lower for 
proHlyA compared to that for HlyA. In addition, a high concentration of ProHlyA was 
found in inclusion bodies (Sanchez-Magraner et al., 2006). For comparative studies where 
acylated and nonacylated proteins were used, proHlyA was obtained from E. coli DH1—it 
having been transformed by a recombinant plasmid, pSF4000∆BamHI, in whose DNA a 
portion of the hlyC gene had been deleted. This strain secreted a full-length, but inactive 
hemolysin. Fatty acids were not necessary for the secretion of the toxin by OMVs, or by 
the bacteria's own export machinery; but they were essential for the toxin's hemolytic 
activity (Boehm et al., 1990). 

Several steps are involved in the lytic mechanism of the toxin: a binding of calcium previous 
to the toxin's interaction with membranes, the binding to and insertion into membranes, and 
the oligomerization of the toxin to form the final lytic pore. We will discuss below to what 
extent covalently bound fatty acids influence the different steps. 

In the extracellular medium, HlyA must associate with calcium in order to bind to 
membranes in the lytically active form (Ostolaza & Goñi 1995), (Bakás et al., 1998). This 
second activation step is acylation-dependent because the calcium-binding capacity is 
lower in the unacylated protein (Soloaga et al., 1996). Once HlyA is calcium-activated, the 
toxin appears to have a two-stage interaction with membranes: first, a reversible 
adsorption that is sensitive to electrostatic forces; and second, an irreversible insertion 
(Bakás et al., 1996). The inserted HlyA behaves as an integral protein because this form of 
the toxin cannot be extracted without the use of detergents (Soloaga et al., 1999). 
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Nevertheless, proHlyA, though nonacylated, also interacts with membranes. This 
observation is not surprising because the amino-acid sequence of the polypeptide shows 
amphipathic helices in the 250–400 amino-acid region. Despite the amphipathic stretches 
known to be essential for lytic activity, however, proHlyA is unable to alter the bilayer 
permeability (Soloaga et al., 1999). Experiments on protein adsorption at an air-water 
interface suggested that the fatty acids present in HlyA, unlike those in proHlyA, did not 
modify the surface-active properties of the protein and that the main difference between 
the precursor and the mature protein was that the proHlyA was virtually unable to insert 
itself into lipid monolayers (Sanchez-Magraner et al., 2006). Furthermore, we found that 
the presence of two acyl chains in HlyA confers on this protein the property of irreversible 
binding to membranes, which feature is essential for the lytic process to take place (Herlax 
& Bakas, 2003). In summary, although fatty acids covalently bound to HlyA help the toxin 
to bind calcium in order to adopt a competitive conformation for interaction with 
membranes, the absence of these fatty acids does not modify that interaction of the toxin, 
so that these fatty acids must play some other relevant role. The answer is that the fatty 
acids expose intrinsically disordered regions of the toxin that are involved in a different 
step within the mechanism of action. 

HlyA has a molten-globule conformation promoted by the presence of acyl chains, as 
demonstrated by a lower denaturing concentration of guanidinium-chloride. Other 
characteristics demonstrating this conformation were the binding of a higher number of 8-
anilinonaphtalene-1-sulfonate (ANS) molecules to HlyA with a weaker affinity, a higher 
efficiency of energy transfer from tryptophan to the bound ANS, and a faster digestion of 
HlyA with trypsin compared to the same reactions with proHlyA (Herlax & Bakas, 2007). 

The acylated protein was more stable in the absence of denaturant than the unacylated form, 
as demonstrated by the higher ∆G°H2O value for HlyA compared to proHlyA. Acyl chains 
covalently bound to the protein, however, promote a steric hindrance that contributes to a 
more relaxed structure, which acylated form can thus be denatured at a lower guanidinium-
chloride concentration. 

ANS binding to ordered regions can be distinguished from the binding to molten-globule-
like regions by differences in the apparent binding constant. The exceptionally high value of 
ANS bound to HlyA and proHlyA might result from amphipathic regions in both forms, but 
the presence of fatty acids has been observed to double this value because of the molten 
structure those lipids impart. The binding of a large number of ANS molecules in a weak 
manner is characteristic of the loose structure of the molten conformation. ANS binding to 
pockets in ordered or molten-globule proteins operationally gives apparent Kd values that 
differ by more than a factor of 5; thus, despite the uncertainties involved, these apparent Kd 
values serve as a diagnostic probe to distinguish ordered from molten proteins (Bailey et al., 
2001). This structural difference was also observed between the HlyA and proHlyA Kd 
values, demonstrating by an independent means that the fatty acids on the former induce a 
molten structure. Moreover, the higher fluorescence-transfer efficiency for HlyA compared 
to that for proHlyA indicated that the quenching of tryptophan fluorescence was more 
effective when the binding of ANS to the molten-globule conformation took place, where 
the accessibility of both the surface and inner tryptophan residues was increased. Thus, the 
capability of ANS to quench tryptophan fluorescence was seen to be correlated with the 
ANS-binding behavior. 
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Proteins with molten-globule-like regions are included in the category of intrinsically 
disordered proteins, as recently reviewed elsewhere (Dunker et al., 2001). Most of the 
disordered regions of proHlyA that were predicted through the use of the predictor of 
naturally disordered regions (PONDR) were located in the C-terminal half of the protein 
(Fig. 2). These domains could be related to the different steps in this toxin's mechanism of 
action from its export from the bacterium to pore formation in the target cell. 

HlyA carries a carboxy-terminal–secretion signal located within the last 50–60 amino acids 
(Jarchau et al., 1994). This region is predicted to be disordered; and although export of the 
toxin has been observed to be acylation-independent (Ludwig et al., 1987), as mentioned 
above, the yield from extracellular transport for proHlyA was lower than that for HlyA. 
Consequently, covalently bound acyl chains can expose these signal regions and thus 
facilitate transport. 

Intrinsically unstructured proteins can bind in several different patterns through a process 
termed binding promiscuity. The intrinsic lack of structure can confer functional advantages, 
including the ability to bind—perhaps in various conformations—to several different target 
cells. This binding promiscuity would furthermore explain the previously mentioned 
ambiguity in experimental determinations of the presence of a specific receptor for HlyA 
published to date (Lally et al., 1997), (Cortajarena et al., 2001), (Valeva et al., 2005). 

Many studies have searched for the presence of a receptor for HlyA in different target cells. 
For example, CD11a and CD18, the two subunits of β2-integrin, were identified as cell-
surface receptors that mediate HlyA toxicity in the human target cells HL60 (Lally et al., 
1997). This receptor was found in most circulating leukocytes (lymphocytes, neutrophils, 
monocytes, and macrophages). Despite the absence of studies identifying the protein region 
responsible for the interaction with this receptor, studies on the adenylate-cyclase-
containing hemolysin of Bordetella pertusis (CyaA)—another RTX toxin—revealed that the 
main integrin-interacting domain of CyaA is located in its glycine/aspartate-rich repeat 
region; which stretch is characteristic of all protein members of this family. These results 
allowed the identification of region 1166–1287 as a major CD11b-binding motif (Azami-El-
Idrissi et al., 2003). Because this domain is involved in calcium binding, the authors 
proposed that CyaA shifts from a disordered structure to an R-helical conformation upon 
calcium binding to the RTX motifs (Rose et al., 1995); therefore, the speculation that the 
calcium-binding domain composed of glycine-rich tandem repeats corresponding to amino 
acids 550–850 of HlyA might be involved in the binding to β2-integrin is tempting. That 
these regions also match the disordered regions predicted and that acyl chains might be 
implicated in the exposure since the calcium-binding capacity of proHlyA is lower than that 
of HlyA, should also be borne in mind (Soloaga et al., 1996). 

As cited above in Section 2.4, another protein identified as a receptor of HlyA in horse 
erythrocytes is the glycoprotein glycophorin (Cortajarena et al., 2001). A glycophorin-
binding region between residues 914 and 936 accordingly has been identified (Cortajarena 
et al., 2003). Previous sequence analyses of several RTX toxins had revealed that this 
stretch was a conserved region. If this region was deleted, the specific binding of HlyA to 
the cell-surface receptors on erythrocytes was lost without affecting its nonspecific 
binding (adsorption) to lipid bilayers. This region was also predicted to be intrinsically 
disordered. 
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The role of fatty acids in the exposure of disordered regions is supported by results 
published for the D12-monoclonal-antibody–epitope reactivity. The D12 epitope maps to 
amino acids 673–726. Since the D12 monoclonal antibody reacts with HlyA, but not with 
proHlyA; the acylation of the former is directly responsible for the exposure of the epitope 
within this region (Pellett et al., 1990), (Rowe et al., 1994). 

 

 

 

 

Fig. 2. ProHlyA is activated by acylation.  

This process is catalyzed by HlyC, which species transfers a fatty acid from ACP to two 
internal lysines of ProHlyA (Lys 564 and Lys 690). Once covalently bound, these fatty 
acids induce a molten-globule conformation in HlyA that exposes intrinsically disordered 
regions, the existence of which zones was predicted by the predictor of naturally 
disordered regions PONDR. The amino-acid sequence is represented on the x-axis, and 
the prediction of disorder on the y-axis. Peaks >0.5 are strongly predicted to be disordered 
(Dunker et al., 2005). 
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3.2 Promotion of protein oligomerization 

Lipid binding to proteins can also be a determinant of specific protein-protein interactions 
such as the assembly of proteins into oligomeric complexes. This circumstance obtains for 
HlyA, where an oligomer was found at lytic concentrations in sheep-erythrocyte ghosts. In 
contrast, no oligomeric structure was found for proHlyA (Herlax et al., 2009). 

Fluorescence-Resonance-Energy Transfer (FRET) is a photochemical process whereby one 
fluorescent molecule or fluorophore, the "donor", upon excitation by an initial photon of 
light, spontaneously transfers its energy to another molecule, the "acceptor", by a 
nonradioactive dipole-dipole interaction (Forster, 1959). The distance over which energy can 
be transferred depends on the spectral characteristics of the fluorophores, but is generally 
within the 10–100-Å range. Hence, FRET can be used for measuring structure (Lakowicz et 
al., 1990), conformational changes (Heyduk, 2002), and interactions between molecules 
(Parsons et al., 2004). Since HlyA does not contain cysteine residues in its sequences, lysine 
344 was replaced by a cysteine (HlyA K344C) and the same point mutation introduced into 
the unacylated protein (proHlyA K344C). The aim of this point mutagenesis was to permit 
the binding of only one fluorescent probe per protein, where that mutation—hopefully 
located in the insertion region of the toxin into membranes (Hyland et al., 2001)—would not 
affect the hemolytic activity of the toxin. To carry out this study, two populations of HlyA 
K344C mutant proteins, one labelled with donor (Alexa-488) and the other with acceptor 
fluorophores (Alexa-546), were bound to sheep-erythrocyte ghosts. Our report showed that 
an oligomer was involved in the hemolytic mechanism of HlyA (Herlax et al., 2009). FRET 
can be used to study the distribution of molecules in membranes because the average 
spacing between molecules of interest will depend primarily on their lateral arrangement. 
Molecules may be within FRET distance either because they are clustered or because they 
are randomly distributed at such high surface densities that a fraction of them is within 
FRET proximity. The latter possibility was avoided in our experiments by using a high 
lipid/protein molar ratio (109) to insure that the observed FRET corresponded to 
oligomerization of the toxin on the erythrocyte surface. In comparison, the absence of FRET 
in the mutant protein, proHlyA K344C confirmed the participation of the covalently bound 
fatty acids in the oligomerization process. Fig. 3 shows the fluorescence spectra obtained in 
the FRET experiments for both proteins. Prima facie, this absence of FRET could be attributed 
to a reduced binding of the mutant protein to the erythrocyte ghosts, but this possibility was 
discarded because the percentage of binding to the membranes of both proteins was similar. 
We need to underscore here that fatty acids are essential for hemolytic activity; and 
considering that they are needed for oligomerization, we can state that oligomerization is 
necessary for hemolysis. We thus feel tempted to propose that the presence of fatty acids 
covalently bound to the protein leads to the exposure of regions that are implicated in 
protein-protein interactions. 

In addition, a critical role of acylation in the oligomerization process to form hemolytic 
pores has been proposed for the adenylate-cyclase toxin from Bordetella pertussis (cf. Section 
3.1) (Hackett et al., 1995). 

Finally, if we consider that pores formed by HlyA are sensitive to proteases on the cis side of 
the planar lipid membranes (Menestrina et al., 1987), we could propose the possibility that 
the part of the toxin remaining external to the membrane is involved in the protein-protein 
interaction responsible for oligomerization and thus participates in pore formation. 
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Fig. 3. Oligomerization of HlyA in erythrocyte ghosts. FRET calculated for HlyA K344C and 
proHlyA K344C bound to erythrocyte ghosts. The lipid/protein ratio was 109. Left inset: 
Example of spectra measured for HlyA K344C. Fluorescence-emission spectrum of 
erythrocyte ghosts containing donor/acceptor, FD/A(480,λem) (excited at 480 nm; blue triangle), 
emission spectrum of erythrocyte ghosts labelled only with donor, FD(480, λem) (violet circle), 
emission spectrum of erythrocyte ghosts containing D/A, FD/A(530, λem) (excited at 530 nm 
where only the acceptor absorbs; light blue square), and emission spectrum of erythrocyte 
ghosts labelled only with acceptor, FA(480, λem) (purple square). Right inset: The same emission 
spectrum as in the left inset but measured for ProHlyA K344C. 

3.3 Contrary to expectations, fatty acids do not facilitate the interaction of HlyA with 
membrane microdomains 

A variety of pathogens and toxins have been recognized as interacting with microdomains 
in the plasma membrane. These microdomains are enriched in cholesterol and sphingolipids 
and probably exist in a liquid-ordered phase, in which lipid acyl chains are extended and 
ordered (Brown & London, 1998). Many proteins are targeted to these membrane 
microdomains by their favorable association with ordered lipids. Interestingly, such 
proteins are linked to saturated acyl chains, which species partition well into those domains 
(Pike, 2003). Although covalently bound fatty acids had not been implicated in the targeting 
of HlyA to membranes, their involvement in the targeting to membrane microdomains was 
studied (Herlax et al., 2009). For this purpose—and taking into account that these 
microdomains are enriched in cholesterol and sphingolipids—the hemolytic activity of the 
toxin on sheep erythrocytes was compared with the activity on cholesterol-depleted 
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erythrocytes. The hemolysis rate of the cholesterol-poor erythrocytes was lower than that 
of the control erythrocytes at each HlyA concentration tested, thus pointing to the 
participation of cholesterol-enriched microdomains in the oligomerization process. For 
cholesterol-depleted erythrocytes, at low toxin concentrations, the kinetics of hemolysis 
seemed to be more complex, suggesting that toxin diffusion in membranes is the rate-
limiting step. In order to determine if the decrease in the hemolytic rate observed in the 
cholesterol-depleted erythrocytes was caused by an impairment of toxin oligomerization, 
we repeated the FRET experiments comparing control and cholesterol-depleted sheep-
erythrocyte ghosts. We demonstrated that cholesterol depletion led to a decrease in FRET 
of 75% compared to the control sheep ghosts. This result indicated that cholesterol-
enriched microdomains played a significant role in the oligomerization process. To obtain 
more information about the effect of cholesterol-enriched microdomains within the 
oligomerization process, we performed FRET-kinetics experiments. The role of cholesterol 
was confirmed by the results of FRET kinetics, where the biphasic behavior of FRET 
suggested the initial formation of small oligomers, followed by their assembly to form 
multimeric structures (Fig. 4). The concentration of the small oligomers was favored by 
the cholesterol-enriched microdomains, where the diffusion time in the membrane 
became diminished. The number of HlyA molecules that became associated to form the  
 

 
Fig. 4. FRET kinetics. Measurement of acceptor fluorescence at 570 nm as a function of time in a 
mixture composed of HlyA K344C labelled with fluorescent donor and acceptor plus either 
control erythrocytes (black line) or cholesterol-depleted erythrocytes (light gray line). 
Measurement of a mixture of unlabelled and labelled with acceptor HlyA K344C with control 
erythrocytes (dark gray line) was done as FRET-negative control. Assays were performed at a 
ratio of 5 µg of total toxin per 100 µg of phospholipids (as erythrocyte membranes). The 
excitation and emission monochromators were set at 480 nm and 570 nm, respectively. Alexa-
546 emission was measured at a rate of 25 samples/s for 240 s, at 37°C. The curves represent 
the average value of three independent experiments containing five replicates each. 
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pore was uncertain; nevertheless, the assumption that several molecules could 
oligomerize to form a pore was not unreasonable. An extension of this reasoning 
suggested that at high doses a progressive oligomerization of HlyA leads to the fusion of 
the pore and rapid destruction of the cell membrane with little time for activation of the 
central apoptotic pathway. By contrast, at lower concentrations, the pores would be 
smaller and fewer in number so that the cells, though injured, would survive long enough 
for apoptosis to be observed (Lally et al., 1997). These results can explain why toxin 
association with erythrocytes at 0–2°C is characterized as a prelytic state, whereas 
following a shift to 23°C—and after a lag period—lysis begins (Moayeri & Welch, 1997). In 
conclusion, the fusion of oligomers may be the rate-limiting step in pore formation, and 
the integrity of the cholesterol-enriched microdomains is necessary for the concentration 
of HlyA to induce hemolysis. This notion agrees with the findings of Moayeri and Welch 
(Moayeri & Welch, 1994), who observed that the degree of osmotic protection of 
erythrocytes afforded by protectants of varying sizes depended on the amount of toxin 
applied and the duration of the assay. These authors suggested that HlyA creates a lesion 
with a very small initial size that then increases in apparent diameter over time. 
Consequently, the larger the oligomer is, the bigger the pore size becomes. 

That the terms "membrane microdomains" and "detergent-resistant microdomains" 
(DRMs) are not synonymous is essential to remember because the two have different 
origins and conceptual meanings (Lichtenberg et al., 2005). The DRM technique, though, is 
widely used in the current literature to investigate the interaction between a protein and 
membrane microdomains. This technique takes advantage of the selective solubilization 
of different lipids that occurs when a biomembrane is submitted to the action of a 
nonionic detergent such as Triton X-100. When erythrocyte ghosts were incubated with 
HlyA and the DRMs were separated by sucrose-gradient ultracentrifugation, the 
immunoblot analysis revealed that most of the ghost-associated HlyA was localized in the 
DRMs, indicating that the binding of HlyA to the erythrocyte membranes was mediated 
by membrane microdomains that served as concentration platforms for the toxin's 
oligomerization. That proHlyA colocalizes with HlyA and flotillin (a microdomain 
protein marker) in DRMs emphasizes our hypothesis that the main role of the saturated 
acyl chain covalently bound to HlyA is a participation in the oligomerization process, and 
not the targeting to cholesterol-enriched membranes (Fig 5). 

A key feature of cholesterol-enriched microdomains is the tight packing of lipid acyl chains 
in the liquid-ordered phase, where the lipid acyl chains are extended and ordered (Brown & 
London, 1998). Because of the difficulty in packing membrane-spanning helices into the 
ordered lipid environment, some proteins are linked to saturated acyl chains and partition 
well into those microdomains (de Planque & Killian, 2003). Shogomori et al. (2005) found, 
however, that acylation did not measurably enhance microdomain association, and they 
concluded that the acylated linker for the activation of T-cell transmembrane domains had a 
low inherent affinity for cholesterol-enriched microdomains. The possible inferrence is that 
acylation is not sufficient for the targeting of any transmembrane protein and that therefore 
a second mechanism—such as protein-protein interactions for microdomain associations—is 
required (Fragoso et al., 2003), (Cherukuri et al., 2004). 

To conclude, we propose that fatty acids covalently bound to HlyA and membrane 
microdomains are implicated in the hemolysis process. Fatty acids are essential because they 
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induce the exposure of intrinsic disordered regions in the toxin so as to enhance protein-
protein interactions in order to form the oligomer, while the membrane microdomains act as 
platforms for the concentration of the toxin during the oligomerization process. 

 

 
Fig. 5. Interaction of HlyA with DRMs.Thirty µg of HlyA were incubated with 100 µl of 
erythrocyte ghosts for 30 min at 37 °C. Cells were lysed with 1% (v/v) Triton X-100 and 
insoluble cell components separated by sucrose-density-gradient centrifugation. The 
gradient fractions were analyzed by immunoblotting with anti-HlyA antibodies. HlyA was 
present in fractions 3 and 4. Gradient fractions were also analyzed by immunoblotting with 
anti-Flotillin-1 antibodies. Flotillin-1 appears mainly in fractions 3 and 4. ProHlyA was 
incubated under the same conditions as HlyA. The gradient fractions were analyzed by 
immunoblotting with anti-HlyA antibodies. ProHlyA colocalizes with HlyA. 

In summary, fatty acids covalently bound to HlyA induce a molten-globule structure in the 
toxin, exposing intrinsically disordered regions involved in the different steps in the toxin's 
mechanism of action. Fatty acids expose specific regions that induce protein-protein 
interaction in the oligomerization process that takes place within the membrane 
microdomains of erythrocytes. The irreversibility of the toxin's membrane binding 
promoted by fatty acids might result from the formation of the HlyA oligomeric structure 
(Herlax & Bakas, 2003,2007), (Herlax et al., 2009). 

4. Toxin-based theraphy 
Bacterial toxins have been defined as "soluble substances that alter the normal metabolism 
of host cells with deleterious effects on the host" (Schlessinger & Schaechter, 1993). 
Nonetheless, during the last decade, taking advantage of advances in toxin research, 
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investigators have sought ways of obtaining benefits from toxins. In the present section we 
will discuss these toxin-based therapies and the possible relevant use of HlyA. 

4.1 Immunotoxins 

Conventional cancer treatments such as surgery, chemotherapy, and radiotherapy often fail 
to achieve complete cancer remission. Moreover, radiotherapy and/or chemotherapy are 
almost always cause significant—and sometimes long-lasting—side effects. These 
considerations have prompted the development of many new approaches for the treatment 
of cancer. One such example involves the use of immunotoxins (Bernardes et al., 2010). 

The term "immunotoxin" classically refers to chimeric proteins with a cell-selective ligand 
chemically linked or genetically fused to a toxin moiety that can target cancer cells 
overexpressing tumor-associated antigens, membrane receptors, or carbohydrate antigens. 
In the 1970s the first therapeutic agents composed of toxins conjugated to antibodies against 
cell-surface antigens started to emerge as tumor-cell killers (Moolten & Cooperband, 1970), 
(Moolten et al., 1976). Since then, many hybrid molecules consisting of a toxin coupled to a 
specific targeting antibody or ligand were developed, with most of these hybrids being 
directed against tumor cells (Pastan et al., 2007). 

First-generation immunotoxins were prepared by chemically conjugating antibodies to 
natural intact toxin units or to toxins with attenuated cell-binding capability. These 
constructs, however, were heterogeneous and nonspecific both because multiplicities of 
potential sites were available for chemical conjugation and since the presence of the cell-
binding domain on the toxin led to an intoxication of nontumor cells as well. Immunotoxins 
of the second generation were also based on chemical conjugation between the targeting 
moiety and the toxin. Nevertheless, accumulated knowledge on the structure and function 
of the toxins enabled the removal of their native nonspecific cell-binding domain, thus 
generating immunotoxins that were much more target-specific when conjugated to 
monoclonal antibodies. Although more specific and thus better tolerated by animals, 
immunotoxins from this second generation were still chemically heterogeneous, and their 
large size hindered them from penetrating solid tumors. In order to avoid this 
heterogeneity, improve tumor penetration, and reduce production complexity and expense, 
recombinant-DNA techniques were applied in the production of the third-generation 
immunotoxins. In these constructs—mostly produced in the bacterium E. coli—the cell-
binding domain of the toxin is genetically replaced with a ligand or with the Fv portion of 
an antibody in which the immunoglobilin light- and heavy-chain variable regions are either 
genetically linked or held together by a disulfide bond (Shapira & Benhar, 2010). 

Among the bacterial toxins that were used for the construction of immunotoxins, the 
most common were the diphtheria toxin and the pseudomonas exotoxin A, which toxins 
are naturally produced by the Gram-positive, aerobic Corynebacterium diphtheria and by 
the Gram-negative, aerobic Pseudomonas aeruginosa, respectively. Clinical trials with 
different exotoxin A-immunotoxins have already been performed with positive results in 
leukemia and bladder cancer (Kreitman et al., 2001), (Kreitman et al., 2005), (Biggers & 
Scheinfeld, 2008). 

In spite of the promise shown by bacterial toxin-based chimeric proteins, these hybrids still 
present several obstacles that limit their clinical application. The toxin part of the fusion 
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proteins elicits a high degree of humoral response in humans. In addition, in developed 
countries, where people have become immunized against diphtheria, the patient's serum 
will have circulating antibodies against the diphtheria toxin that will result in a 
neutralization of diphtheria toxin-based immunotoxins (Hall et al., 2001). Both the 
Pseudomonas exotoxin and the diphtheria toxin are large molecules and are difficult to 
humanize. At sufficiently high concentrations these fusion proteins lead to symptoms like 
the vascular-leak syndrome and thus exhibit a certain degree of nonspecific toxicity. 

HlyA as a possible candidate toxin for the synthesis of immunotoxins  

Considering all the details of the structure and mode of action of HlyA discussed above, 
we can state that HlyA can be a good candidate for an effective immunotoxin. Although, 
certain additional details about the domains implicated in the binding of the toxin to 
target-cell receptors need to be clarified, we can consider that the domain that comprises 
amino acids 914–936 should be exchanged for the specific antibody (or ligand) chosen for 
interaction with the tumor cell of interest. Perhaps some amino acids within the repeat 
domain that might be involved in the interaction with the ß2-integrins should also be 
removed in the fusion protein. 

The reason for using HlyA in an immunotoxin 

An observation deserving emphasis is that the more relevant effects that HlyA produces 
during an infection are sublytic rather than cytolytic. Among these effects we must bear in 
mind the one related to the modulation of the host-signaling cascades, where HlyA was 
found to produce an inactivation of the PKB (cf. Section 2.4)—a key protein involved in 
several pathways related to host-cell survival, inflammatory responses, proliferation, and 
metabolism (Manning & Cantley, 2007), (Fayard et al., 2005). By inactivating PKB, HlyA is 
able to fine-tune host responses related to the inflammatory- and apoptosis-signaling 
cascades that are initiated during the course of an infection. PKB inactivation is produced 
by an extracellular calcium-dependent, potassium-independent process requiring HlyA 
insertion into the host plasma membrane and subsequent pore formation. Calcium influx 
induces the activation of host-protein phosphatases that dephosphorylate PKB, 
inactivating it and finally inducing host-cell apoptosis. Thus, if a ligand directed at a 
specific tumor-cell receptor is fused with HlyA, that immunotoxin might induce the 
apoptosis of the desired cell. 

The advantage of using HlyA is that the translocation of the immunotoxin into a tumor cell 
is not necessary, only its binding to the membrane where HlyA can insert itself and form the 
pore needed to execute its apoptotic action. Of course, these hypotheses are only 
possibilities that would warrant further investigation. 

4.2 Vaccines 

In recent years, an increase in the development of vaccination technology has taken place, 
but the ideal vaccine has not yet been found. In general terms, there are certain criteria that a 
vaccine must satisfy: it must be capable of eliciting the appropriate immune response; and it 
should be safe, stable, and reproducible (Perrie et al., 2008). 

UTIs caused by UPEC still represent an enormous challenge for the development of vaccines 
targeted to induce an immunity that can either prevent the infectious agent from attaching 



 
Biochemistry 

 

124 

proteins elicits a high degree of humoral response in humans. In addition, in developed 
countries, where people have become immunized against diphtheria, the patient's serum 
will have circulating antibodies against the diphtheria toxin that will result in a 
neutralization of diphtheria toxin-based immunotoxins (Hall et al., 2001). Both the 
Pseudomonas exotoxin and the diphtheria toxin are large molecules and are difficult to 
humanize. At sufficiently high concentrations these fusion proteins lead to symptoms like 
the vascular-leak syndrome and thus exhibit a certain degree of nonspecific toxicity. 

HlyA as a possible candidate toxin for the synthesis of immunotoxins  

Considering all the details of the structure and mode of action of HlyA discussed above, 
we can state that HlyA can be a good candidate for an effective immunotoxin. Although, 
certain additional details about the domains implicated in the binding of the toxin to 
target-cell receptors need to be clarified, we can consider that the domain that comprises 
amino acids 914–936 should be exchanged for the specific antibody (or ligand) chosen for 
interaction with the tumor cell of interest. Perhaps some amino acids within the repeat 
domain that might be involved in the interaction with the ß2-integrins should also be 
removed in the fusion protein. 

The reason for using HlyA in an immunotoxin 

An observation deserving emphasis is that the more relevant effects that HlyA produces 
during an infection are sublytic rather than cytolytic. Among these effects we must bear in 
mind the one related to the modulation of the host-signaling cascades, where HlyA was 
found to produce an inactivation of the PKB (cf. Section 2.4)—a key protein involved in 
several pathways related to host-cell survival, inflammatory responses, proliferation, and 
metabolism (Manning & Cantley, 2007), (Fayard et al., 2005). By inactivating PKB, HlyA is 
able to fine-tune host responses related to the inflammatory- and apoptosis-signaling 
cascades that are initiated during the course of an infection. PKB inactivation is produced 
by an extracellular calcium-dependent, potassium-independent process requiring HlyA 
insertion into the host plasma membrane and subsequent pore formation. Calcium influx 
induces the activation of host-protein phosphatases that dephosphorylate PKB, 
inactivating it and finally inducing host-cell apoptosis. Thus, if a ligand directed at a 
specific tumor-cell receptor is fused with HlyA, that immunotoxin might induce the 
apoptosis of the desired cell. 

The advantage of using HlyA is that the translocation of the immunotoxin into a tumor cell 
is not necessary, only its binding to the membrane where HlyA can insert itself and form the 
pore needed to execute its apoptotic action. Of course, these hypotheses are only 
possibilities that would warrant further investigation. 

4.2 Vaccines 

In recent years, an increase in the development of vaccination technology has taken place, 
but the ideal vaccine has not yet been found. In general terms, there are certain criteria that a 
vaccine must satisfy: it must be capable of eliciting the appropriate immune response; and it 
should be safe, stable, and reproducible (Perrie et al., 2008). 

UTIs caused by UPEC still represent an enormous challenge for the development of vaccines 
targeted to induce an immunity that can either prevent the infectious agent from attaching 

 
E. coli Alpha Hemolysin and Properties 

 

125 

to and colonizing the mucosal epithelium and/or can block the binding and action of 
microbial toxins, such as HlyA (Holmgren et al., 2003). Since the infections by these bacteria 
occur at, or take their departure from, a mucosal surface; a mucosal route of vaccination 
should be selected rather than a parenteral one. 

A significant aspect of immune responses at mucosal surfaces is the production of a 
secretory IgA (S-IgA) and its transport across the epithelium. This S-IgA response 
represents the first line of defence against the invasion by bacterial pathogens. The 
mucosal immune system is an integrated network of tissues, cells, and effector molecules 
that functions to protect the host from those pathogens. Furthermore, mucosal 
lymphocytes exhibit unique homing receptors, the integrins, that recognize ligands 
expressed on mucosal endothelial cells so as to allow their retention within mucosal 
tissues for the delivery of cellular and humoral immune responses (Butcher & Picker, 
1996). Because of the presence of specific interconnected mucosal induction and effector 
sites for eliciting the S-IgA antibody response, the mucosal immune system has been 
shown to be separated from the peripheral immune system. Thus, the induction of 
peripheral immune responses by parenteral immunization does not necessarily result in 
significant mucosal immunity; by contrast, mucosal immunization is capable of inducing 
immune protection in both the external secretions and the peripheral immune 
compartments (Kiyono et al., 1992), (McGhee et al., 1992). 

The induction of immune responses following mucosal immunization is usually dependent 
upon the coadministration of the appropriate adjuvants that can initiate and support the 
transition from innate to adaptive immunity. While a number of substances of bacterial 
origin have been tested as mucosal adjuvants, the most widely used mucosal adjuvants in 
experimental animals are the cholera toxin (CT) and the closely related E. coli heat-labile 
enterotoxin (LT). Both CT and LT consist in homopentamers of cell-binding B subunits 
associated with a single toxically active A subunit. The A subunit enzymatically ADP-
ribosylates the Gs protein of adenylate cyclase leading to an increased cAMP production in 
the affected cells (de Haan & Hirst, 2000). CT and LT can alter several steps in the induction 
of a mucosal immune response. These effects, which alone or in combination might explain 
their strong adjuvant action after oral immunization, include: (1) an increased permeability 
of the intestinal epithelium leading to an enhanced uptake of a coadministered antigen, (2) 
an enhanced antigen presentation by various antigen-presenting cells, (3) a promotion of 
isotype differentiation in B cells leading to increased IgA formation, and (4) complex 
stimulatory as well as inhibitory effects on T-cell proliferation and cytokine production. 
Finally, CT and LT have been shown not only to avoid an induction of oral tolerance but 
also to abrogate additional otherwise efficient regimens producing tolerance induction after 
oral antigen administration (Holmgren et al., 2005). 

A number of studies have examined the activity of LT and CT as mucosal adjuvants in 
vaccines against a variety of bacterial, fungal, and viral pathogens. Representative examples 
include the tetanus toxoid (Xu-Amano et al., 1993),  (Yamamoto et al., 1996), (Cheng et al., 
1999), (Xu-Amano et al., 1994), the inactivated influenza virus (Hashigucci et al., 1996), 
(Tumpey et al., 2001), a recombinant urease from Helicobacter spp. (Lee et al., 1995), (Weltzin 
et al., 1997), (Lee, 2001), and the pneumococcal surface protein A from S. pneumoniae (Wu et 
al.,1997). Many other examples have been reported, and all these studies clearly indicate that 
both LT and CT have significant potential for use as adjuvants for mucosally administered 
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antigens. Nevertheless, both LT and CT are potent enterotoxins, and this property has 
seriously limited the practical use of these molecules (Freytag & Clements 2005). To avoid 
such toxicity, a number of nontoxic mutant derivatives of CT or LT have been proposed 
(Douce G, 1997) (Douce et al. 1998). In particular, single-amino-acid-substitution mutants of 
LT (R7K, S63K and R192G) that lack ADP-ribosyltransferase activity have been shown to 
retain their adjuvant properties (Douce et al. 1995). 

In contrast, because of their size, plasticity, and safety profile in humans, OMVs are attractive 
vehicles for vaccine delivery. OMV vaccines for serogroup-B meningococcal disease, 
consisting in vesicles from Salmonella thyphimurium and Pseudomonas aeruginosa that contain 
surface antigens native to the pathogens have been shown to exhibit immunogenic properties 
(Alaniz et al., 2007), (Bauman & Kuehn, 2006). Two vaccines for serogroup-B meningococcal 
disease currently exist that are formulations comprising bacterial surface antigens that have 
been naturally incorporated into OMVs (Oster et al., 2005), (Feiring et al. , 2006). These OMV-
based vaccines represent a novel system where both the antigen and delivery vehicle are 
derived from the Neisseria meningitidis pathogen itself (Claassen et al., 1996), (Arigita et al., 
2004). Moreover, genetically engineered OMVs offer an attractive possibility for use as easily 
purified vaccine-delivery systems capable of greatly enhancing the immunogenicity of low-
immunogenicity protein antigens without the need for an added adjuvant. 

With the development of controlled-release technologies, the engineering of OMVs emerged 
as a promising strategy for antigen delivery because these vesicles are similar in geometry to 
naturally occurring pathogens and are readily internalized by antigen-presenting cells, thus 
avoiding the complex manufacturing steps required to purify and encapsulate antigens into 
particulate delivery systems such as polymer particles (Singh et al., 2007), immune-
stimulating complexes (Morein et al., 1984), liposomes, proteosomes, and related vesicles 
(Lowell et al., 1988), (Lowell et al., 1988), (Felnerova et al., 2004), (Copland et al., 2005)—all of 
which processes render these approaches economically unfeasible (Ulmer et al., 2006). 

The genetic fusion of the green-fluorescent protein (GFP) as a model subunit antigen with the 
bacterial hemolysin ClyA resulted in a chimeric protein that elicited strong anti-GFP antibody 
titers in immunized mice, whereas immunization with GFP alone elicited no such titers. 
Similar to native unfused ClyA, the chimeric ClyA-fusion proteins were found localized in 
bacterial OMVs, where they retained the activity of the fusion partners, thus demonstrating for 
the first time that ClyA can be used to colocalize fully functional heterologous proteins directly 
in bacterial OMVs. The anti-GFP humoral response in mice immunized with the engineered 
OMV formulations was indistinguishable from the response to the purified ClyA-GFP fusion 
protein alone and was equal to the response to purified proteins adsorbed to aluminum 
hydroxide, a standard adjuvant. Engineered OMVs containing ClyA-GFP were easily isolated 
by ultracentrifugation, thus effectively eliminating the need for a laborious antigen 
purification from cell-culture expression systems (Chena et al., 2010). The retention of 
hemolytic-protein activity indicated that ClyA-antigen fusions maintained their 
conformations. Although no pathologic effects were observed in mice immunized with ClyA, 
a detoxification of the toxin through mutation, truncation, or chemical methods may attenuate 
any possible toxicity while still retaining the hybrid's immunomodulatory capabilities. 

On the basis of all these data, HlyA presents many properties that can be considered when 
designing a vaccine. 
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In contrast, because of their size, plasticity, and safety profile in humans, OMVs are attractive 
vehicles for vaccine delivery. OMV vaccines for serogroup-B meningococcal disease, 
consisting in vesicles from Salmonella thyphimurium and Pseudomonas aeruginosa that contain 
surface antigens native to the pathogens have been shown to exhibit immunogenic properties 
(Alaniz et al., 2007), (Bauman & Kuehn, 2006). Two vaccines for serogroup-B meningococcal 
disease currently exist that are formulations comprising bacterial surface antigens that have 
been naturally incorporated into OMVs (Oster et al., 2005), (Feiring et al. , 2006). These OMV-
based vaccines represent a novel system where both the antigen and delivery vehicle are 
derived from the Neisseria meningitidis pathogen itself (Claassen et al., 1996), (Arigita et al., 
2004). Moreover, genetically engineered OMVs offer an attractive possibility for use as easily 
purified vaccine-delivery systems capable of greatly enhancing the immunogenicity of low-
immunogenicity protein antigens without the need for an added adjuvant. 

With the development of controlled-release technologies, the engineering of OMVs emerged 
as a promising strategy for antigen delivery because these vesicles are similar in geometry to 
naturally occurring pathogens and are readily internalized by antigen-presenting cells, thus 
avoiding the complex manufacturing steps required to purify and encapsulate antigens into 
particulate delivery systems such as polymer particles (Singh et al., 2007), immune-
stimulating complexes (Morein et al., 1984), liposomes, proteosomes, and related vesicles 
(Lowell et al., 1988), (Lowell et al., 1988), (Felnerova et al., 2004), (Copland et al., 2005)—all of 
which processes render these approaches economically unfeasible (Ulmer et al., 2006). 

The genetic fusion of the green-fluorescent protein (GFP) as a model subunit antigen with the 
bacterial hemolysin ClyA resulted in a chimeric protein that elicited strong anti-GFP antibody 
titers in immunized mice, whereas immunization with GFP alone elicited no such titers. 
Similar to native unfused ClyA, the chimeric ClyA-fusion proteins were found localized in 
bacterial OMVs, where they retained the activity of the fusion partners, thus demonstrating for 
the first time that ClyA can be used to colocalize fully functional heterologous proteins directly 
in bacterial OMVs. The anti-GFP humoral response in mice immunized with the engineered 
OMV formulations was indistinguishable from the response to the purified ClyA-GFP fusion 
protein alone and was equal to the response to purified proteins adsorbed to aluminum 
hydroxide, a standard adjuvant. Engineered OMVs containing ClyA-GFP were easily isolated 
by ultracentrifugation, thus effectively eliminating the need for a laborious antigen 
purification from cell-culture expression systems (Chena et al., 2010). The retention of 
hemolytic-protein activity indicated that ClyA-antigen fusions maintained their 
conformations. Although no pathologic effects were observed in mice immunized with ClyA, 
a detoxification of the toxin through mutation, truncation, or chemical methods may attenuate 
any possible toxicity while still retaining the hybrid's immunomodulatory capabilities. 

On the basis of all these data, HlyA presents many properties that can be considered when 
designing a vaccine. 
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Anti- UPEC vaccine: The urinary tract is one of the most common sites of bacterial 
infection. As mentioned above, over half (53%) of all women along with 14% of men 
experience at least one UTI in their lifetime (Griebling, 2005), (Griebling, 2005). E. coli is 
the infectious agent in more than 80% of the uncomplicated UTIs (Marrs et al., 2005), 
(Foxman & Brown, 2003). In addition, the upper UTIs of young children can cause 
permanent kidney damage. An estimated 57% of children with acute pyelonephritis 
develop renal scarring (Lin et al., 2003). 

In recent years, an increase in the antibiotic resistance of UPEC isolates has been observed 
(Bours et al., 2010) that imposed an urgent need for alternative treatment and prevention 
strategies to combat this serious and widespread human pathogen. With this aim, much 
research has been focussed on the development of vaccines to stimulate protective 
immunity against UPEC. In those studies, surface-exposed molecules such as P fimbriae, the 
lipopolysaccharide core, α-hemolysin, and the salmochelin receptor IroN have been utilized 
as antigens for subunit vaccines (Goluszko et al., 2005), (Russo et al.,2003), (O’Hanley et al., 
1991); but the limited success of these strategies prevented any vaccine from being currently 
available. One consideration is that this vaccine has to generate immune responses at the 
level of mucosal surfaces. 

Large-scale reverse-vaccinology approaches offer an alternative to the traditional vaccine 
design through applying genomic and bioinformatic methods to identify novel vaccine 
targets (Pizza et al., 2000). Using this technique, Alteri et al identified a class of molecules 
involved in iron acquisition as vaccine candidates and reported that intranasal 
immunization with this UPEC outer-membrane iron receptor generated an antigen-
specific humoral response to provide protection from UTI (Alteri et al., 2009). The authors 
proposed that the targeting of an entire class of molecules instead a single protein would 
permit the identification of components of a more generally protective UTI vaccine and 
that this strategy could be used in the development of vaccines to prevent infections 
caused by other pathogenic bacteria. During this present year, these same authors, using 
the in-vivo-induced–antigen technology, identified a novel UPEC virulence factor (tosA, a 
gene encoding a predicted repeat-in-toxin family member) that could be useful as a 
potential vaccine target (Vigil et al., 2011). Although this methodology did not identify 
HlyA as a potential candidate for this vaccine, the introduction of that toxin would be 
beneficial. First of all, HlyA has been recognized as one of the main virulence factors 
associated with the pathogenicity caused by UPEC (Wiles, Kulesus and Mulvey 2008); 
second, the toxin induced an immunity response in host organisms (O’Hanley et al., 1991) 
and thus is immunogenic in its native state; third, it can also produce focal leaks in 
intestinal epithelia (Troeger et al., 2007). Focal leaks are small openings within the 
epithelium where bacterial penetration occurs. HlyA induces such focal leaks in a 
proinflammatory environment—those being also induced by the secretion of the cytokines 
TNFα and IL-13. Of relevance to highlight is that HlyA can increase the permeability of 
the intestinal epithelium so as to lead to an enhanced uptake of a coadministered antigen, 
thus acting as both a coadjuvant and an antigen in its own right. The dose that induces 
this effect would naturally have to be extensively investigated. 

HlyA can also be used as adjuvants in any other vaccine design against another pathogen. 
For example, the toxin can be included in any liposomal vaccine in order to facilitate uptake 
though epithelia for the induction of immunity. 
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OMV vaccines: Balsalobre et al (2006) demonstrated that physiologically active HlyA is 
associated with the OMVs produced from E. coli laboratory strains and also from natural 
and clinical isolates. In our laboratory, we found that the unacylated toxin (proHlyA) can 
also be associated with OMVs (Herlax et al., 2010). On the basis of this finding, OMV 
vaccines can be designed by effecting a fusion of the desired antigen with ProHlyA. In this 
way, ProHlyA would direct the exposure of the antigen on the surface of the OMVs without 
inducing any cytotoxic response. An advantage of OMV vaccines is that, because of their 
size and lipopolysaccharide content, they are able to induce an adequate immune response. 

Finally, mention must be made that these hypotheses are just speculative on the basis of 
what is known about the structure and function of HlyA, whose application in toxin-based 
therapy still has to be exhaustively investigated and especially the immune response the 
toxin might evoke. 

5. Conclusion  
E. coli is one of the predominant species of facultative anaerobes in the human gut and in the 
majority of the cases is harmless to the host. These strains are mostly commensals but also 
contain a group called the extraintestinal pathogenic E. coli (ExPEC). Usually the ExPEC are 
also harmless colonizers but under certain circumstances can translocate and cause infection. 
The main virulence factor responsible for this translocation is the HlyA toxin, which pathogen 
is mainly associated with severe UTI but in addition with bacteremia and extraintestinal 
infections. In this chapter an exhaustive description of the toxin has been delineated; including 
its synthesis, maturation, and export from the bacteria. Effects produced by HlyA in different 
target organs have also been discussed. The significance of the maturation process for the toxin 
cannot be understated. The acylation of the protein at two internal lysines gives the toxin its 
virulence, by exposing intrinsic disordered regions that are essential to different steps of the 
toxin's mechanism of action. The further exposure of regions involved in the protein-protein 
interaction within the oligomerization process is responsible for the permeability induced in 
all the target cells, despite the intracellular signal pathway the toxin induces in each specific 
organ. This activation is unique to prokaryotic proteins. 

Based on the already known structural and functional characteristics of HlyA, we might 
speculate about its use in toxin-based therapy. Such therapy is a versatile and dynamic 
research area with a great potential application. Further investigation, however, is required 
in order to improve the efficiency and safety of toxin-based agents. Investments in the 
development of delivery and targeting techniques are definitely needed in order to achieve 
this goal, though the basic research on the structure and mechanism of natural toxins should 
nevertheless not be abandoned. Topics related to HlyA have still to be clarified concerning 
the existence of a toxin-specific receptor in target cells and the domains of the toxin involved 
in its interaction with those putative binding sites. The deeper our knowledge becomes 
about this unique family of secreted polypeptides, the more easily will we be able to harness 
their great potential for our own benefit. 
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1. Introduction 
ERs are members of the nuclear receptor superfamily and have a broad range of biological 
roles, such as growth, differentiation and physiology of the reproductive system (Pearce & 
Jordan, 2004). These enzymes also have roles in non-reproductive tissues such as bone, 
cardiovascular system, brain and liver (Heldring et al., 2007). Until 1996, only one human 
estrogen receptor (ER) was known. That year Kuiper et al. discovered a novel nuclear 
estrogen receptor cloned from rat prostate. The known ER was renamed and called ERα to 
differentiate it from the novel ER, ERβ (Kuiper et al., 1996). The complete human ERβ cDNA 
sequence was published in 1998 by Ogawa et al (Ogawa et al., 1998a).  

1.1 Estrogen receptors and signalling function 

Estrogen receptors are products of distinct genes localized on different chromosomes; 
human ERα is encoded on chromosome 6q24-q27 (Gosden et al., 1986), while the gene 
encoding human ERβ is localized on chromosome 14q22-q24 (Enmark et al., 1997). Despite 
their distinct localization, the gene organization of the two receptors is well conserved. ESR1 
(ERα) and ESR2 (ERβ) genes contain eight exons, separated by seven long intronic 
sequences. As members of the nuclear receptor superfamily, ERs contain 6 regions in their 
protein structure common for all nuclear receptors, namely: A, B, C, D, E and F which form 
functionally different but interacting domains (figure 1). Exon 1 encodes the A/B region in 
ERα and ERβ, exons 2 and 3 encode part of the C region. Exon 4 encodes the remaining part 
of region C, the whole of region D and part of region E. Exons 5 to 8 contain the rest of 
region E and region F is encoded by part of exon 8 [reviewed in (Ascenzi et al., 2006)]. 



 
Biochemistry 

 

142 

Although ERα and ERβ are encoded separately they share a high degree of homology. The 
most conserved domain among ERs is the DNA binding domain (DBD) corresponding to 
the C region, with 96% homology between α and β ER subtypes. The DBD is responsible for 
binding to specific DNA sequences (Estrogen Responsive Elements or EREs) in target gene 
promoter regions. High structure similarity in this region suggests similar target promoter 
sites for both receptors. The A/B region located in the N-terminus of the protein 
encompasses the AF-1 domain responsible for ligand independent transactivation. The AF-1 
domain is the least conserved part among the two ERs with only 30% homology and it is 
functional only in the ERα subtype (Hall & McDonnell, 1999). The C-terminus of the protein 
contains the ligand dependent transactivation domain AF-2, the ligand binding domain 
(LBD) and the homo-/heterodimerization site. Homology between the E/F regions of both 
proteins is only 53%, explaining differences in ligand binding affinities between the two 
receptors. The hinge region localized in the D domain contains the nuclear localization 
signal of the ERs as well as post translational modification sites (Sentis et al., 2005). 
Information on structure/function relationship of this region is very limited and it appears 
to be a variable and not well conserved part of the ERs (only 30% homology).  

 
Fig. 1. Proteomic format, domain structure of human ERα (A) and ERβ (B). Based on  
Matthews  and Gustafsson (Matthews & Gustafsson, 2003). 

Estrogen (E2) binding to the receptor induces the LBD to undergo a conformational change, 
upon which the receptor dimerizes, binds to DNA, and stimulates gene expression (Cowley 
et al., 1997; Katzenellenbogen & Katzenellenbogen, 2000). 

1.2 Estrogen receptor distribution 

The distribution of ERs varies both between and within human tissues (see Table 1). The 
cardiovascular system, brain, and bones express both receptors. ERβ is predominant in the 
male reproductive system. Expression of both ERα and ERβ has been found in all major 
human uterine cell types at every menstrual stage. However, expression varies from cell-type 
to cell-type with expression of ERα mRNA generally being higher than that of ERβ (Matsuzaki 
et al., 1999). Changes in expression of estrogen receptors has been found in certain tumour 
types. Normal mammary tissue in man predominantly expresses ERβ mRNA, whereas most 
ER-positive breast tumours appear to exhibit increased ratios of ERα/ERβ (Leygue et al., 1998). 
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Likewise, an increased ratio of ERα/ERβ mRNA has been demonstrated in ovarian carcinoma 
compared with normal tissue or cysts (Bardin et al., 2004). High concentrations of ERβ have 
also been found within the human gut (Enmark et al., 1997).  

Therefore, the ultimate estrogenic effect of a certain compound on cells or tissues will be 
dependent on the receptor phenotype of these cells or tissues. 

Organ/Tissue Human 
ER subtype Organ/Tissue Human 

ER subtype 

  ERα ER   ERα ER 
Heart   Adrenal  - 
Lung -  Kidney   
Vascular   Prostate -  
Bladder -  Testes -  
Epididymus -  Brain   
Pituitary -  Thymus -  
Liver  - Breast   
Muscle - - Uterus   

Fat - - Endometrium   
Gastrointestinal tract -  Vagina  - 
Colon -  Fallopian tube -  
Small intestine -  Ovary   

Bone       

Table 1. Tissue distribution of ER subtypes in humans. 

1.3 Mechanism of estrogen action 

Estrogens act on target tissues by binding to ERs. These proteins function as transcription 
factors when they are activated by a ligand. Biological action of ERs involves complex and 
broad mechanisms. For the ERs two main mechanisms of action have been described, 
including a genomic and a non-genomic pathway (Figure 2).  

The genomic action of ERs occurs in the nucleus of the cell, when the receptor binds specific 
DNA sequences directly (“direct activation” or classical pathway) or indirectly (“indirect 
activation” or non-classical pathway). In the absence of ligand, ERs are associated with heat-
shock proteins. The Hsp90 and Hsp70 associated chaperone machinery stabilizes the ligand 
binding domain (LBD) and makes it accessible to the ligand. Liganded ER dissociates from 
the heat-shock proteins, changes its conformation, dimerizes, and binds to specific DNA 
sequences called estrogen responsive elements (EREs) in order to regulate transcription 
(Nilsson et al., 2001). In the presence of the natural ligand E2, ER induces chromatin 
remodelling and increases transcription of estrogen regulated genes (Berno et al., 2008). 
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Fig. 2. Mechanisms of estrogen receptor (ER) action. In the direct activation, ERs dimerize 
after ligand binding and attach to the ERE in the promoter of target genes. In the indirect 
activation manner, ligand-bound ER dimers might activate transcription of non-ERE 
containing genes, by binding to other transcription factors (e.g. AP1 or SP1). In the non-
genomic pathway, ligand-bound ERs interact directly with and change the function of 
proteins some of which function as 'second messengers' (SM). ERs can also be activated by 
phosphorylation in the absence of ER ligands (ligand-independent activation). Based on 
Morani et al. 2008 (Morani et al., 2008).  

In the non-classical pathway, AP-1 (DeNardo et al., 2005) and SP-1 (Kim et al., 2003) are 
alternative regulatory DNA sequences used by both isoforms of the receptor, ERα and ERβ, 
to modulate gene expression. In this case, ER does not interact directly with DNA but 
interacts with other DNA-bound transcription factors such as c-Jun or c-Fos, or with other 
proteins (Kushner et al., 2003). Both AF-1 and AF-2 domains of ER are required for the 
interaction with Fos/Jun complex and both receptors differentially affect AP-1 dependent 
genes. In the presence of ERα, E2 works as AP-1 agonist by enhancing activity of the 
proteins at AP-1 sites (Brzozowski et al., 1997), while in the presence of ERβ it antagonizes 
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genomic pathway, ligand-bound ERs interact directly with and change the function of 
proteins some of which function as 'second messengers' (SM). ERs can also be activated by 
phosphorylation in the absence of ER ligands (ligand-independent activation). Based on 
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AP-1 activity (Nilsson et al., 2001). When both receptors are present, ERβ inhibits the action 
of ERα on AP-1 promoters (Matthews et al., 2006). Interactions of ERs with other 
transcription factors might be also selectively modulated by different ligands, such as 
genistein and quercetin, which are not able to stimulate AP-1 dependent transcription 
(Figtree et al., 2003; Schreihofer, 2005). 

Even though ERs are considered transcription factors they can act through non-genomic 
mechanisms. Rapid ER effects were first observed in 1960s when administration of a 
physiological dose of E2 was reported to increase uterine cAMP levels in ovariectomized 
rats within 15 seconds (Szego and Davis, 1967), a time scale that is considered too fast for a 
genomic action. There is still no agreement if receptors responsible for rapid actions of 
estrogens are the same proteins as nuclear ERs or distinct G-protein coupled steroid 
receptors (Funakoshi et al., 2006; Maggiolini et al., 2004; Pedram & Levin, 2006; Warner & 
Gustafsson, 2006). However, a broad range of other rapid pathways induced by E2 has been 
identified so far. Some of these pathways include MAPK/ERK pathway, activation of 
endothelial nitric oxide synthase (eNOS), PLC stimulated IP3 production, calcium influx and 
PI3K/Akt pathway activation (Stirone et al., 2005; Virgili F, 2004; Ascenzi et al., 2006). 
Similarly to non-classic mechanisms of activation, phytoestrogens might affect rapid 
pathways in a different way than E2. Quercetin for example has been shown to fail to 
phosphorylate ERK-2 kinase (opposite to E2) nor did it stimulate transcription of Cyclin D1, 
the transcription of which sometimes depends on rapid ER pathways (Virgili F, 2004). The 
stimulation of eNOS, which plays a role in cardiovascular health effects induced by E2 also 
seems to be regulated differently by phytoestrogens. Rapid activation of eNOS in the 
presence of E2 is dependent on ERα (Simoncini et al., 2005), while both receptors are 
required for prolonged effects. However phytoestrogens do not activate eNOS in a rapid 
manner but seem to activate it through a prolonged, ERβ dependent transcriptional 
mechanism (Simoncini et al., 2005). 

In addition to ligand dependent mechanisms, ERα has ligand independent activity mediated 
through AF-1, which has been shown to be associated with stimulation of MAPK through 
growth factors such as Insulin like Growth Factor – 1 (IGF-1) and Epidermal Growth Factor 
(EGF). Activity of AF-1 is dependent on phosphorylation of Ser 118. A good example of the 
cross-talk between ER and growth factor signalling is phosphorylation of Ser 118 by MAPK 
in response to growth factors, such as IGF-1 and EGF (Kato et al., 1995). The importance of 
growth factors in ER signalling is well illustrated by the fact that EGF can mimic effects of 
E2 in the mouse reproductive tract (Nilsson et al., 2001). 

1.4 Ligand dependent effects and cofactors 

The overall biological effects of E2 and other estrogenic compounds are the result of 
complex interplay between various mechanisms, which largely depend on cellular 
context, ratio between ER subtypes, expression of coactivators in the cell, sequences of 
target EREs but also cross-talk with growth factor pathways and activity of kinases and 
phosphatases. All these factors together enable a precise and targeted response to the 
natural hormone. However a broad range of pathways involved in ER signaling provides 
many points of possible signal modulation by estrogens and estrogen-like compounds 
and small structural changes between different ligands might result in significantly 
different responses.  
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Structural differences in the LBD underlie differences in affinity and transcriptional activity 
of certain ER ligands and provide one of the mechanisms for selective modulation of ER 
responses. ERβ has an impaired AF-1 domain compared with ERα and the necessary 
synergy with AF-2 is dramatically reduced (Cowley & Parker, 1999). These differences 
suggest that it is possible to develop ligands with different affinities, potencies, and agonist 
vs antagonist behavior for the two ER subtypes.  

It has been demonstrated that E2 has higher affinity towards ERα than to ERβ (Bovee et al., 
2004; Veld et al., 2006), and certain selective estrogen receptor modulators (SERMs) might 
exhibit a preference towards one of the receptors (Escande et al., 2006). Plant derived 
phytoestrogens, which are structurally similar to E2 (Figure 3) provide a good example of 
ligand selectivity (Kuiper et al., 1998). Genistein is the major isoflavone present in soy and 
fava beans whereas quercetin is present in red onions, apples, cappers or red grapes among 
others (Kuiper et al., 1998). In vitro studies with reporter gene assays proved that 
phytoestrogens are able to stimulate ERE-dependent genes at high concentrations. Therefore 
they are considered weak ER agonists with the majority of them preferentially binding to 
ERβ (Chrzan & Bradford, 2007; Harris et al., 2005). The main hypothesis on the positive role 
of phytoestrogens in modulation of ER signaling is their higher affinity towards the ERβ 
subtype, which can silence ERα dependent signaling and decrease overall cell sensitivity to 
E2 (Hall & McDonnell, 1999), which is thought to be significant in cancer prevention. 

 
Fig. 3. Chemical structure of estradiol, genistein and quercetin. 

ERs can associate with distinct subsets of coactivators and corepressors depending on 
binding affinities and relative abundance of these factors (Chen & Evans, 1995; Halachmi et 
al., 1994). Several ER coactivators and corepressors have been described (Nilsson et al., 2001). 
Differences between ERα and ERβ in coactivator and corepressor recruitment have also been 
reported (Cowley & Parker, 1999; Suen et al., 1998), and therefore this preferential binding of 
certain coactivators and corepressors to one of the ERs may have consequences for specific 
ligand signalling and the ultimate biological effect elicited by ligand binding.  

NCoR and SMRT corepressors and the p160 family coactivators are widely expressed 
(Horlein et al., 1995; Misiti et al., 1998; Oñate et al., 1995). Low levels of SRC-3 have been 
demonstrated for human proliferating endometrium with increased expression in the late 
secretory phase (Gregory et al., 2002) while overexpression of SRC-3 is frequently observed 
in breast, ovarian, and prostate cancers (Anzick et al., 1997; Gnanapragasam et al., 2001; 
McKenna et al., 1999). Similar expression levels of CBP, p300, AIB1, GRIP1, p300, NCoR, and 
SMRT have been measured for Ishikawa uterine and MCF-7 breast cancer cells (Shang and 
Brown, 2002). High levels of SRC-1 expression are found in Ishikawa cells, and this might 
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correlate with the agonist activity of tamoxifen in this cell line (Shang and Brown, 2002). We 
have seen in our studies (Sotoca et al., 2011), that the T47D breast cancer cells express the ER 
coactivator PRMT1. Recruitment of this coactivator is accompanied by histone methylation 
(Huang et al., 2005; Klinge et al., 2004). Recently, PRMT1 gene expression has been used as a 
marker of unfavourable prognosis for colon cancer patients (Mathioudaki et al., 2008).  

Thus, other signalling events within the cell may affect nuclear receptor transcriptional 
responses via alteration in the expression of certain coregulators, and therefore it is 
predicted that significant differences in coactivator and corepressor expression found in 
various cell and tissue types would be important determinants of specific receptor 
modulator activity.  

In addition, distribution of particular splicing variants of both ERs should be taken into 
account when considering tissue response to estrogens and cofactor recruitment as they 
have differential and sometimes antagonistic properties and their relative abundance might 
significantly influence biological responses to hormones. The main physiological role of ER 
splice variants in breast cancer development is however far from clear and might be a 
crucial determinant for clinical parameters. 

2. ER Isoforms: ERα and ERβ 
Full length ERα and ERβ proteins are approximately 66 and 59 kDa respectively (Ascenzi 
et al., 2006; Fuqua et al., 1999), although as a result of alternative splicing both receptors 
can form different isoforms. ERα has been shown to form over 20 alternative splice 
variants in breast cancer and other tumors (Poola et al., 2000), three of them with proven 
functionality, while at least five ERβ variants have been reported in human 
(Lewandowski et al., 2002).  

The function and physiological significance of all isoforms have not been described so far, 
but some of them are powerful modulators of ER signaling pathways in normal tissues.  

2.1 ERα splice variants 

The two most referenced ERα isoforms that seem to be of particular significance are ERα46 
and ERα36 as they were reported to oppose genomic actions of full length ERα66 (figure 4).  

The ERα46 isoform has been identified in the MCF7 breast cancer cell line (Penot et al., 2005) in 
which it is coexpressed with full length ERα66. The presence of ERα46 has also been confirmed 
in osteoblasts (Wang et al., 2005) and endothelial cells (Figtree et al., 2003). This isoform is 
formed by skipping exon 1 encoding the N-terminus (A/B) and it is devoid of AF-1 activity. In 
contrast with full length ERα66, the truncated isoform ERα46 does not mediate E2 dependent 
cell proliferation and high levels of this isoform have been shown to be associated with cell 
cycle arrest in the G0/G1 phase and a state of refraction to E2 stimulated growth, which is 
normally reached at hyperconfluency of the cells (Penot et al., 2005). Similarly to ERβ, ERα46 is 
a potent ligand-dependent transcription factor containing AF-2 and a powerful inhibitor of 
ERα AF-1 dependent transcription (Figtree et al., 2003). By inhibition of ERα66 dependent gene 
transcription, ERα46 isoform inhibits estrogenic induction of c-Fos and Cyclin D1 promoters, 
which are involved in cell cycle control. Coexpression of ERα46 with ERα66 in an SaOs 
osteoblast cell line results in concentration dependent inhibition of E2 stimulated cell 
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proliferation (Ogawa et al., 1998b), an effect similar to the consequence observed with 
coexpression of ERα with ERβ (Sotoca et al., 2008; Ström et al., 2004). 

The second truncated ERα isoform ERα36 was first described recently (Wang et al., 2005), 
and it has been shown to lack both the AF-1 and AF-2 transactivation functions of full length 
ERα. However it has functional DBD, partial dimerization and LBD domains. ERα36 
contains an exon coding for myristoylation sites, hence predicting an interaction with the 
plasma membrane. Transcription of this ERα36 isoform is initiated from a previously 
unidentified promoter in the first intron of the ERα gene and the unique 27 amino acid C-
terminal sequence is encoded by a novel ERα exon, localized downstream of exon 8 to 
replace the last 138 amino acids encoded by exon 7-8 (Wang et al., 2005).  

 
Fig. 4. Schematic comparison between full length ERα and its most referenced truncated 
isoforms.  

This novel isoform has been cloned from a human placenta cDNA library, which indicates 
that it is a naturally occurring isoform of ERα. With no functional AF-1 and AF-2 ERα36 
does not have any direct transcriptional activity. However, it is a robust inhibitor of full 
length ERα and ERβ dependent transactivation (ZhaoYi Wang et al., 2006). It is mainly 
localized in the plasma membrane and works in a different way than full length protein. 
Even though it lacks transcriptional activity it can activate non genomic ER pathways such 
as MAPK/ERK signaling in response to E2 which is of particular significance in response to 
antiestrogens such as tamoxifen, 4OH-tamoxifen and ICI-182.780 (ZhaoYi Wang et al., 2006). 
As a result of MAPK/ERK pathway activation by E2 and these antiestrogens a signal is 
transduced to the nucleus and consequently Elk1 transcription factor is activated. The effect 
of MAPK/ERK activation mediated by ERα36 is increased cell proliferation in response to 
E2 as well as antiestrogens in doses that shut down transcriptional activity of full length 
ERα and ERβ proteins (ZhaoYi Wang et al., 2006). 

The ERα80 isoform was detected in the MCF7:2A cell line, which is a subclone MCF7 cell 
line derived from long term growth in the absence of E2. This ERα80 isoform was 
produced by duplication of exons 6 and 7 (Pink et al., 1996). No evident function has been 
described so far.  



 
Biochemistry 

 

148 

proliferation (Ogawa et al., 1998b), an effect similar to the consequence observed with 
coexpression of ERα with ERβ (Sotoca et al., 2008; Ström et al., 2004). 

The second truncated ERα isoform ERα36 was first described recently (Wang et al., 2005), 
and it has been shown to lack both the AF-1 and AF-2 transactivation functions of full length 
ERα. However it has functional DBD, partial dimerization and LBD domains. ERα36 
contains an exon coding for myristoylation sites, hence predicting an interaction with the 
plasma membrane. Transcription of this ERα36 isoform is initiated from a previously 
unidentified promoter in the first intron of the ERα gene and the unique 27 amino acid C-
terminal sequence is encoded by a novel ERα exon, localized downstream of exon 8 to 
replace the last 138 amino acids encoded by exon 7-8 (Wang et al., 2005).  

 
Fig. 4. Schematic comparison between full length ERα and its most referenced truncated 
isoforms.  

This novel isoform has been cloned from a human placenta cDNA library, which indicates 
that it is a naturally occurring isoform of ERα. With no functional AF-1 and AF-2 ERα36 
does not have any direct transcriptional activity. However, it is a robust inhibitor of full 
length ERα and ERβ dependent transactivation (ZhaoYi Wang et al., 2006). It is mainly 
localized in the plasma membrane and works in a different way than full length protein. 
Even though it lacks transcriptional activity it can activate non genomic ER pathways such 
as MAPK/ERK signaling in response to E2 which is of particular significance in response to 
antiestrogens such as tamoxifen, 4OH-tamoxifen and ICI-182.780 (ZhaoYi Wang et al., 2006). 
As a result of MAPK/ERK pathway activation by E2 and these antiestrogens a signal is 
transduced to the nucleus and consequently Elk1 transcription factor is activated. The effect 
of MAPK/ERK activation mediated by ERα36 is increased cell proliferation in response to 
E2 as well as antiestrogens in doses that shut down transcriptional activity of full length 
ERα and ERβ proteins (ZhaoYi Wang et al., 2006). 

The ERα80 isoform was detected in the MCF7:2A cell line, which is a subclone MCF7 cell 
line derived from long term growth in the absence of E2. This ERα80 isoform was 
produced by duplication of exons 6 and 7 (Pink et al., 1996). No evident function has been 
described so far.  

Human ERα and ERβ Splice Variants: Understanding Their Domain  
Structure in Relation to Their Biological Roles in Breast Cancer Cell Proliferation 

 

149 

Several other multiple splice variants (ERαΔE2, ERαΔE3, ERαΔE4, ERαΔE5, ERαΔE6, 
ERαEΔ5,7, ERαEΔ7…) as a result of exon splicing deletions have been confirmed in human 
(Poola et al., 2000; Zhang et al., 1996) showing a dominant inhibitory effect in normal ER 
function. A list of selected ERα splice variants and their expression in various breast tissues 
(normal and tumor) and breast cancer cell lines is given in Table 2. 
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ERα36 +   +     (Shi et al., 2009; Lee et al., 2008;  
ZhaoYi Wang et al., 2006) 

ERα46 (or 
ERαΔ1)  +       (Penot et al., 2005) 

ERαΔ2 + + +  +    

(Wang and Miksicek, 1991; Zhang et al., 
1996; Bollig and Miksicek, 2000; Poola 
and Speirs, 2001; Miksicek et al., 1993; 
Poola et al., 2000) 

ERαΔ3 + + + +     

(Wang and Miksicek, 1991; Poola and 
Speirs, 2001; Bollig and Miksicek, 2000; 
Zhang et al., 1996; Koduri et al., 2006; 
Erenburg et al., 1997;  
Miksicek et al., 1993; Fuqua et al., 1993) 

ERαΔ4  +   +   + 
(Pfeffer et al., 1993; Zhang et al., 1996; 
Bollig and Miksicek, 2000;  
Poola et al., 2000; Poola and Speirs, 2001) 

ERαΔ5 + + + + + + + + 

(Zhang et al., 1993; Zhang et al., 1996; 
Bollig and Miksicek, 2000;  
Poola and Speirs, 2001; Zhang et al., 1996; 
Fuqua et al., 1991; Daffada et al., 1994) 

ERαΔ6 +        (Poola and Speirs, 2001; Bollig and 
Miksicek, 2000) 

ERαΔ7 + + + +     

(Wang and Miksicek, 1991; Fuqua et al., 
1992; Poola and Speirs, 2001; Bollig and 
Miksicek, 2000; Fuqua et al., 1992; 
Miksicek et al., 1993) 

ERαΔ5,7 +        (Zhang et al., 1996) 

Table 2. List of selected ERα splice variants and their expression in various breast tissues 
(normal and tumour) and breast cancer cell lines. 
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2.2 ERβ splice variants 

The presence of ERβ isoforms has been confirmed in various human cell lines as well as in a 
broad range of tissues at different levels (Leung et al., 2006; Moore et al., 1998), which 
provides another possible mechanism of tissue-dependent modulation of the ER response. 
Therefore distribution of particular isoforms of both ERs should be taken into account when 
considering tissue response to estrogens as they have differential and sometimes 
antagonistic properties and their differential distribution might significantly influence 
biological response to hormone. 

Different isoforms of ERβ have been described (figure 5) with a variable C-terminus, and 
which were cloned from a testis cDNA library (Moore et al., 1998). At present their 
functional significance is poorly understood. The ERβ isoform whose function has been 
described in most detail of all ERβ isoforms studied is ERβ1, which is a full length protein 
with LBD and active AF-2 domain. ERβ2, 4 and 5 have a shortened Helix 11 and a full 
length Helix 12 is present only in ERβ1 and β2. In ERβ2, Helix 12 has a different orientation 
than in ERβ1 due to the shorter Helix 11. It has been reported that the displaced Helix 12 in 
ERβ2 limits ligand access to the binding pocket. As a consequence of their altered structure, 
ERβ2, 4 and 5 cannot form homodimers and have no transcriptional activity on their own, 
although they have been shown to heterodimerize with ERβ1 upon E2 treatment and 
enhance its AF-2 mediated transcriptional activity (Leung et al., 2006). Studies of interactions 
between different ERβ isoforms with ERα are very limited. However ERβ2 (also named 
ERβcx) was shown to limit DNA binding of ERα66 and inhibit its transcriptional activity in 
similar manner to ERβ1 (Ogawa et al., 1998b). 

 
Fig. 5. Comparison between full length ERβ and it is most referenced truncated isoforms.  

Two new exon-deleted variants were detected in the cancer cell line MDA-MB-231, 
ERβΔ1,2,5  and ERβΔ1,2,5,6 of approximately 35 and 28 kDa, respectively (Treeck et al., 
2008). Both proteins are predicted not to contain AF-1, and to have deletions in the DBD and 
LBD. Therefore, these two variants are expected to be devoid of or have significantly 
reduced ligand-dependent and ligand independent activities, and their expression did not 
affect growth of cancer cell lines tested. A list of selected ERβ splice variants and their 
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expression in various breast tissues (normal and tumor) and breast cancer cell lines is given 
in Table 3. 

Various studies reveal that physiological levels of ERα and ERβ may vary depending on the 
cell or tissue type (Enmmark et al., 1997; Bonkhoff et al., 1999; Makinen et al., 2001; Pearce et 
al., 2004) and as a consequence the biological response to endogenous or exogenous ligands 
can differ significantly. 
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ERβ2 + + + +  + 

(Davies et al., 2004; Zhao et al., 2007; 
Girault et al., 2004; Saji et al., 2005; 
Cappelletti et al., 2006; Leung et al., 
2006) 

ERβ3 +      (Girault et al., 2004) 

ERβ4 +  +  +  (Moore et al., 1998; Girault et al., 
2004; Poola et al., 2005) 

ERβ5 + + + + + + 

(Davies et al., 2004; Girault et al., 
2004; Moore et al., 1998; Fuqua et al., 
1999; Leung et al., 2006; Cappelletti 
et al., 2006) 

ERβΔ2 +   +   (Poola et al., 2002a) 

ERβΔ3 +      (Poola et al., 2002a; Poola et al., 
2002b) 

ERβΔ4 +      (Poola et al., 2002a; Poola et al., 
2002b) 

ERβΔ5 + +  +   (Poola et al., 2002a; Speirs et al., 2000; 
Leygue et al., 1998) 

ERβΔ6 +      (Poola et al., 2002a; Leygue et al., 
1998) 

ERβΔ1,2,5  +  +   (Treeck et al., 2008) 

ERβΔ1,2,5,6  +  +   (Treeck et al., 2008) 

Table 3. List of selected ERβ splice variants and their expression in various breast tissues 
(normal and tumour) and breast cancer cell lines. 
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3. Conclusion 
Cell proliferation in normal developing breast tissue is stimulated by estrogens and 
estrogens may prevent osteoporosis by increasing bone mineral density (Douchi et al., 2007). 
However, as cells can have their own set of ER splice variants that varies in time and 
abundance the estrogen receptor proteins can be expected to have a role in developmental 
regulation depending on splice variant and ligand present. ER splice variants are widely 
expressed in normal, premalignant and cancerous tissues and cell lines [reviewed in (Taylor 
et al. 2010)]. Co-expression of splice variants remains under investigation to understand its 
biological implications. Here, we briefly summarize ER expression and its role in positive or 
negative transcriptional activation in breast cancer. 

Several studies have demonstrated that estrogens stimulate the growth of a large proportion 
of ERα positive breast cancers (Lazennec, 2006; Monroe et al., 2005; Pedram et al., 2006; 
Weitzmann & Pacifici, 2006). Furthermore, a decreased ERβ expression in cancer tissues as 
compared to benign tumours or normal tissues has been reported, whereas ERα expression 
seems to persist (Lazennec et al., 2001, Bardin et al., 2004). Recent progress in cellular 
experiments confirmed that ERβ opposes ERα actions in breast cancer cell lines (Sotoca et al., 
2011; Sotoca et al., 2008; Ström et al., 2004). 

The main roles of ER splice variants in breast cancer development are, however, far from 
clear (Davies et al., 2004; Saji et al., 2005). ERα positivity in breast cancer in vivo is strongly 
associated with more favourable clinicopathological parameters. ERβ positive patients have 
been shown to have favourable prognosis and better survival due to better endocrine-
treatment response compared with ERβ negative breast tumor patients (Davies et al., 2004; 
Saji et al., 2005). 

When bound to estrogens as homodimers, each receptor activates transcription of certain 
target genes bearing a classical ERE in their promoter region. However, estrogen binding to 
ERβ can also inhibit gene transcription via AP-1 sites, while binding to ERα leads to 
activation. Furthermore, when heterodimers are formed, when the two receptors are co-
expressed, ERβ can inhibit ERα function. Given that ER regulates cell proliferation by 
different mechanisms, we summarize (Table 4 and 5) by which molecular characteristics of 
ER this proliferation is driven. 

Full activation of AF-1 in ERα induces cell proliferation in breast cancer cells (Fujita et al., 
2003). AF-1 activity of estrogen-ERβ is weaker compared with that of estrogen-ERα on ERE, 
whereas their AF-2 activities are similar (Cowley & Parker, 1999). In general ERβ has 
antiproliferative effects in breast cancer cells. All ERβ variants have negative effect on ERα 
by heterodimerization and reduce or abrogate both ligand-dependent and ligand-
independent activities. Especially the ERβ2 isoform inhibits ERα-mediated estrogen action. 
In addition, several short ERα isoforms are able to oppose genomics actions of ERβ. 

The most important point is that ERα expression induces significant cell proliferation in the 
absence of ERβ but not the other way around. Cell proliferation is triggered by classical 
genomic and non-genomic pathways. Only the wild type ERα isoform is able to induce 
hormone-dependent proliferation. It has been shown that most of the ER variants do not 
mediate ligand-dependent proliferation.  
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In conclusion, the overall biological effects of E2 and other estrogenic compounds in breast 
cancer cells are the result of complex interplay between various mechanisms, which depend 
on cellular context, balance between ER subtypes, coactivators and corepressors, sequences 
of target EREs but also cross-talk with growth factor pathways and activity of certain 
kinases and phosphatases. All these factors taken together enable response to estrogens or 
antiestrogens. 

Isoform Feature AF-1 DBD LBD AF-2 

ERα66 Wild type form  
Induces cell proliferation + + + + 

ERα46 

Does not mediate E2-dependent proliferation 
Opposes genomic action of ERα66 and ERβ 
Inhibitor of AF-1 dependent transactivation  
Potent AF-2 ligand dependent transcription 
activity  

- + + + 

ERα36 

Opposes genomic actions of ERα66  
Can activate non-genomic ER pathways via 
MAPK/ERK 
No direct transcriptional activity 
Inhibitor of ERα and β dependent 
transactivation  

- + + - 

ERα80 Not described  + + +* +* 

ERαΔ2 No transcriptional regulation - - - - 

ERαΔ3 

Binds ligand  
Dominant negative at ERE 
Interacts with AP-1 sites 
Suppresses E2-stimulated gene expression  

+ - + + 

ERαΔ4 Dominant negative transcriptional effect  + - - + 

ERαΔ5 
Dominant positive transcriptional effect 
Dominant negative at ERE 
Coexpresses with ERα and enhances ERE-Luc 

+ + - - 

ERαΔ7 
Dimerizes with ERα and hERβ   
Binds to ERE 
Dominant negative transcriptional effect 

+ + + - 

Table 4. Summary of ERα mechanism. 



 
Biochemistry 

 

154 

Isoform Features AF-1 DBD LBD AF-2 

ERβ1 Wild type form + + + + 

ERβ2 Dimerizes with ERβ1 and  ERα 
Does not bind ligand + + + - 

ERβ3 Dimerizes with ERβ1 
Does not bind ligand + + + - 

ERβ4 Dimerizes with ERβ1 and  ERα 
Does not bind ligand + + + - 

ERβ5 Dimerizes with ERβ1 and ERα 
Does not bind ligand + + + - 

ERβΔ5 Negative effect on ERβ1 and  ERα + +   

ERβΔ1,2,5 Reduced both ligand-dependent 
and ligand independent activities - + - + 

ERβΔ1,2,5,6 Reduced both ligand-dependent 
and ligand independent activities - + - + 

Table 5. Summary of ERβ mechanism. 
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1. Introduction 
An efficient intercellular communication system is essential to allow the correct functioning 
of multicellular organisms. This necessitates extracellular messengers (hormones, or 
neurotransmitters) as well as receptors , that is, proteins capable of recognizing these 
extracellular messengers and transducing a signal inside the cell. Each cell expresses several 
different types of receptors: signal transduction is both temporally and spatially integrated 
in order to generate the appropriate cellular response to each physiological situation.  

Hydrophobic ligands are able to penetrate inside the cell: they recognize intracellular 
receptors that migrate to the nucleus and regulate protein transcription. Hydrophilic 
ligands, in contrast, are unable to cross the plasma membrane: these extracellular ligands 
recognize transmembrane receptors that then produce intracellular messengers to affect the 
target cell function. Several families of transmembrane receptors are known: some are 
ligand-gated ion channels, and regulate the transmembrane voltage (depolarization or 
hyperpolarisation) or the intracellular Ca++ concentration; others are ligand-activated 
enzymes: some synthetize cGMP, others phosphorylate specific target proteins upon ligand 
recognition; and yet other receptors (known as “G Protein Coupled Receptors” or “GPCRs”) 
activate intracellular trimeric G proteins in response to extracellular signals. These receptor-
activated G proteins in turn activate enzymes responsible for “second messenger” synthesis 
(adenylate cyclase  cAMP, or phospholipase C  Inositol trisphosphate (Inositol(1,4,5)P3 
or “IP3”) and diacylglycerol), regulate ion channels, or activate other (“small”) G proteins. 

2. G protein coupled receptors 
2.1 A few examples  

The human genome contains at least 800 GPCRs, grouped in five main families (Fredriksson 
et al., 2003). One of the best characterized GPCR, rhodopsin, is responsible for vision in the 
dark: it captures photons thanks to its prosthetic group (11-cis retinal), and leads to 
phosphodiesterase activation in retina rod cells. It is extremely abundant in the rod cell 
disks, comparatively easy to purify, and therefore has been very extensively studied for 
many years by biochemists. Other GPCRs allow us to taste and smell, control our appetite, 
fertility, stress, heart rate and breathing, etc. Adrenaline (the stress hormone), histamine 
(allergic reactions), glucagon (glycemia control), but also taste and odorant receptors, 
luteotropic and follicular stimulating hormone receptors (ovule and spermatozoid 
development), etc. recognize GPCRs and induce G protein activation.  
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2.2 GPCR families 

All G protein coupled receptors possess a glycosylated extracellular amino-terminal (N-
term) and an intracellular carboxyl-terminal (C-term) domain, separated by 7 
transmembrane helices (TM1 to TM7) joined by three intracellular (IC1 to IC3) and three 
extracellular (EC1 to EC3) loops (Figure 1).  

 
Fig. 1. Ribbon representation of the X-ray structure of rhodopsin. Left: schematic 
representation of a GPCR, showing the TM helices, intracellular (IC) and extracellular (EC) 
loops. Right: ribbon representation of the crystal structure of rhodopsin (1GZM). The 
prosthetic group, retinal, is covalently bound to a lysine side chain in TM7 (sticks). 

The first and second EC loops are joined by a conserved disulfide bridge. The C-term 
region begins by an intracellular α-helix, H8, which lies horizontally on the plasma 
membrane: it forms an aromatic cluster with a tyrosine side chains from TM7 and 
interacts with the phospholipid head groups through lysine and arginine side chains. The 
7 helices are arranged in a bundle (Figure 1). GPCRs have been identified in animals, 
yeast, plants. They probably arise from a common ancestor (Fredriksson et al., 2003). 
Several hundred putative GPCRs have been identified in the human genome where they 
represent 1-3% of the genes (Fredriksson et al., 2003). The vast majority of GPCRs 
(including most odorant receptors) share “signature” amino acids with rhodopsin (see 
below). They have been grouped in “Family A” (Kolakowski, Jr., 1994) or “rhodopsin-like 
receptor family” (Fredriksson et al., 2003). Other GPCR families do not possess these 
highly conserved amino acids, but share other signature amino acids. For instance, all 
“family B” (secretin-receptor like) receptors possess a typical N-terminal “sushi” domain 
with three conserved disulfide bridges and have very strong sequence homologies in the 
transmembrane domain. Fifteen of these receptors with a comparatively short N-term 
domain (“sushi” domain only) are specialized in recognition of peptide hormones and 
neurotransmitters (glucagon, Growth Hormone Releasing Hormone (GHRH or GRF), 
parathyroid hormone (PTH) and others). 
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The majority of family B receptors possess several additional modules (EGF-like, 
Immunoglobulin-like, etc) before the sushi domain, suggesting that they might function as 
adhesion proteins (Mizuno and Itoh, 2011). Most of these are “orphan” receptors (that is: 
their ligand is unknown) and their ability to activate G proteins has not been proven yet. 
“Family C” receptors recognize amino acids (metabotropic receptors for glutamate and 
GABAB receptors for GABA) or calcium ions, through N-terminal “venus flytrap” domains 
(Jensen et al., 2002; Wellendorph and Brauner-Osborne, 2009). Some of the taste receptors 
also are GPCRs: sweet and “umami” tasting molecules are recognized by “family C” 
GPCRs, and the “bitter” taste, by GPCRs that present very little homology with the other 
GPCRs, and form an additional receptor family (Fredriksson et al., 2003).  

2.3 Conserved residues in “family A” receptors 

Rhodopsin and related receptors possess a few extremely conserved residues in each TM 
helix. In the Ballesteros and Weinstein nomenclature, the most conserved amino acid in each 
TM helix is numbered Xh.50 (where “h” is the helix number): for instance, R3.50 is the most 
conserved amino acid in TM3; D3.49 and Y3.51 are the two conserved amino acids 
immediately preceding and following this arginine.  

Some of these very conserved side chains are involved in structural features, like the 
prolines in helices 5, 6 and 7 that induce kinks in the TM helices. In the different family A 
receptors crystal structures (rhodopsin but also β-adrenergic, adenosine, histamine H3 
receptors), the conserved asparagine of the TM7 NPxxY(x)5-6F motif is part of a hydrogen 
bond network involving TM1, TM2 (D2.50) and TM7, while the tyrosine in this motif 
constrains TM7 in contact with aromatic side chains in the C term helix 8. Other 
conserved side chains play a role in the resting and/or active receptor conformation For 
instance, the arginine of the TM3 “DRY motif” (E/DR3.50Y) at the intracellular end of the 
third transmembrane helix forms in rhodopsin a H bond network with E3.49, E6.30 and T6.34. 
The “ionic lock” R3.50-E6.30 stabilizes the resting state: it is broken up in metarhodopsin II 
(the active rhodopsin conformation). In that structure, R3.50 folds back inside the G protein 
to interact with Y5.58, thereby creating an intracellular binding pocket, able to 
accommodate the G-protein. The ionic lock is less stable in the β-adrenergic receptors 
compared to rhodopsin, and this is perhaps responsible for their detectable constitutive 
activity (ability to activate G proteins in the absence of agonist) (Moukhametzianov et al., 
2011). W6.48 of the CWxP6.50 motif is in very close contact with the agonist ligands, and 
was thought to trip the switch of receptor activation by toggling between different 
rotamer conformations and thereby affecting the position of neighbouring aromatic side 
chains. Although this hypothesis is supported by computational mapping (Bhattacharya 
and Vaidehi, 2010), the toggle is not evident in the metarhodopsin II (Standfuss et al., 
2011; Choe et al., 2011) or β2-adrenergic receptor crystal structures (Rasmussen et al., 
2011b; Rasmussen et al., 2011a). 

3. Trimeric G proteins 
3.1 G protein subtypes and GPCR effectors  

The G proteins that transduce the signal from GPCRs are heterotrimeric (Gαβγ) proteins. 
Some of the mRNAs encoding the Gα subunits are subject to alternative splicing so that 
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sixteen genes encode 23 known Gα proteins: (Birnbaumer, 2007). The Gα proteins are 
anchored to the plasma membrane by N-terminal myristoylation or palmitoylation. They 
can be grouped into four families based upon sequence homologies, and each GPCR has a 
preference for a single Gα or for a single family of Gα subunits. Each Gα subunit regulates 
one or a few effectors (Birnbaumer, 2007):  

 G proteins in the Gs (Gs/olf) G protein family stimulate adenylate cyclase,  
 G proteins in the Gi (Gi/o/t/gust/z) G protein family inhibit adenylate cyclase and/or 

regulate ion channels,  
 G proteins in the Gq/11 (Gq/11/14/15/16) G protein family activate phospholipase C, 
 G proteins in the G12/13 G protein family activate “Guanyl nucleotide Exchange 

Factors” (GEFs) that in turn activate another group of “small” (monomeric) G proteins, 
the Rho G proteins  

The carboxyl-terminal Gα sequence is the major determinant for receptor recognition: 
exchanging this sequence allows the construction of promiscuous chimeric G proteins that 
can be used to drive GPCR coupling to a non-physiological effector (Kostenis et al., 2005).  

There are five known human Gβ and 12 Gγ genes (Birnbaumer, 2007). Most but not all of the 
Gβγ and Gα- Gβγ combinations are allowed. All Gγ subunits are C-terminally prenylated 
(some with geranyl-geranyl, others with farnesyl groups) and carboxymethylated: this helps 
to anchor the Gβγ subunits to the plasma membrane. The C-terminal sequence determines 
the nature of the prenyl group (farnesyl or geranyl-geranyl) modifying the Gγ subunit; both 
the C-terminal sequence and the prenyl group play an active role in the recognition of both 
rhodopsin and phospholipids (Katadae et al., 2008). Although the literature on this subject is 
sparse, there is some evidence that other GPCRs also recognize preferentially specific Gβγ 
subunits (Jian et al., 2001; Kisselev and Downs, 2003; Birnbaumer, 2007). The Gβγ subunits 
recognize and regulate a growing list of effectors, including ion channels, phospholipase C 
(PLC), phosphoinositide-3’ kinase-γ (PI3Kγ), various adenylate cyclase isoforms, etc. 
Different PLC isoforms respond differently to different Gβγ isoforms; and the cardiac ATP-
inhibited inwardly rectifying K+ channel (KirATP) is either inhibited or activated by Gβγ 
depending on the nature of the Gβ subunit (Birnbaumer, 2007).  

3.2 G proteins as (inefficient) GTPases 

G proteins are (poor) GTPases (Birnbaumer, 2007): they hydrolyze GTP slowly to GDP + 
inorganic phosphate, then release GDP extremely slowly. The GDP release and the GTP 
hydrolysis reactions are highly regulated, accompanied by conformation changes, and used 
as molecular clocks.  

Trimeric G proteins are no exception to this rule: GTP binding is necessary to allow transient 
effectors activation (Oldham and Hamm, 2006; Birnbaumer, 2007). As summarized in Figure 
2, the GDP release from trimeric G proteins is accelerated by G Protein Coupled Receptors 
(GPCRs) that function as “Guanyl nucleotides Exchange Factors” (GEFs): they allow GDP 
release, and this is rapidly followed by GTP recognition and dissociation of the two G 
protein subunits. Both subunits can then transiently recognize their respective effectors. The 
GTP hydrolysis reaction (leading to signal interruption) is accelerated by “Regulators of G 
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protein Signaling” (RGS) proteins, that function as “GTPase Activator Proteins” (GAPs) and 
accelerate signal interruption. 

 
Fig. 2. the G protein activation cycle. In the resting state, the G protein is trimeric 
(GαGDPGβγ) and occupied by GDP. GPCRs interact with resting (GDP-bound) G proteins, 
facilitate the GDP release and stabilize an empty G protein conformation. GTP induces the 
dissociation of the two G protein subunits, GαGTP and Gβγ: this allows both subunits to 
recognize and regulate their respective effectors (enzymes, channels or regulators of G 
protein signaling). GαGTP hydrolyses GTP to GDP and the GαGDP complex recognizes Gβγ 
with a very high affinity: the resting trimeric complex reforms spontaneously. GTP 
hydrolysis can be accelerated by “Regulators of G protein Signaling” (RGS) molecules. 

3.3 G protein structures 

The G proteins regulated by GPCRs are heterotrimeric (Birnbaumer, 2007). The three 
polypeptide chains form two independent subunits: the Gα and Gβγ subunits (Figure 3). 
The Gα protein structure can be divided into two domains held together by mutual 
interactions with the guanyl nucleotide: a N-terminal “Ras-like domain” (with strong 
structural homology with the small GTPases, Ras) and a C-terminal α-helical domain 
(Figure 3). In the agonist-receptor-G protein complex, the guanyl nucleotide has dissociated, 
and the helical domain “floats away” from the Ras –like domain (Rasmussen et al., 2011b). 
The Gβ protein “WD repeats” (blue) forms a 7 blades beta-propeller domain, and the Gγ 
protein (green) wraps around Gβ, one of the two small α-helices forming a coiled-coil with 
the Gβ protein α-helix (Figure 3). Gβγ forms a stable complex that cannot be dissociated 
without denaturation but Gα can dissociate from Gβγ upon GTP binding. 

As shown in Figure 4, the conformation of three segments (“switch regions”) of Gα changes 
during the GTPase catalytic cycle (Oldham and Hamm, 2006; Rasmussen et al., 2011b). This 
regulates the interaction of Gα with Gβγ and with its effectors. Switch 2 together with either 
switch 1 or 3 indeed forms part of the Gα – protein binding interface (Figure 5). It 
participates to the recognition of Gβγ, but also of effectors and “Regulators or G protein 
Signaling” (RGS) proteins (Figure 5): the Gα- Gβγ dissociation is essential to allow effectors 
activation by GαGTP.  
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Fig. 3. Ribbon representations of G protein structures. The Gα subunits are presented in 
yellow, the β subunits in blue and the γ subunits in green and the β2-adrenergic receptor, 
in red. GDP and GTP are shown in fuchsia as space-filling structures. From left to right: 
the Gi protein (1GG2), the β2 adrenergic receptor-agonist-Gscomplex (3SN6), the activated 
GαGTP (1GIL) and Gβ1γ2 (1TBG) structures. The latter two structures have been rotated 
separately by approximately 90° compared to GαGDPβγ, to show the different domains 
(center right: the ras-like and α-helical domains of the Gα subunit; far right: a β-propeller 
structure in the Gβ subunit).  

 
Fig. 4. Effect of guanyl nucleotide binding on the Gα subunit conformation. Ribbon 
representation of Gα in different crystallized complexes : the Gα subunit only is shown for 
simplicity; the Gβγ subunit when present would be in front and to the right of the Gα 
subunit. The N-terminal region, when structurally defined (stabilized by interactions with 
Gβγ) is represented by a blue ribbon. Three regions change conformation during the GTPase 
catalytic cycle: “switch 1” is shown in green, “switch 2” in gold, and “switch 3” in red. GDP 
(pink), GTP (yellow) and phosphate (pink) are shown as space filling structures. Left: the 
Gαt subunit in the GαGDPβγ complex (PDB 1GOT); top center: the structure of GαS in the 
ternary complex, HRG (PDB 3SN6), stabilized by a nanobody; right: the structure of the GTP 
analogue GTPγS-activated Gαt (PDB 1TND) and bottom center: the structure of Gαi bound 
to GDP and inorganic phosphate during GTP hydrolysis (PDB 1GIT).  
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Fig. 5. Ribbon representation of Gα subunits in complex with Gβγ or with their effector and 
regulator proteins, showing the side chains that belong to the protein binding site. The Gα 
subunit only is shown for simplicity. The amino acids that belong to the protein binding 
sites of the different Gα structures are shown as space filling. When structurally defined, the 
ribbon (and side chains) that belong to the N-terminal helix are shown in blue, those that 
belong to switch 1 in green, to switch 2 in orange, to switch 3 in red, and to the rest of the 
protein in light grey. Top left: the GDP-bound transducin-Gi chimera showing the 
interaction surface with Gβγ (1GOT); top center: GTP*-bound GαS showing the interaction 
surface with adenylate-cyclase (1CUL); top right: GTP-bound Gαq showing the interaction 
surface with phospholipase-C (3OHM); bottom left:GTP-bound Gα13 showing the 
interaction surface with the Rho GEF, p115 (1SHZ); bottom center: GTP-bound transducin-
Gi chimera showing the interaction surface with the phosphodiesterase inhibitor subunit, 
PDEγ (1FQJ) and bottom right, GTP-bound transducin-Gi chimera showing the interaction 
surface with RGS9 in a complex with PDEγ and RGS9 (1FQK). 

Gβγ is also capable of activating certain effectors. Its binding site for Gα overlaps in part the 
Gβγ-effector and Gβγ- regulator binding sites: the dissociation of GαGTP from Gβγ is 
essential to allow Gβγ to recognize its effectors (Figure 6).  

GTP hydrolysis, rapidly followed by the release of the phosphate ion, modifies the switch 
regions conformation (Figure 4). The conformation change does not only inhibit the Gα-
effector interaction (Figure 5) but also favors Gβγ recognition by GαGDP, thereby also 
inactivating Gβγ (Figure 6). Agonist-bound receptors interact with both G protein subunits 
(Figure 3): the formation of the “ternary complex” is an essential step for G protein 
activation, but the ternary complex Gα subunit is not in the right conformation to activate G 
protein effectors (Figure 3).  
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Fig. 6. Ribbon representation of Gβγ showing the interaction surface with Gα or with 
effectors. Ribbon representation of Gβγ in different crystallized complexes – the Gβ (blue) 
and Gγ (green) subunits only are shown for simplicity. The amino acids that belong to the 
Gα recognition surface (PDB ref 2BCG: top), to the phosducin binding site (1GP2: bottom 
left) or to the kinase, GRK2 binding surface (bottom right : 1OMW) are shown as space 
filling structures, in yellow.  

4. G protein activation kinetics 
Rhodopsin and related receptors catalyze G protein activation (Hamm, 1998): this means 
that each receptor sequentially activates several G proteins by facilitating the release of 
GDP, thereby allowing GTP binding. Rhodopsin does not enter in one of the Enzyme 
Commission “E.C.” subclasses, as it does not catalyze the rupture or formation of covalent 
bond(s). The equations describing the reaction kinetics are nevertheless identical to those 
describing “ping pong” (double displacement) enzyme reaction (Waelbroeck et al., 1997; 
Heck and Hofmann, 2001; Ernst et al., 2007): G protein binding (substrate 1) is followed by 
GDP release (product 1), and GTP binding (substrate 2) is followed by the release of the 
activated G protein (product 2).  

The kinetics of transducin activation by rhodopsin have been analyzed in detail (Heck and 
Hofmann, 2001; Ernst et al., 2007). Rhodopsin recognizes transiently the GDP-bound trimeric 
G protein, transducin, and activates transducin at the diffusion limit (Ernst et al., 2007). The 
physiological concentrations of the two “substrates” (GDP-bound transducin and GTP) are 
close to their respective Michaelis constants, KM. In the case of double displacement 
reactions, it is unfortunately impossible to the individual rate constants of each reaction 
from the kinetic data (KM, Vmax). The [Substrate]/KM ratios at physiological concentrations 
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nevertheless strongly suggest that the concentrations of the four reaction intermediates, Rh*, 
Rh*-GGDP, Rh*-G and Rh*-GGTP (where Rh* is the light activated rhodopsin) are similar 
(Roberts and Waelbroeck, 2004): none of the reaction intermediates accumulates. These 
characteristics are reminiscent of the properties of triose phosphate isomerase and other 
“kinetically perfect enzymes” (Albery and Knowles, 1976): all the reaction intermediates 
have very similar free energies at physiological substrate concentrations and the energy 
barriers separating the different enzyme states are very low, thereby allowing the reaction to 
proceed at the diffusion limit.  

Enzymes accelerate reactions by stabilizing the “transition state”, that is, the state with the 
highest energy along the reaction coordinates. Trimeric G proteins cannot be purified in the 
absence of guanyl nucleotides: they are unstable when empty. As explained below, agonists 
stabilize the agonist-receptor-G protein ternary complex (that includes an empty G protein): 
like enzymes, active GPCRs catalyze G protein activation by decreasing the free energy of 
the transition state, that is, the empty G protein (Waelbroeck, 1999). GTP recognition by the 
G protein destabilizes the ternary complex: this induces activated G protein release - and 
allows the catalytic activation of several G proteins by a single receptor.  

5. Ligand binding studies and the ternary complex model 
Ligands that induce G protein activation are termed “agonists”, and ligands that do not 
affect the receptor activity, “antagonists”. Even at 100% receptor occupancy, some agonists 
have a larger effect than others on G protein activation: the more effective agonists are called 
“full agonists” and the less efficient compounds, “partial agonists”. More recently, it has 
been demonstrated that most GPCRs have the ability to activate (inefficiently) their cognate 
G proteins in the absence of any ligand: this is called “constitutive activity”. Compounds 
that counteract the receptors’ constitutive activity are called “inverse agonists”.  

Agonist binding to GPCRs in the absence of either GDP or GTP facilitates the formation of 
the ternary complex involving the receptor, an agonist, and an empty G protein (Figure 3) 
(Lefkowitz et al., 1976; De Lean et al., 1980; Rasmussen et al., 2011b). This is evident from the 
formation of a high molecular weight “ternary complex” (ligand-receptor-G protein, LRG) 
with a much higher affinity for agonists compared to isolated receptors. Guanyl nucleotides 
(GTP, GTP analogues or GDP) destabilize the G protein interaction with agonist-bound 
receptors by markedly decreasing the G-protein affinity for the receptor. When recognizing 
the high affinity ternary complex, guanyl nucleotides dramatically increase the agonists’ 
dissociation rate, and decrease the receptor affinity for agonists while increasing their 
affinity for inverse agonists (see for instance (Lefkowitz et al., 1976; Berrie et al., 1979)); GDP 
is typically needed in larger concentrations than GTP or GTP analogues. 

The effect of GTP on ligand binding can be used as a measure of the relative stability of 
the ternary complex compared to the binary ligand-receptor complex (Lefkowitz et al., 
1976). Full agonists have a higher affinity in the absence of GTP and inverse agonists have 
a higher affinity in its presence: the effect of GTP on ligand recognition is correlated with 
the ligands’ ability to induce or inhibit G protein activation by the receptor (Lefkowitz et 
al., 1976; De Lean et al., 1980). 

The original ternary complex model (Figure 7: top left) (Lefkowitz et al., 1976) was designed 
to describe ligand binding to GPCRs. It describes the allosteric interactions between the 
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ligand (L) and the G protein (G) recognizing different binding sites on the same receptor (R). 
Guanyl nucleotides were assumed to “prevent” G protein interaction with the receptor. The 
ternary complex model was later completed to the cubic ternary complex model (Figure 7: 
bottom right) (Weiss et al., 1996a; Weiss et al., 1996c; Weiss et al., 1996b). Two receptor 
conformations (R and R*) without and with the ability to activate G proteins respectively are 
assumed to coexist at equilibrium (RR*) in the absence and presence of ligands or G 
proteins. Agonists and G proteins favor the active (R*) receptor conformation while inverse 
agonists stabilize the inactive (R) conformation. As in the ternary complex model, the cubic 
model describes the binding (as opposed to functional) properties of GPCRs; guanyl 
nucleotides are assumed to “prevent” the receptor-G protein interaction. 

 
Fig. 7. The ternary complex model. Top left: the ternary complex model assumes that the 
receptor (R) can interact simultaneously with a ligand (L) and the G protein (G). Agonists 
facilitate and antagonists inhibit the receptor-G protein interaction; the ternary complex 
(LRG) is somehow responsible for transduction of the effect. Bottom right: the “cubic 
ternary complex model” assumes that the receptor can be found in a resting (R) or in an 
active (R*) conformation. G proteins (G) and agonist ligands stabilize R* while inverse 
agonists stabilize the R conformation. R*G and LR*G complexes are responsible for the 
biological effects of the active receptor. 

Both ternary complex models have had a tremendous impact on our vision of GPCR 
function: the agonist-receptor-G protein complex is more and more often considered as “the 
active receptor”. It should be remembered, however, that the ternary complex is certainly 
not “biologically active”: it accumulates only under conditions where the G protein is 
unable to activate its’ effectors (in the absence of GTP), and the G protein conformation in 
the β-adrenergic receptor-G protein complex (Figure 3) is not compatible with GS-adenylate 
cyclase interaction (Figure 5)! The ternary complex model was designed to describe ligand 
binding to the receptors, as opposed to effectors activation. 
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6. “Resting” and “active” receptor structures 
When rhodopsin is illuminated, its conformation passes through a number of intermediates 
(bathorhodopsin (t1/2 50ns), lumirhodopsin (t1/2 50µs), followed by metarhodopsin I and II) 
before releasing the all-trans retinal. Metarhodopsin II is biologically active: it catalyses G 
protein (transducin) activation.  

The three dimensional structure of rhodopsin and several “family A” GPCRs has been 
elucidated by X-ray crystallography in the absence and presence of antagonists, agonists, G 
protein surrogates, or of the trimeric-Gs protein (Choe et al., 2011; Lebon et al., 2011; 
Rasmussen et al., 2011a; Rasmussen et al., 2011b; Rosenbaum et al., 2011; Standfuss et al., 
2011; Warne et al., 2011; Xu et al., 2011). A conserved ionic bond between rhodopsin arginine 
135 (R3.50) (in the conserved E/DRY motif at the intracellular end of TM3) and glutamate 247 
(E6.30) , at the end of the third intracellular loop-TM6 junction tethers rhodopsin TM3 to 
TM6. In antagonist-bound β2-adrenergic receptors this hydrogen bond between the 
conserved arginine and glutamate is not visible in the crystal and β2-adrenergic receptors 
are known to activate slightly their cognate GS G protein even in the absence of agonist; the 
ionic bridge is less stable than in rhodopsin (Moukhametzianov et al., 2011). 

 
Fig. 8. Resting and activated GPCR conformations. Ribbon representation of the IC and 
TM regions of rhodopsin (1GZM), metarhodopsin II (3PXO), metarhodopsin II – Gt C-
term complex (3PQR), antagonist-bound β2-adrenergic receptor (2RH1), agonist-bound β2-
adrenergic receptor (3PDS) and agonist-GS (Cterm) bound β2-adrenergic receptor (3SN6), 
seen from the cytosol. The conserved TM3 arginine (R3.50), TM5 tyrosine (Y5.58) and TM6 
glutamate (E6.30) side chains are shown in red, yellow and blue respectively. The C-
terminal transducin peptide (top right) and the C-terminal region of GαS (bottom right) 
are shown as green ribbons. 
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In contrast with (dark adapted) rhodopsin, a large intracellular binding pocket is present 
between the TM helices of metarhodopsin II (Choe et al., 2011): the distance between the 
conserved arginine (R3.50) at the intracellular end of TM3 (E/DRY motif) and the conserved 
glutamate at the junction between the third intracellular loop and TM6 (E6.30) increases from 
less than 3.3Å in rhodopsin (PDB 1GZM), bathorhodopsin (PDB 2G87) and lumirhodopsin 
(PDB 2HPY) to >15 Å in opsin (PDB 3CAP, 3DBQ) and metarhodopsin II (PDB 3PQR, 3PXO) 
(Figure 8). Arginine R3.50 forms in opsin and metarhodopsin II a strong ion-dipole interaction 
with the conserved tyrosine, Y5.58 in TM5. The G-protein binding pocket is created by the 
rotation of TM 5 and 6. It is large enough to accommodate the C-terminal helix of the 
transducin Gα subunit or of GαS, at almost 40° from the membrane surface (Park et al., 2008; 
Scheerer et al., 2008; Choe et al., 2011) (Figure 8): this movement forces the opening of the GDP 
binding pocket and release GDP from the G protein (Rasmussen et al., 2011b).  

The sixth transmembrane helix (TM6) of the crystallized β1-, β2-adrenergic and adenosine 
A2A receptors remains very close to TM3 even in the presence of agonists (Rasmussen et al., 
2011a; Rosenbaum et al., 2011; Warne et al., 2011); and the conserved E/DRY motif arginine 
folds towards the cytoplasm, in the direction of the conserved TM6 glutamate: the G protein 
binding pocket is unavailable (Figure 8). An open, “metarhodopsin II-like” structure is 
achieved by β2-adrenergic receptors only in the presence of a G protein surrogate or of GS 
(Rasmussen et al., 2011a; Rosenbaum et al., 2011; Rasmussen et al., 2011b): TM5 and TM6 
rotate away from TM3, and the arginine side chain R3.50 toggles away from the IC loop E6.30 
towards the conserved tyrosine, Y5.38.  

6.1 Is the “active receptor” mobile or rigid? 

It is well known that crystallization rigidifies proteins and can lead to selection of an 
unusual conformation stabilized by “within the crystal” (non physiological) protein-protein 
interactions. For instance, opsin and metarhodopsin II conserve the same “opened” 
conformation in the crystal in the absence and presence of a transducin surrogate (Figure 8) 
(Altenbach et al., 2008). Nevertheless, opsin – in contrast to metarhopsin II – has a very low 
ability to activate transducin: it is thus clear that crystallization of opsin “selected” a protein 
conformation with a low probability in intact membranes, stabilized through its contacts 
with other opsin molecules in the crystal.  

X-ray diffraction studies have a tremendous impact on our perception of protein structure: 
they enhance the impression that proteins are rigid molecules with a well defined, stable 
conformation. In addition, the activity of most allosteric enzymes can explained in terms of 
two conformations with very different enzyme activities, stabilized by allosteric enhancers 
and inhibitors, respectively (Monod et al., 1965). This is not an absolute rule, however: some 
enzymes change markedly in conformation upon substrate binding and dissociation – a 
phenomenon known as “induced fit” (Ma and Nussinov, 2010) and this can play an 
important role in enzyme regulation (Heredia et al., 2006; Molnes et al., 2011).  

As suggested above, the ternary complex model had a tremendous impact on the way we 
understand GPCR activation, to the extent that the agonist-receptor-(empty) G protein 
complex is now described as “the” (one and only?) active receptor conformation – despite 
the fact that the Gα subunit conformation in the ternary complex (Figure 3) is not 
compatible with effectors activation. This interpretation was further supported by the initial 
computational mapping of conformational energy landscape of the β2-adrenergic receptor: 
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In contrast with (dark adapted) rhodopsin, a large intracellular binding pocket is present 
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complex is now described as “the” (one and only?) active receptor conformation – despite 
the fact that the Gα subunit conformation in the ternary complex (Figure 3) is not 
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GPCRs and G Protein Activation 

 

173 

preliminary results (Bhattacharya and Vaidehi, 2010) indeed suggested that full agonists-
bound receptors switch spontaneously to a more stable, active conformation very similar to 
metarhodopsin II. Detailed computational mapping in the presence of water and lipid 
molecules of rhodopsin (Provasi and Filizola, 2010) and of the agonist-bound β2-adrenergic 
receptor (Niesen et al., 2011) however indicate that both proteins are flexible and able to 
sample a large number of conformations. In the case of the β2-adrenergic receptor, 
reversible “shearing” movements of TM5-6 relative to TM 1-4 and 7 and “breathing” 
movements (opening and closing of the ligand binding pocket) have been predicted. 

In the case of traditional receptors (including the β2-adrenergic receptor), GTP has a 
tremendous effect on agonists’ recognition: agonists have a significantly lower affinity and 
much greater dissociation rate in the presence of GTP. This suggests that the predominant 
receptor conformation under “functional” conditions (in the presence of GTP) is different 
from the ternary complex conformation (that accumulates in the absence of GTP). I should 
like to suggest that most GPCRs are able to recruit G proteins while in the “closed” (low 
agonist affinity) conformation (Hu et al., 2010), open a G protein binding pocket and force 
GDP release to achieve the “high affinity” (ternary complex) conformation, then return to 
the “closed” conformation upon GTP recognition and activated G protein release. Agonists 
do not only facilitate the transition between the “closed” and “opened” conformations 
described by X-ray diffraction, but also decrease the free energy difference between the 
ternary complex and uncoupled receptors, thereby stabilizing the empty G protein 
conformation and facilitating GDP release, GTP binding. G protein dissociation from the 
receptor is then necessary to complete G protein activation.  

6.2 Partial GPCR activation: Agonist efficacy 

Some compounds seem less efficient than others to activate G protein coupled receptors: the 
rate of G protein activation by agonist-bound receptors varies depending on the ligand. Two 
explanations are usually put forward to account for this very common observation: partial 
agonists might stabilize the same “active” receptor conformation as full agonists but to a 
lesser extent; alternatively, they might stabilize an alternative receptor conformation, not 
quite as appropriate as the conformation induced by full agonists for G protein activation. 
These two explanations are non-exclusive and both explanations might in fact be correct at 
least where β2-adrenergic agonists are concerned (Bhattacharya and Vaidehi, 2010). Indeed, 
while dopamine was predicted to stabilize (less efficiently) the same “opened” receptor 
conformation as norepinephrine, salbutamol was predicted to stabilize a slightly different, 
less opened, receptor conformation. Yet a third explanation has been suggested for 
muscarinic receptors: agonists dissociate from muscarinic receptors with a rate constant 
comparable to the G protein exchange reaction rate. The efficacy of agonists activating M3 
muscarinic receptors was correlated with their dissociation rate constant, suggesting that the 
G protein activation reaction can be aborted prematurely if the agonist dissociates too early 
in the reaction cycle (Sykes et al., 2009). 

7. Do GPCRs function as monomers or dimers? 
GABAB receptors (a “family C” GPCR) function as obligate dimers (Jones et al., 1998; White 
et al., 2002). One of the two subunits is trapped intracellularly by an endoplasmic reticulum 
retention signal; the second forms non-functional homodimers. Upon coexpression, 
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formation of a heterodimer is driven by dimerization of the N-terminal region, and by 
formation of a coiled coil by the C-terminal regions α-helices. This masks the E.R. retention 
signal of the first subunit, and allows the expression of the functional heterodimer at the 
plasma membrane, (Jones et al., 1998; White et al., 2002). Likewise, all other family C 
receptors form heterodimers. 

Rhodopsin, the best known “family A” GPCR, forms quasi crystalline arrays in rod cells disk 
membranes: this led to the suggestion that not only family C receptors but all GPCRs might 
function as homo- or heterodimers. Non-radiative energy transfer between two fluorophores 
(“FRET”) or from a luminescent protein to a fluorophore (“BRET”) can be easily demonstrated 
if the “donor” and “acceptor” molecules are close enough (typically less than 50 Å from each 
other). Chimeric constructs including “donor” and “acceptor” proteins (luciferase, fluorescent 
proteins from jellyfish, etc.) and the protein of interest can be built by molecular biology 
techniques; alternatively, the donor and acceptor fluorophores can be tagged chemically to the 
protein of interest, or to an antibody raised against this protein. BRET and FRET have been 
used to demonstrate not only protein-protein interaction, but also conformational changes of a 
single protein (by tagging for instance the N- and C-terminal of the protein of interest). In 
analogy with “family C” receptors, the vast majority of family A and several family B 
receptors have been shown by BRET or FRET experiments to either dimerize or oligomerize. 
This idea raised a lot of interest, because the potential consequences of dimerization are so 
multiple and important (Milligan, 2009; Milligan, 2010; Birdsall, 2010):  

 Dimerization is essential for “family C” receptor expression at the plasma membrane 
(Temussi, 2009)) and might play a role in several other systems;  

 Dimerization affects the “pharmacology” of some receptors. For instance: the sweet 
taste is sensed by a T1R2-T1R3 heterodimer, while “umami” is detected by a T1R1-T1R3 
heterodimer (Temussi, 2009) (NB. The bitter taste is sensed by a non-family C GPCR, 
the T2R receptor; and salt and acid are recognized by “ligand gated channels” receptors 
(Temussi, 2009)). Likewise, dimerization of some GPCRs (i.e. dopamine, opiate or taste 
receptors) has been shown to alter their pharmacological properties - suggesting that 
their interaction is stable enough to affect the receptor conformation (Milligan, 2010; 
Milligan, 2009). Negative cooperativity has been observed between agonists binding to 
TSH and chemokine receptor dimers (Springael et al., 2005; Urizar et al., 2005)): binding 
of one agonist ligand to the dimer decreased the affinity of the second agonist by 
increasing its dissociation rate.  

 Dimerization may have important functional consequences: a single agonist is sufficient 
for activation of GS by the TSH receptor, but (low affinity) double occupancy of the 
dimer is necessary to support the activation of Gq/11 proteins and of phospholipase C 
(see below). 

 Most if not all GPCRs do not only interact with G proteins, but also with other 
associated proteins, often in an agonist-modulated manner (Magalhaes et al., 2011). Two 
receptors rather than one might be necessary to form optimal interactions with the 
receptor-associated proteins; alternatively, interaction of one subunit in the dimer with 
an associated protein might hinder or prevent the recognition of the second receptor 
subunit by steric hindrance, leading to “half of the sites reactivity”. 

 Several of the receptor-associated proteins act as scaffolds, recruiting in their turn other 
proteins in the vicinity of the receptor and of each other (Magalhaes et al., 2011). 
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Dimerization of the receptors might be necessary to bring together some of the different 
accessory proteins recruited by each monomer. 

It is unfortunately necessary to reassess the presence and consequences of dimerization for 
each receptor of interest: no generalization can be made in this respect. Indeed:  

 Monomeric rhodopsin and β-adrenergic receptors, isolated and reconstituted in high 
density lipoprotein particles, function normally (Whorton et al., 2007; Whorton et al., 
2008); and the receptor associated proteins arrestins, like GRKs, are able to recognize 
one receptor per protein (Hanson et al., 2007; Bayburt et al., 2011).  

 Muscarinic M1 receptors dimerize only transiently: monomeric and dimeric forms are 
present at comparable concentrations in the plasma membrane at equilibrium and 
dimers dissociate rapidly ((Hern et al., 2010); see also (Johnston et al., 2011)). Cross-talk 
between two or more receptors is likely to necessitate strong interactions between the 
different monomers. 

 Muscarinic M3 receptors (McMillin et al., 2011) (and perhaps other receptors: (Johnston 
et al., 2011)) are able to use several dimerization interfaces: this might explain why so 
many different dimerization interfaces have been observed when studying different 
receptors. This does not support the hypothesis that proteins like arrestin, G proteins or 
receptor kinases need a dimer for receptor recognition: the relative position of the two 
receptor monomers would be very important in that case. 

8. Receptor promiscuity and biased signaling 
GPCR “promiscuity” is defined as the ability of a given receptor to activate several different 
effectors (for review: (Hermans, 2003). While most receptors can probably induce parallel 
signaling by the GαGTP and Gβγ subunits (see above), some are capable of activating 
different G proteins; and some use both G protein dependent and G protein independent 
signaling pathways. 

“Biased signaling” refers to the observation that when receptors two or more signaling 
pathways, a few agonists preferentially use only one of the signaling pathways available to 
the other agonists – an observation that suggests that the activated receptor takes different 
conformations, depending on the agonist occupying its binding site. 

8.1 Activation of several G protein subtypes by the same receptors 

Each cell expresses several G proteins, belonging or not to the same family: all these G 
proteins will compete for recognition of each activated GPCR. Most Gi-coupled receptors 
activate several Gi isoforms with variable efficiency; some Gi and GS coupled receptors 
activate in addition Gq/11 G proteins - less efficiently, or only at much higher agonist 
concentrations... Does this reflect a lower (but measurable) affinity of the non-cognate G 
protein, or less efficient activation? 

GPCRs catalyze G protein activation: they should be considered like honorary enzymes. If 
several substrates compete for transformation by the same enzyme, the proportion of 
substrates transformed by the enzyme per minute, at steady state, is proportional to their 
relative substrate concentration over specificity constant ratios, [S]/KS :  
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The equation is extremely similar to the equation describing the competition of several 
ligands for the same receptor: the proportion of receptor occupied by each ligand ([RA] and 
[RB]) is proportional to their relative ligand concentration over dissociation constant ratios: 
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The meaning of “KD” and “KS” is however very different: the dissociation constant, KD = 
1/Kaffinity, is a concentration. It measures the ligand concentration necessary to occupy, at 
equilibrium and in the absence of competitors, 50% of the receptors. The specificity constant 
KS, in contrast is a bimolecular reaction rate constant and measured in M-1sec-1. It measures 
the rate of formation of the “productive complex”, ES† in the absence of alternative 
substrates of inhibitors. 

Multiple G protein signaling has more often been observed in transfected systems, where it 
depends on the receptor expression level (for review: (Hermans, 2003)). Transiently 
expressed α2 adrenergic receptors inhibit adenylate cyclase at low agonist concentrations 
but activate the enzyme at high agonist concentrations (Fraser et al., 1989). Adenylate 
cyclase inhibition but not activation is prevented by Gi protein inactivation by pertussis 
toxin (Fraser et al., 1989): these results indicate that α2 adrenergic receptors are capable of 
activating both Gi and GS. The equations above predict that the relative activation rate of 
“Gi” and “GS” is proportional to their relative concentrations. Activation of GS by α2 
adrenergic receptors is observed only at very high agonist concentrations: this suggests that, 
at very high agonist concentrations, Gi becomes unable to compete for receptor activation: 
in contrast with Gi-GDP, the activated Gi-GTP complex is probably unable to recognize 
agonist-bound α2 adrenergic receptors (Waelbroeck, 2001). 

A few GPCRs are capable of activating several G proteins in physiological settings: the G 
protein specificity is not always “absolute”. Although this is unusual in Family A, some G 
protein coupled receptors can be expressed as related isoforms due to alternative splicing of 
RNA expressed from a single gene or to RNA editing: this may lead to receptor isoforms 
with different abilities to activate G proteins (Hermans, 2003; Bresson-Bepoldin et al., 1998). 
Alternatively, post-translational modifications such as phosphorylation of the receptor may 
alter its G protein specificity: β2-adrenergic receptors activate GS proteins, leading to 
adenylate cyclase and protein kinase A stimulation, then – after phosphorylation by protein 
kinase A – activate Gi proteins (Zamah et al., 2002). The TSH receptor is able to activate G 
proteins from all four families (Allgeier et al., 1997; Laugwitz et al., 1996). Its binding 
properties are compatible with the hypothesis that it forms a stable dimer, and that 
occupancy of the dimer by one TSH molecule decreases the affinity of the second binding 
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site (“negative cooperativity” (Urizar et al., 2005)). While signaling through GS is induced at 
very low TSH concentrations, low affinity occupancy of two binding sites per dimer appears 
to be necessary to drive receptor activation of Gi (Allen et al., 2011). 

8.2 GPCR phosphorylation and desensitization 

Activated rhodopsin (metarhodopsin II) activates the rhodopsin kinase (GRK1), which in 
turn phosphorylates preferentially the activated rhodopsin (Premont and Gainetdinov, 
2007). Both activation to metarhodopsin II and phosphorylation synergistically increase the 
rhodopsin affinity for an adaptor protein, arrestin. This protein competitively inhibits 
transducin recognition by steric hindrance – resulting in rhodopsin desensitization: light 
activated rhodopsin becomes unable to activate transducin and signaling is “arrested”. 

Likewise, ligand-activated GPCRs recognize and activate “GRKs” (G protein coupled 
Receptor Kinases), that in turn preferentially phosphorylate activated GPCRs (Premont and 
Gainetdinov, 2007; Huang and Tesmer, 2011). Most GPCRs are, in addition, targets for 
“second messenger activated kinases”: they possess consensus sequences for protein kinase 
A that is activated in response to the increased cAMP, or for protein kinase C, activated by 
the phospholipase C signaling pathway (cytosolic Ca2+ and diacylglycerol). Receptor 
phosphorylation by these kinases will lead to “heterodesensitization”, since a given agonist 
can induce the desensitization of receptors it does not activate. 

Mammalian cells express seven GRKs: two of them (GRK1 and 7) are found only in rod and 
cone cells in the retina; GRK4 is found mainly in the testes and to a lesser extent in some 
brain regions and in the kidney, and the last four (GRK2, 3, 5 and 6) are ubiquitous (Yang 
and Xia, 2006). They can be subdivided in three subgroups: GRK1 and 7; GRK2 and 3, and 
GRK 4, 5 and 6. The C-terminal region of GRK2 and 3 is longer than in other GRKs and 
possesses a “Pleckstrin Homology” (PH) domain: these two GRKs are cytosolic and 
recruited by Gβγ in response to G protein activation (Yang and Xia, 2006). In contrast, GRK 
1 and 7 are C-terminal farnesylated, GRK4 and 6 are palmitoylated on C-terminal cysteines 
and GRK4-6 have a highly conserved binding site for phosphatidyl inositol 4-phosphate: the 
PH domain and post-translational modifications facilitate the permanent localization of 
these GRKs at the plasma membrane (Yang and Xia, 2006). The N-terminal region of all 
GRKs is similar and important for receptor recognition – GRKs are highly specific in their 
receptor preference (Yang and Xia, 2006).  

Three dimensional structures for at least one representative of the three GRK families have 
been determined by X-ray diffraction (Figure 9). In most structures, the N-terminal region 
(that is essential for receptor recognition) is undefined, and the active cleft is too “open” for 
substrate recognition, suggesting that the kinases usually crystallize in the resting 
conformation. Very recently, GRK6 was crystallized in a form very likely resembling its’ 
active conformation, with a relatively “closed” active cleft (Figure 10): this structure 
probably resembles the active GRK (Boguth et al., 2010). It is characterized by a well defined 
extended N-terminal α-helix, that could easily be fitted – superimposed on the G protein C-
terminal α-helix (Boguth et al., 2010) - in the intracellular pocket formed in the 
metarhodopsin II structure (Figure 10). This would bring the active cleft in close proximity 
to the receptors IC3 and Cter – the two regions that are phosphorylated by GRKs.  
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Fig. 9. Representative X-ray structures of GRKs from the three families. Ribbon structure of 
GRK1 (left: 3C4W), of the GRK2-Gβγ complex (center: 3KRW), and of the presumed “active 
conformation” of GRK6 (right: 3DQB) superimposed on the transducin C-term peptide in 
close apposition with the metarhodopsin II structure (3NYN), to form a hypothetical active 
GRK-receptor complex (according to (Boguth et al., 2010)). The GRKs are shown by a yellow 
ribbon, co-crystallized ATP or ATP analogues in pink to identify the active site; Gβ and Gγ 
is shown in blue and green, respectively, and metarhodopsin II, in light grey. 

Most GRKs are probably able to regulate GPCR signal transduction by phosphorylation-
independent mechanisms. All GRKs have a “Regulator of G protein Signaling (RGS) 
homology” (RH) domain, and GRK2 and 3 have been shown to specifically interact through 
this domain with Gαq family members, thereby blocking their interaction with their effector, 
phospholipase C (see Figure 5). At least some GRKs are able to compete with G protein 
recognition by the activated receptor and/or compete with effector proteins for Gβγ 
recognition (Yang and Xia, 2006). By phosphorylating the receptor, they also increase 
markedly the receptor affinity for “arrestin” molecules that compete with G proteins for 
receptor recognition, facilitate receptor internalization in endosomes, and may serve as 
“scaffold”, allowing “G protein independent signaling” (see below) (Premont and 
Gainetdinov, 2007; Huang and Tesmer, 2011). 

Since GRKs and G proteins compete for the same (active) receptor conformation, the 
sequence of receptor recognition is important: GPCRs should recognize first the G 
proteins, then GRKs. “Sequential” recognition of two ligands is easily explained under the 
assumption that they have different dissociation rate constants (Motulsky and Mahan, 
1984): the ligand with the faster dissociation rate constant will occupy the receptor 
rapidly, then progressively give place to the ligand with the slower dissociation rate 
constant (see Figure 10). 

The most important factor under non equilibrium conditions is the relative dissociation (not 
association) rate constant of the two ligands. This might seem counterintuitive, but can 
easily be explained. Let us first examine the case of two ligands with different affinities due 
to different association rate constants. The lower affinity ligand will be needed in larger 
concentrations to significantly occupy the receptors at equilibrium: its lower association rate 
constant is then automatically compensated by the larger ligand concentration used. (The 
association rate is equal to kon[L], where kon is the association rate constant and [L], the 



 
Biochemistry 

 

178 

 
Fig. 9. Representative X-ray structures of GRKs from the three families. Ribbon structure of 
GRK1 (left: 3C4W), of the GRK2-Gβγ complex (center: 3KRW), and of the presumed “active 
conformation” of GRK6 (right: 3DQB) superimposed on the transducin C-term peptide in 
close apposition with the metarhodopsin II structure (3NYN), to form a hypothetical active 
GRK-receptor complex (according to (Boguth et al., 2010)). The GRKs are shown by a yellow 
ribbon, co-crystallized ATP or ATP analogues in pink to identify the active site; Gβ and Gγ 
is shown in blue and green, respectively, and metarhodopsin II, in light grey. 

Most GRKs are probably able to regulate GPCR signal transduction by phosphorylation-
independent mechanisms. All GRKs have a “Regulator of G protein Signaling (RGS) 
homology” (RH) domain, and GRK2 and 3 have been shown to specifically interact through 
this domain with Gαq family members, thereby blocking their interaction with their effector, 
phospholipase C (see Figure 5). At least some GRKs are able to compete with G protein 
recognition by the activated receptor and/or compete with effector proteins for Gβγ 
recognition (Yang and Xia, 2006). By phosphorylating the receptor, they also increase 
markedly the receptor affinity for “arrestin” molecules that compete with G proteins for 
receptor recognition, facilitate receptor internalization in endosomes, and may serve as 
“scaffold”, allowing “G protein independent signaling” (see below) (Premont and 
Gainetdinov, 2007; Huang and Tesmer, 2011). 

Since GRKs and G proteins compete for the same (active) receptor conformation, the 
sequence of receptor recognition is important: GPCRs should recognize first the G 
proteins, then GRKs. “Sequential” recognition of two ligands is easily explained under the 
assumption that they have different dissociation rate constants (Motulsky and Mahan, 
1984): the ligand with the faster dissociation rate constant will occupy the receptor 
rapidly, then progressively give place to the ligand with the slower dissociation rate 
constant (see Figure 10). 

The most important factor under non equilibrium conditions is the relative dissociation (not 
association) rate constant of the two ligands. This might seem counterintuitive, but can 
easily be explained. Let us first examine the case of two ligands with different affinities due 
to different association rate constants. The lower affinity ligand will be needed in larger 
concentrations to significantly occupy the receptors at equilibrium: its lower association rate 
constant is then automatically compensated by the larger ligand concentration used. (The 
association rate is equal to kon[L], where kon is the association rate constant and [L], the 
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ligand concentration). In contrast, if the two ligands have different affinities because of 
different dissociation rate constant: the larger dissociation rate constant of the low affinity 
ligand cannot be compensated by the larger ligand concentrations used to occupy the 
receptor at equilibrium: the dissociation rate, koff[LR] does not depend on the free ligand 
concentration. In order for the G protein, GRKs (and arrestin) to recognize sequentially the 
receptors, it is therefore necessary and sufficient that they have a different dissociation rate 
constants from the receptor. This is not a problem, as a very rapid G protein dissociation 
from the receptor is also necessary to allow receptor recycling and efficient catalytic 
activation of the G proteins… 

 
Fig. 10. Competitive binding of two ligands to the same receptor as a function of time. 
Ligand A (full line) has a kon=108M-1min-1, koff = 1 min-1 and is present at a concentration of 
100 nM (10 KD); it will occupy 24% of the receptors at equilibrium in the presence of ligand 
B. Ligand B (hatched line), has the same kon = 108min-1M-1, a lower dissociation rate (koff = 
.0.1 min-1) and is present at a concentration of 30 nM (30 KD): it will occupy 73% of the 
receptors at equilibrium, in the presence of ligand A.  

8.3 Arrestin recognition by GPCRs 

All mammalian cells express at least one of the four “arrestins”: rod and cone cells from the 
visual system express arrestins 1 and 4, respectively; arrestins 2 and 3 (also known as β-
arrestin 1 and 2) are ubiquitously expressed. These proteins recognize and are activated by 
multi-phosphorylated, activated GPCRs: arrestin (arrestin 1) is specific for rhodopsin, 
arrestin 4, for the iodopsins, and arrestins 2 and 3 recognize most if not all GPCRs. 
Phosphorylation and receptor activation synergistically enhance rhodopsin-arrestin 
interactions: light activated rhodopsin and resting but phosphorylated rhodopsin have a 10-
100 fold lower affinity for arrestin, and rhodopsin does not detectably interact with arrestin 
1. β-arrestin binding to “traditional” GPCRs is affected more by phosphorylation than by 
agonist binding (Gurevich et al., 1995). 

All known arrestin 3D structures are rather similar to visual arrestin (Figure 11). They can be 
subdivided into two concave β-sheet domains held together by a hinge region, an ionic 
bridge network between two arginine and three aspartate side chains (center of the structure 
on Figure 11), and by interactions between the C-term tail, the first N-term β strand and the 
α helix (left of Figure 11).  
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Fig. 11. The visual arrestin 1 crystal structure 1CF1. The N-terminal lobe is shown on the left, 
and the C-terminal lobe on the right. They are joined by a single random coil stretch 
(yellow) but held together through ionic interactions between buried arginine (blue) and 
aspartate (red) side chains, and by close contacts of the first N-terminal β-sheet stretch and 
α-helix with a C-terminal β-sheet stretch (orange). The two lysine side chains that are 
important for preferential phosphorylated>non-phosphorylated (light activated) rhodopsin 
recognition are shown in orange (left).  

Each of the two arrestin domains is large enough to interact with a rhodopsin monomer 
(Figure 12). Even though visual arrestin forms a one to one complex with rhodopsin both in 
vitro (Bayburt et al., 2011) and in vivo (Hanson et al., 2007), several side chains covering both 
domains are implicated in rhodopsin recognition or rhodopsin – GPCR discrimination 
(Bayburt et al., 2011; Vishnivetskiy et al., 2011; Skegro et al., 2007) (Figure 12). This indicates 
that arrestin undergoes a significant conformation change when it recognizes the 
phosphorylated receptors. This is confirmed by the observation that the arrestin sensitivity 
to proteolytic degradation increases upon GPCR recognition, and that the intramolecular 
BRET between the N- and C-terminal region of a luciferase–arrestin–Yellow Fluorescent 
Protein (YFP) construct is markedly affected by arrestin recognition of agonist-bound 
receptors (Shukla et al., 2008). 

At least two rhodopsin Ser/Thr must be phosphorylated to allow arrestin interaction with 
metarhodopsin; three phosphates support stronger arrestin binding, and heavier 
phosphorylation promotes arrestin binding , in addition, to neighbouring dark (inactive) 
rhodopsin and to phospho-opsin, two unpreferred rhodopsin forms (Vishnivetskiy et al., 
2007). Likewise, β-arrestin recognition increases mainly in response to multi-
phosphorylation of the GPCRs C-terminal or IC3 sequence rather than in response to agonist 
binding (Gurevich et al., 1995; Oakley et al., 2000). “Phosphoserine/phosphothreonine rich” 
patches are necessary for stable, high affinity arrestin recognition (Oakley et al., 2001). 
GPCRs that present patches of phosphorylated Ser/Thr residues (angiotensin II type 1A, 
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neurotensin 1, vasopressin V2, thyrotropin-releasing hormone and substance P receptors) 
have a high affinity and do not discriminate the arrestin 1, 2 and 3 isoforms; they are rapidly 
internalized and recycle inefficiently or not at all. In contrast, β2-adrenergic, µ opioid, 
endothelin type A, dopamine D1A, and α1b adrenergic receptors (with separate 
phosphorylated Ser/Thr residues) have a low affinity for β-arrestin 2 (arrestin 3), an even 
lower affinity for β-arrestin 1 (arrestin 2) and do not detectably recruit arrestin 1. Upon 
internalization, these receptors are rapidly dephosphorylated and recycled to the plasma 
membrane (Oakley et al., 2000).  

  
Fig. 12. Arrestin 3 (β-arrestin 2), close to opsin structure. Grey ribbon: arrestin 3 ribbon 
structure structure (1JSY), showing some of the side chains that are immobilized upon dark 
phosphorhodopsin recognition (light green), involved in the discrimination of light 
activated phosphorhodopsin from carbachol-activated phosphorylated M2 muscarinic 
receptor (yellow) or necessary for recognition of the phosphoserine/threonines (tan) 
(Vishnivetskiy et al., 2011). Green ribbon: opsin structure 3CAP is shown for size 
comparison. 

Arrestins change conformation upon receptor recognition (Shukla et al., 2008) and behave as 
receptor-dependent “scaffold proteins” bringing together a number of other proteins (for 
review: (Premont and Gainetdinov, 2007; DeFea, 2011)). Some of their binding sites are 
shown in Figure 13. 

Several β-arrestin scaffolds have been identified: this protein can recruit either MAP kinase 
partners, PI3Kinase or Akt, phosphodiesterase of actin assembly proteins scaffolds when 
bound to activated, phosphorylated receptors (DeFea, 2011). The different binding sites are 
very close (Figure 13): only some well-defined complexes can be formed or dissociated in 
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response to agonist-receptor recognition by arrestin. The factors determining which complex 
is formed in response to a given receptor are still elusive.  

 
Fig. 13. Scaffolding sites on arrestin. Top: 3 arrestin 3 structure 3P2D The Proline-rich 
regions that allow SH3 domains recognition are shown in fuchsia, the PIP2 binding site, in 
blue and side chains essential for β-adaptin binding, in green. The clathrin recognition site 
LφxφE is in the hatched (unstructured) region. R307, that is essential for cRaf1 recognition, 
is shown in light blue. Bottom : arrestin 2 structure (1JSY) showing the partially overlapping 
Ask1 and MEK binding regions (kaki), the MKK4 (dark green), PDED5 (light green), ERK2 
(fuchsia) binding sites, and the partially overlapping Akt and clathrin binding sites (light 
blue) (according to (DeFea, 2011)). 
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1. Introduction 
The idea that G-protein-coupled receptors (GPCRs) may generate or modify various 
functions as dimmers or higher-order oligomers is now generally accepted. Significant 
numbers of GPCRs exit as heteromeric assemblies (refered to as hetero-oligomerization), 
generating novel functions for ligand binding and second messengers, and in turn creating 
unique receptor trafficking systems for pharmacological profiles (Angers et al., 2002, 
Bulenger et al., 2005). This is also true of the purinergic receptor family. Over recent years, 
we have explored many biochemical and pharmacological aspects of this particular family 
via hetero-oligomerization between metabotropic (i.e. G protein-coupled) purinergic 
receptors (particularly between P1 and P2), in which the agonists are metabolites playing 
important role in the purinergic signaling cascade. 

Purines such as adenosine triphosphate (ATP), via their specific P1 and P2 receptors, 
mediate a variety of physiological processes including pathophysiology, neurotransmission, 
neuromodulation, pain, cardiac function, immune responses and almost every aspect of 
development (Abbracchio et al., 2009; Burnstock, 2007; Burnstock, 2008; Ralevic et al., 1998). 
P1 receptors are further sub-classified into A1, A2A, A2B and A3 sub-types, all of which are G 
protein-coupled receptors (GPCRs). The adenosine A1 receptor (A1R) is known to regulate 
Ca2+/K+ channels, adenylate cyclase, and phospholipase C by coupling to Gi/o proteins 
(Ralevic et al., 1998). The P2 receptors can be further sub-classified into ligand-gated ion 
channel-type P2X(1-7) receptors, and G protein-coupled P2Y(1, 2, 4, 6, 11, 12, 13, 14) receptors. P2Y2R-
specific pharmacology (induction of Ca2+ release) has been analyzed in detail using CHO-K1 
cells (Mehta et al., 2008). In hippocampal astrocytes, P2Y1R- and P2Y2R-mediated Ca2+ 
responses differentially show two forms of activity-dependent negative feedback of synaptic 
transmission via the phospholipase C beta-IP3 pathway (Fam et al., 2003). P2Y2 R modulation 
of pain responses has also been reported (Molliver et al., 2002). Today, homo- or hetero-
oligomers of many kinds of GPCRs have been reported (Bouvier, 2001) and the hetero-
oligomerization of GPCRs affects various aspects of receptor function, including the 
alteration of ligand-binding specificity and cellular trafficking. We previously demonstrated 
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that A1R associates with P2Y1R in co-transfected HEK293T cells and in rat brain 
homogenates, whereby a P2Y1R agonist stimulates A1R signaling via Gi/o (Yoshioka et al., 
2001, Yoshioka et al., 2002). Furthermore, in co-transfected HEK293T cells, hetero-oligomers 
display unique pharmacology whereby simultaneous activation of the two receptors 
attenuates A1R signaling via Gi/o, but synergistically enhances P2Y2R signaling via Gq/11 
(Suzuki et al., 2006). Because A1R are widely expressed in the brain (Yoshioka et al., 2002), it 
is likely that these receptors also associate directly in situ; however, direct evidence of their 
oligomerization or precise co-localization in brain has yet to be demonstrated. In our 
laboratory, we are developing a new method, immunogold electron microscopic 
observation using different sized-immunogold particles enable visualize the oligomerization 
of A1R and P2Y2R (Namba et al., 2010). The aim of the study was to determine whether A1R 
and P2Y2R associate with each other in the rat brain by looking for receptor complexes with 
immunogold electron microscopy (IEM). This method also provides information concerning 
the localization and density of GPCR monomers and oligomers expressed in transfected 
cells, that are also applicable to tissues such as brain. 

In this chapter, we describe both pre- and post-embedding electronmicroscopic techniques 
to identify cells or tissues expressing GPCRs utilizing differently-sized immunogold 
particles, and review IEM quantification as an efficient approach to analyze two specific 
types of data. One data set represents the classification of receptor formations. A1R and 
P2Y1R (P2Y2R) produce five receptor formations which are made up of monomers (A1R, 
P2YR), homo-oligomers (A1R- A1R, P2YR- P2YR) and hetero-oligomers (A1R-P2YR). The 
second dataset describes the estimation of receptor expression levels by counting 
immunoreactive immunogold particles at the cell surface. 

Establishing specific expression patterns of GPCRs at the ultrastructural level, and 
detecting homo- and hetero-oligomers  of GPCRs in both co-transfected cultured cells and 
tissues, will enable us to visually understand some of the phenomena underlying signal 
transduction signalling pathways operating via GPCRs in a heteromeric dependent 
manner. It is widely accepted that drug discovery targets for rapid remedies are likely to 
be specific receptors expressed upon the cytoplasmic membrane. In order to establish the 
precise effects of new drugs, the expression patterns and expression level of A1R and 
P2Y1R (P2Y2R) represent significant factors to be considered, especially with regard to 
their association with cross-talk systems. 

2. Immunostaining of GPCRs in transfected HEK293T cells and brain 
sections 
Double immunofluororescence microscopic methods is now generally employed for 
studying the co-localization of GPCRs in transfected cells. Transient transfection using 
HEK293T cells with epitope tagged-receptors (Hemagglutinin: HA- or Myc-) in expression 
plasmids has been performed routinely in our laboratory (Yoshioka et al., 2002; Nakata et al., 
2006). Before commencing immunogold electron microscopy, we routinely analyse, the 
subcelluar distribution of HA-A1R and Myc-P2Y1R (P2Y2R) in co-transfected cells by 
immunocytochemistry and confocal laser microscopy (Yoshioka et al., 2001; Namba et al., 
2010). Confocal imaging of co-localized GPCRs provides highly detailed information 
regarding their co-localization upon cellular organelles, an important feature for the 
subsequent analysis of co-localization in ultrastructural images obtained by transmission 
electronmicroscopy. If two genes are co-localized at specific cellular organelles, then there is 
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a much higher probability of hetero-oligomerization. Thus, confocal images of co-
localization between A1R and P2Y1R provide an important opportunity to determine 
whether immunoelectronmicroscopy is possible.  

2.1 Results: Co-localization of A1R and P2Y1R (P2Y2) in transfected HEK293T cells 

Confocal imaging for studying the GPCRs using transfected HEK293T cells is the most 
common method of co-localization of GPCRs. In our laboratory, the co-localization of A1R 
and P2Y1R (P2Y2R) in co-transfected HEK293T cells has been examined by the double 
immunostaining of HA-A1R and Myc-P2Y1R (or HA-A1R and Myc-P2Y2R) in order to 
compare localization pattern. Confocal images of co-transfected HEK293T cells double 
labeled for HA-A1R (red) and Myc-P2Y2R (green) are shown in Fig.1. As co-localization 
occurred upon the plasma membrane, this data supports the heteromeric association of A1R 
and P2Y2R. A similar pattern of co-localization for A1R and P2Y2R has been demonstrated in 
rat brain sections as shown in Fig.2. 

 
Fig. 1. Co-localization of A1R and P2Y2R. A-C. Confocal images of double immunostained 
HA-A1R (A; red), Myc-P2Y2R (B; green), and their merged images (C; yellow) in co-
transfected HEK293T cells. The co-localization of HA-A1R and Myc-P2Y2R is evident at the 
cell surface membrane (C; small arrow). White bar = 50 µm (A-C). Confocal images of 
double immunofluorescence for HA-A1R (D; red), Myc-P2Y2R (E; green), and their merged 
images (F; yellow) in co-transfected HEK293T cells are also obtained. Co-localizations of 
A1R and P2Y1R (F) was detected upon the cell surface membrane, but was not as evident 
upon inner cellular membranes (F; arrow). Cyan bar = 10 µm (D-F). Fluorescent images were 
obtained via confocal laser scanning microscopy (Zeiss LSM410, Carl Zeiss, Oberkochen, 
Germany) at two levels: 30-µm(A-C), and 15-µm(D-F). At each level, serial images were 
collected at 1-µm intervals through a total sectional thickness of 40-µm. Serial optical 
sections were recorded using an air objective lens of (20 X and 40X, numerical aperture; 0.6). 
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Both receptors were localized predominantly upon the cell surface and cytosolic membranes 
(Fig. 1. A,B). Merged images showed co-localization mainly in cell membranes (Fig. 1. C.). 
Our negative controls showed no positive signals in non-transfected HEK293T cells, 
indicating that the immunoreactivity observed in Fig. 1 was specific to the expressed 
receptors (data not shown). 

2.2 Results: Immunohistochemical studies in rat brain 

We examined the expression of A1R and P2YR in brain using using immunohistochemistry 
(Yoshioka et al., 2002, Namba et al., 2010). Prominent staining of A1R and P2Y2R were 
observed, particularly in Purkinje cells (Fig. 2A-C). Expression was predominantly restricted 
to cell bodies and neuronal dendrites. Importantly, co-localization of A1R and P2Y2R was 
observed in cell bodies within the cerebellum, but was detected within the nucleus of 
Purkinje cells. 

 
Fig. 2. Confocal images of double immunofluorescence stained A1R (A; green), P2Y2R (B; 
red), and their merged images (C; yellow) in Purkinje cells. Mol: cerebellar molecular layer, 
Gr: cerebellar granule cell layer. Co-localization of A1R and P2Y2R (C; yellow) were detected 
in the soma of the Purkinje cells (arrows). Bar = 50 µm. Fluorescent images were collected 
via confocal laser scanning microscopy (Zeiss LSM410, Carl Zeiss) and each 10-µm optical 
slice consisted of a stack of of 20 sections (0.5-µm thick). Serial optical sections were 
recorded using an air objective lens of (40X, numerical aperture; 0.6). 

3. Pre and post-embedding immunogold electron microscopy of transfected 
HEK293T cells 
The monomeric- or hetero-oligomerization of intrinsic GPCRs cannot be ascertained by 
immunoelectronmicroscopic examination of brain tissues alone. Data concerning the hetero-
oligomerization of GPCRs in brain tissues is typically acquired from three experimental 
phases. The first phase involves immunoelectronmicroscopic data acquired from pre-
embedding methods and gene transfected cells. This provides important information as to 
whether hetero-expressed GPCRs can oligomerize or not. In other words, this method 
compares the expression patterns and co-localization of differently-sized immunogold 
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particles using transfected- or non transfected-cells, yielding data that can determine the 
occurrence of GPCR hetero-oligomerization when using the same antibodies and 
immunoreactive conditions. Additionally, a particular advantage of using pre-embedding 
methods is that native antigenicity is maintained. The second phase is to acquire data from 
gene transfected cells using post-embedding methods. The reason why 
immunoelectronmicroscopic observation of tissues is applied with post-embedding methods 
is because it is difficult for a specific epitope anti-body to penetrate into the cytoplasmic 
region of tissue cells. Before experimenting on tissues, it is important to confirm patterns of 
immune-reaction with transfected cells using post-embedding methods in order to form 
positive controls for specific tissues. The last phase is to acquire data from tissues using 
post-embedding methods. It is suggested that the hetero-oligomerization of GPCRs in 
tissues would be very precise as an oligomer of different-sized gold particles in a given case 
of comparative data from single transfected GPCRs and co-transfected GPCRs. 

3.1 Results: Immunogold electron microscopic observations of HA-A1R and Myc-
P2Y2R expressed in transfected cells 

In our laboratory, we examined the cellular localization of HA-A1R/Myc-P2Y2R in co-
transfected HEK293T cells using post-embedding methods, anti-HA or anti-Myc IEM (Figs. 
3A-D) (Namba et al., 2010). Immunogold particles were localized individually or in clusters, 
indicating that both HA-A1R and Myc-P2Y2R form monomers and homo-oligomers. 
Specificities of the gold-labeled anti-HA and anti-Myc antibodies were demonstrated by 
incubating A1R-transfected HEK293T cells with a mixture of both antibodies. Data showed 
that only A1R-labeled particles were present (Fig. 3A). No significant patterns were detected 
with either anti-HA and anti-Myc antibodies in mock-transfected HEK293T cells or with 
only secondary alone (i.e., no primary antibodies) in HA-A1R-transfected HEK293T cells 
(data not shown). Also, when Myc-P2Y2R-transfected HEK293T cells were incubated with 
both anti-HA and anti-Myc antibodies, we detected single particles (monomers) scattered all 
over the cells (Fig.3B). Another control for hetero-oligomerrization, HA-A1R-transfected 
HEK293T cells incubated with both anti-HA and Myc-P2Y2R, we observed all over the cells 
(Fig. 3D, inner cellular site). In HEK293T cells co-transfected with both HA-A1R and Myc-
P2Y2R, clusters of different-sized particles were observed mainly at the cell surface (Fig. 3C) 
suggesting the formation of hetero-oligomers. 

We would also like to introduce another means of investigating the cellular localization of 
anti-A1R/anti-P2Y1R in co-transfected HEK293T cells using post-embedding methods. 
Using mouse anti-A1R or rabbit anti- P2Y1R antibodies, hetero-oligomeric gold particles 
were clearly observed, predominantly at the cell surface (Fig.3C). This pattern concurred 
with patterns defined using pre-embedding methods and gold-labeled anti-HA and anti-
Myc antibodies. The frequency of A1R and P2Y1R (P2Y2R) hetero-oligomers detected using 
post- embedding methods was smaller than that detected with pre-embedding methods 
using fresh specimens. This was likely to be due to polymerization occuring during the 
embedding process (data not shown). We consider that the native antigenicities of GPCRs in 
transfected cells may be reduced by polymerization treatment with LR-white, though 
closely-related patterns of immunoreactivity were obtained in our laboratory across 
differeing methods (Fig. 4). HA-A1R transfected HEK293T cells incubated with mouse anti-
A1R using post-embedding methods indicated patterns (Fig. 3A, large particles) identical to 
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those arising from pre-embedding methods (Data not shown). This data indicates that the 
immunoreactivety of mouse anti-A1R antibodies using LR-white post-embedding were 
effective in HA-A1R transfected HEK293T cells. Hetero-oligomeric gold particles of the 
mouse anti-A1R or rabbit anti-P2Y1R antibodies were observed at the cell surface (Fig.4B). 
HA-A1R-transfected HEK293T cells incubated with either mouse anti-A1R or rabbit anti-
P2Y1R were also seen scattered all over the cells (Fig. 4C, cellular surface). 

 
Fig. 3. Immunogold electron microscopy (post-embedding) method to visualise A1R and 
P2Y2R in transfected HEK293T cells using nanogold particles. A: Localization of HA-A1R 
(large particles) detected with anti-HA in HA-A1R-transfected HEK293T cells. B: 
Localization of Myc-P2Y2R (small particles) detected with anti-Myc in Myc-P2Y2R-
transfected HEK293T cells. C: Anti-HA and anti-Myc immuno-localization of anti-A1R and 
Myc-P2Y2R in co-transfected HEK293T cells. D: HA-A1R-transfected HEK293T cells 
incubated with both anti-HA and anti-Myc. Bars represent 100 nm. 

4. Post-embedding immunogold electron microscopy of brain tissues 
In keeping with observations gained by post-embedding methods for the study of co-
transfected HEK293T cells described in Section 3.1. of this chapter, we should highlight that 
it is also possible to apply immunogold staining using post-embedding methods for the 
study of brain tissues. Comparing the dose of immunoreactivity from gold particles 
reflecting hetero-oligomers using co-transfected culture cells and post-embedding methods 
is essential in acquiring immunogold pattern data from hetero-oligomers in situ.  
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Fig. 4. Immunogold electron microscopy to visualise A1R and P2Y1R in transfected HEK293T 
cells using nanogold particles. A: Localization of HA-A1R (small particles) detected with 
mouse anti- A1R in HA-A1R -transfected HEK293T cells. B: Mouse anti-A1R and rabbit anti-
P2Y1R immuno-localization of HA-A1R and Myc-P2Y1R in co-transfected HEK293T cells. C: 
HA-A1R-transfected HEK293T cells incubated with both mouse anti-A1R and rabbit anti-
P2Y1R. Bars represent 100 nm. 

There are two reasons for this. Firstly, the antigenicity for the two receptor antibodies must 
accurately reflect hetero-oligomers or single expression. Secondly, the immunoreactivity of a 
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particular antibody could be variable depending upon the methodology utilized, for example 
whether post- or pre-embedding methods were deployed. Usually, immunoreactive 
conditions during pre-embedding methods are much better than during post-embedding 
methods. However, immunoreactions involving inner tissues are technically difficult to 
perform. In the following section, we introduce how we can image the hetero-oligomerization 
of A1R and P2Y1R in brain tissues using post-embedding immunogold electron microscopy. 

4.1 Results: Immunogold electron microscopic observations of A1R and P2YR 
expressed in brain tissues 

We incubated post-embedded, primary antibody-stained rat brain tissues with two 
secondary antibodies labeled with gold particles (a 5-nm gold particle-conjugated goat anti-
mouse IgG antibody for A1R, and a 10-nm gold particle-conjugated goat anti-rabbit IgG 
antibody for P2Y1R). As negative controls, brain tissues were stained with only secondary 
antibodies conjugated with different sized gold particles; no significant immunoreactivity 
was observed under the experimental conditions (data not shown). As found with 
transfected HEK293T cells (3.2-3.4), we observed clusters of different-sized gold particles at 
cytoplasmic membranes in cell bodies, indicating the presence of heteromeric complexes of 
endogenous A1R and P2Y1R in the rat cerebellum (Fig. 5). Significant immunoreactivity was  

 
Fig. 5. Immunogold electron microscopy (post-embedding) method for the visualisation of 
A1R and P2Y1R in rat brain using nanogold particles. Localization of A1R (small particles) 
and P2Y1R (large particles) in cell surface of Purkinje cells detected with both anti-A1R and 
anti-P2Y1R Arrows indicate two adjacent receptors on the cell membrane. Bars represent 100 
nm. CM, cell membrane; CP, cytoplasm. 
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detected in the cell surface region (Fig. 3F). In our earlier experiments, oligomerization of 
A1R and P2Y2R in rat brain tissues under the same experimental conditions involved 
hippocampal pyramidal cells, cerebellum, and pyramidal cells in the forebrain (Namba et al., 
2010). Hetero- and homo-oligomers of both A1R/P2Y1R and A1R/P2Y2R were detected in 
significant numbers at the cell surface in both transfected HEK293T cells and native brains.  

5. Data analysis: Comparison of the frequencies of monomers, homo-
oligomers, and hetero-oligomers between P2Y1R/A1R and P2Y2R/A1R 
Gold-staining was quantified in the following way. Firstly, gene-transfected HEK293T cells 
exhibiting the highest number of total immuno-reacted gold particles were defined as 100% 
labeling. Since co-transfected HEK293T cells that displayed unique pharmacology in our 
previous study (Suzuki et al., 2006) exhibited more than 20% hetero-oligomeric gold 
particles, we used this number as a threshold in the current study. Thus, cells with more 
than 20% hetero-oligomeric particles were defined as being “significantly stained”, and 
those with 20% or less were defined as “not significantly stained”.  

The proportions of relative distributions for A1R and P2YR between cell surfaces and inner 
cytoplasmic membranes were clearly different (Fig. 6). The tendency for the proportional 
distribution of A1R and P2YR at the surface of HEK293T cells concur with data from brain  

 
Fig. 6. Comparison of the relative distributions for A1R- and P2Y2R-conjugated gold 
particles between the cell surface and inner cytoplasmic membranes. 

tissues. Based on this, the numbers of immunogold particles at the surface of each cell type 
in brain tissues were determined. We defined single particles located independently as 
monomers (A1R and P2YR in Fig. 7), complexes composed of clusters of the same-sized gold 
particles as “homo-oligomers” (A1R-A1R or P2YR-P2YR in Fig. 7), and those of different 
sized gold particles as “hetero-oligomers” (A1R-P2YR in Fig. 7). Separate calculations were 
carried out for particles in Purkinje cells (Fig. 7A, C), hippocampal pyramidal neurons (Fig. 
7B, D), and cortical neurons (Fig. 7E). To do this, gold particles were counted the number of 
in three cells for each region. We previously counted immunogold particles in co-transfected 
HEK293T cells (Namba et al., 2010). The total number of immunoreactive gold particles on  
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Fig. 7. Bar graphs comparing the relative distributions of A1R(A1)/P2Y1R(Y1) 
immunoreactive elements in Purkinje cells (A) Hippocampal pyramidal cells (B), and 
A1R(A1)/P2Y2R(Y2) immunoreactive elements in Purkinje cells (C), Hippocampal 
pyramidal cells (D) and Cortical neurons (E). P2YR-P2YR, A1R-A1R and A1R-P2YR 
oligomers are indicated by Y1-Y1 (Y2-Y2), A1-A1 and A1-Y1 (A1-Y2), respectively. The 
total number of immunoreactive gold particles on the cell surface was defined as 100%. 
Each column represents the average frequency (± SD) from three cells. Data describing the 
average numbers of gold particles are shown in tables under the graphs. Data represent 
the mean of three independent experiments. 
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each cell surface was defined as 100%. From a total of 12 photos from each brain area (i.e., 36 
photos) and from transfected cells that were reacted under the same conditions as the brain 
sections for each immunostaining, we selected three photos of each specimen containing 
whole cells for comparison.  

We then counted gold particles on the surfaces of cells in the cerebellum, hippocampus and 
cortical neurons, and classified them as monomers, homo-oligomers, or hetero-oligomers. 
While the homo-oligomerization ratios (A1R-A1R/P2YR-P2YR) displayed different patterns 
between Purkinje cells and hippocampal pyramidal cells, the rates of hetero-oligomerization 
were particularly prominent in hippocampal pyramidal cells among them. Curiously, the 
frequency of A1R or P2Y1R hetero-oligomerization was slightly higher than that of A1R or 
P2Y2R in both tissues (Fig. 7A, B). This indicated that the hetero-oligomerization of A1R or 
P2Y1R are the dominant form in both Purkinje cells and hippocampal pyramidal cells. 

6. Discussion 
Previous reports describe electron microscopic studies of plasma membranes for homo-
oligomeric B1 Bradykinin receptor complexes (Kang et al., 2005), heteromeric-
oligomerization of GABAB R1 and R2 receptors (Charara et al., 2004), and the localization of 
A1R with caveolin-3 in rat ventricular cardiomyocytes (Lasley et al., 2000). An 
immunological study suggested that A1R forms oligomers the cortex of the pig brain 
(Ciruela et al., 1995), and a FRET study demonstrated the oligomerization of P2Y2R in 
transfected HEK293 cells (Kotevic et al., 2005). The hetero-oligomerization of A1R-P2Y1R on 
postsynaptic neurons was also analyzed by IEM (Tonazzini et al., 2007). The present study 
provides the first detailed evidence of an interaction between endogenous A1R and P2Y2R in 
brains using IEM. 

The homo- oligomerization of A1R and its structural profile were previously analyzed in our 
laboratory by computational prediction, co-immunoprecipitation, and BRET analysis with 
differently tagged A1Rs (Suzuki et al., 2009); homo-oligomers and monomers were easily 
distinguished by IEM. This particular study confirmed the existence of homo-oligomers 
(A1R-A1R and P2Y2R-P2Y2R) using IEM. Interestingly, the percentage of A1R homo-
oligomers was higher than that of P2Y2R in both rat brain and transfected HEK293T cells 
(Namba et al., 2010). By contrast, the ratio of heteromeric gold-particle clusters were 
different in the cortex, hippocampus, and cerebellum. Importantly, both homo-oligomeric 
and hetero-oligomeric gold-particles were reduced in number at inner cytoplasmic 
membranes than at the cell surface (data not shown). In general, most GPCRs oligomers 
have been observed at the cell surface (Minneman, 2007; Bulenger et al., 2005). 

While the frequencies of A1R and P2Y1R homo-oligomers and monomers were similar in the 
cerebellum (Fig. 5) and in transfected HEK293T cells (Fig. 4B), the ratio of the different 
receptor oligomers occurred in different patterns in each of the three brain areas (Fig. 7). 
Total numbers of hetero-oligomers observed on the cell surface and in the cytoplasm were 
clearly different (Fig. 6A, B) and may reflect the process of receptor maturation and 
association of the A1R-P2YR complex. However, hetero-oligomers were unmistakably 
detected at the cell surface by IEM (Fig. 3C, Fig. 4B). 

As a signaling pathway, P2Y1R and P2Y2R display different ligand specificities. As ligands, 
ATP and UTP fully activate P2Y2R. However, UTP is not an agonist for P2Y1R. In addition, 
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ADP is a strong agonist for P2Y1R but not P2Y2R (Abbracchio et al., 2006). Many previous 
studies suggest that A1R-P2Y1R and A1R-P2Y2R hetero-oligomers exhibit general 
pharmacological profiles, possibly because of differences in the conformational changes 
induced by oligomerization (Nakata et al., 2010). The hetero-oligomerization of A1R-P2Y1R 
inhibits adenylyl cyclase activity via the Gi/o protein linked effector. The hetero-
oligomerization of A1R-P2Y2R resulted in an increase in intracellular Ca2+ levels induced by 
P2Y2R activation of Gq/11 which was synergistically enhanced by the simultaneous addition 
of an A1R agonist in the co-expressing cells (Suzuki et al., 2006). Differences in the amounts 
of hetero-oligomerization between A1R-P2Y1R and A1R-P2Y2R were observed (Fig. 7). 
Assuming that the number of hetero-oligomers formed is functionally dominant, the 
dominancy of the signaling via A1R-P2Y1R may be generated by competitive antagonism in 
pharmacology between P2Y1R and P2Y2R in order to oligomerize with A1R. This hypothesis, 
however, requires further investigation.   

In our previous study, the hippocampal hetero-oligomerization of A1R and P2Y2R was far 
more pronounced than in other regions of the brain (Namba et al., 2010). Another research 
group suggested that the hetero-oligomerization, or cross-talk between A1R and P2Y1R is 
involved in regulation of glutamate release in the hippocampus (Tonazzini et al., 2007). The 
relative distributions of immunoreactivity for GABAB R2 and GABAB R1 were also different 
in the basal ganglia and globus pallidus/substantia nigra, which suggests the possible co-
existence and hetero-oligomerization of the two types of receptors at various pre-
/postsynaptic sites (Charara et al., 2004). From the present study, it can be speculated that 
the A1R/P2Y2R hetero-oligomer might be responsible for down regulation, via hippocampal 
Ca2+ secretion, of synaptic functions (Safiulina et al., 2006). Furthermore, the abundant 
formation of A1R/P2Y1R or A1R/P2Y2R hetero-oligomers in the cerebellum revealed in this 
present study supports the idea that the unique signal transduction generated by hetero-
oligomerization, including the enhancement of Ca2+ signaling via Gq/11, observed in 
transfected cells, also occurs in the cerebellum. 

There are many families of GPCRs expressed in whole brain, most of which remain a 
mystery. However, it is clear that GPCR hetero-oligomerization is common in the brain and 
exhibits unique pharmacology in this region, thus implying that associated signal 
transduction pathways can be anticipated in this region. The methodology described here 
using immunogolod particles is one of the most influential techniques available to elucidate 
the ingenious mechanism underlying GPCR hetero-oligomerization. 

7. Summary 
In summary, IEM provided direct evidence for the existence of homo- and hetero-oligomers 
of A1R and P2Y2R, not only in co-transfected cultured cells, but also in situ on the surface of 
neurons in various brain regions. The molecular mechanisms responsible for the control of 
A1R and P2YR monomer/homo-oligomer/hetero-oligomer ratios remain to be elucidated. 
Future investigation of GPCR oligomer formation is indispensable for revealing the 
elaborate mechanisms of cellular function. 

The importance of these novel experimental procedures using IEM is to provide information 
concerning crosstalk between small molecules with high angle views of whole cells, 
although these methods do require a high level of technical skill. The development of 
ingenious histochemical and immunoelectronmicroscopic methods has made it possible to 
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visuallize crosstalk and provide specific insight into the nature of hetero-oligomers of not 
only GPCRs, but also various proteins expressed by cells. 
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1. Introduction  
Carbonic anhydrase (CA; EC 4.2.1.1) is a zinc metalloenzyme catalysing the reversible 
hydration of CO2 to produce H+ and HCO3−. Its activity is virtually ubiquitous in nature. 
The fundamental role of this biochemical reaction in diverse biological systems has driven 
the evolution of several distinct and unrelated families of CAs. Five CA families, referred as 
α-, β-, γ-CA, δ, and ζ-CAs have been identified in animals, plants and bacteria (Hewett-
Emmett and Tashian, 1996; Supuran, 2010). These are the α-CAs, present in vertebrates, 
bacteria, algae and plants; the β-CAs, predominantly in bacteria, algae and plants; the γ-
CAs, mainly present in archaea and some bacteria; the δ-CAs and ζ-CAs only found in some 
marine diatoms (Supuran, 2010). 

The monomeric α-carbonic anhydrases are by far the best studied, being found in animals. In 
mammals at least 16 different CA isoforms were isolated and several novel isozymes have also 
been identified in non-mammalian vertebrates. The α-CA isoenzymes differ in their kinetic 
properties, their tissue distribution and subcellular localization, and their susceptibility to 
various inhibitors. In general, there are three distinct groups of CA isozymes within the α-CA 
gene family. One of these groups contains the cytoplasmic CAs, which includes mammalian 
CA I, II, III, V, VII and XIII. These isozymes are found in the cytoplasm of various tissues, with 
the exception of the mitochondrial confined CA V. Another group of isozymes, termed the 
membrane-bound CAs, consists of mammalian CA IV, IX, XII, XIV and XV (Esbaugh and 
Tufts, 2006). These isozymes are associated with the plasma membranes of many different 
tissue types. The final group contains several very intriguing isozymes, CA VIII, X and XI, 
which are termed the CA-related proteins (CA-RP; Tashian et al., 2000). These isozymes have 
lost classical CA activity – the hydration/dehydration of CO2 – and have no known 
physiological function; however, their highly conserved nature does suggest a very important 
role in vertebrates (Tashian et al., 2000).  

The β-carbonic anhydrases are dimers, tetramers, or octamers and include the majority of 
the higher plant CA isoforms (Kimber and Pai, 2000). The γ-carbonic anhydrase is a 
homotrimer that has been reported for the bacterium Methanosarcina thermophila (Alber 
and Ferry, 1994). The δ class has its prototype in the monomeric CA TWCA1 from the 
marine diatom Thalassiosira weissflogii (Roberts et al., 1997; Tripp et al., 2001). The ζ-CAs 
are probably monomer with three slightly different active sites on the same protein 
backbone (Xu et al 2008). 
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All CAs are metalloenzymes but whereas α-, β-, and δ-CAs use Zn(II) ions at the active site, 
the γ-CAs are probably Fe(II) enzymes (Ferry et al., 2010), but they are active also with 
bound Zn(II) or Co(II) ions, and the ζ-class uses also Cd(II) to perform the physiologic 
reaction catalysis (Lane et al., 2000; Lane et al., 2005). 

CA plays key roles in a wide variety of physiological processes involving CO2 and HCO3-. In 
animals the various CA isozymes are found in many different tissues and are involved in a 
number of different physiological processes, including bone resorption, calcification, ion 
transport, acid–base transport, and a number of different metabolic processes such as 
biosynthetic reactions (gluconeogenesis, lipogenesis, and ureagenesis). In algae and plants 
they play an important role in photosynthesis (Ivanov et al, 2007; Zhang et al., 2010; Cannon 
Gordon et al., 2010).  

Considerable advances towards a detailed understanding of the catalytic mechanism of the 
zinc enzyme carbonic anhydrase have been made during the past years as a result of the 
application of crystallographic and kinetic methods to wild-type and mutant enzymes. 
Moreover, a great amount of work has been performed on CA inhibitors, first of all 
sulfonamides, RSO2NH2, which represent the classical CA inhibitors (CAIs) and are in 
clinical use for more than 50 years as diuretics and systemically acting antiglaucoma drugs 
(Supuran, 2010).  

The review focuses on one interesting but less investigated aspect of the biochemistry of 
this metalloenzyme, encompassing several areas of interest from human health to 
environmental science: the relationships between carbonic anhydrase and heavy metals. 
Heavy metals are chemical elements with a density higher than 5.0 g/cm3, characterized 
by high reactivity, redox behaviour, and complex formation based on the characteristic of 
the outer d electron shell. In the scientific literature the following elements are normally 
ascribed to the heavy metal groups: aluminium, iron, silver, barium, beryllium, 
manganese, mercury, molybdenum, nickel, lead, copper, tin, titanium, tallium, vanadium, 
zinc. Some metalloids, such as arsenic, bismuthum, and selenium, are also included in the 
heavy metals groups. 

Heavy metals generally regarded as essential for animals in trace amounts include zinc, the 
known cofactor of CAs, iron, copper, manganese, chromium, molybdenum and selenium. 
They are essential because they form an integral part of one or more enzymes involved in a 
metabolic or biochemical process. Besides essential metals, a number of other heavy metals, 
such as arsenic, lead, cadmium, mercury, have no known function in the body and are 
referred as toxic metals. However, also essential metals become toxic when their levels in 
the body exceed the homeostatic capacity of the organism. The intracellular levels of 
essential metals are regulated by transporters (which translocate metal across the plasma 
membrane) as well as by metallothionein and other metal binding proteins (Maret and 
Wolfgang, 2011). The toxicity of heavy metals is generally ascribed to their high affinity for 
nucleophilic groups like sulfhydryls. In fact they are soft donors and will therefore readily 
bind to soft acceptors such as sulphydryl groups. 

Recently, a number body of evidence has emerged regarding the effect of several heavy 
metals on carbonic anhydrase catalytic activity and protein expression. These studies 
encompass a wide area of interest from human health to environmental sciences. 
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2. Heavy metals as carbonic anhydrase cofactors 
CAs catalyze the reversible hydration of carbon dioxide to bicarbonate and protons by 
means of a metal-hydroxide (Lig3M2+(OH)_) mechanism, although the α-CAs possess other 
catalytic activities such as esterase, phosphatase, cyanate/cyanamide hydrase, etc. (Supuran 
et al., 2003; Supuran and Scozzafava 2007; Innocenti et al., 2008). In the α-, γ, and δ-CA 
classes, Lig3 is always constituted by three His residues. The metal (M) is ZnII for all classes. 
The zinc atom is in the +2 state and is located in a cleft near the center of the enzyme. The 
role of zinc in carbonic anhydrase is to facilitate the deprotonization of water with the 
formation of the nucleophilic hydroxide ion, which can attack carbonyl group of carbon 
dioxide to convert it into bicarbonate. This is obtained through the +2 charge of the zinc ion 
which attracts the oxygen of water, deprotonates water, thus converting it into a better 
nucleophile able to attack the carbon dioxide. 

Water naturally deprotonates itself, but it is a rather slow process. Zinc deprotonates water 
by providing a positive charge for the hydroxide ion. The proton is donated temporarily to 
the surrounding amino acid residues, and then it is given to the environment, while 
allowing the reaction to continue. Zinc is able to help the deprotonation of water by 
lowering the pKa of water. Therefore, more water molecules are now able to deprotonate at 
a lower pH than normal, increasing the number of hydroxide ions available for the 
nucleophilic attack to carbon dioxide (Berg, 2007). 

The affinity of carbonic anhydrase for zinc is in subpicomolar range, as assessed for studies 
on the α-class (Tripp et al., 2001). Cox et al. (2000) and Hunt et al. (1999) ascribed a role for 
hydrophobic core residues in human CA-II that are important for preorienting the histidine 
ligands in a geometry that favours zinc binding and destabilizes geometries that favour 
other metals. In particular, mutagenesis experiments demonstrated that substitutions of 
these amino acids at position 93, 95, and 97 decrease the affinity of zinc, thereby altering the 
metal binding specificity up to 104-fold. Furthermore, the free energy of the stability of 
native CAII, determined by solvent-induced denaturation, correlates positively with 
increased hydrophobicity of the amino acids at positions 93, 95, and 97 as well as with zinc 
affinity (Hunt et al., 1999). 

β-CAs, present in green plants and cyanobacteria, contain also Zn2+ in the active site but are 
differentiated from α-CAs by virtue of the fact that the active site is coordinated by a pair of 
cysteine residues and a single histidine residue, whereas the fourth ligand may be either a 
water molecule/hydroxide ion, or a carboxylate from a conserved aspartate residue in some 
β-CAs (Type II β-CAs) [Trip et al., 2001; Xu et al., 2008]. The metal hydroxide catalytic 
mechanism seems to be also valid for these enzymes [Supuran, 2008]. 

Besides zinc, other metals have demonstrated to be physiologically relevant cofactor for 
some CAs. In fact, in the γ-CAs metal may also be FeII (Ferry et al., 2010). Cam, the 
prototypic γ-class carbonic anhydrase, from the anaerobic methane producing Archaea 
species Methanosarcina thermophila, contains zinc in the active site when overproduced in 
Escherichia coli and purified aerobically [Alber et al., 1996], while it has 3-fold greater 
carbonic anhydrase activity and contains Fe2+ in the active site (Fe-Cam) when purified 
anaerobically from E. coli or overproduced in the closely related species M. acetivorans and 
purified anaerobically. Soluble Fe2+ is abundant in oxygen free environments and available 
to anaerobic microbes. The different results obtained in aerobic and anaerobic conditions is 
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explained by the fact that in aerobic conditions Fe3+ is oxidized and rapidly loss from CAM 
enzyme, substituted by Zn2+ contaminating buffers not treated with chelating agents. These 
results indicate Fe2+ as the physiologically relevant metal [MacAuley et al., 2009; Tripp et al., 
2004] in the active site for CAM enzyme. Interestingly, evidence for the role of ferrous ion in 
CA has been obtained also for the α class. In fact carbonic anhydrase activity from duck 
erythrocytes is increased in the presence of iron in the incubation medium suggesting a role 
for iron in the active site (Wu et al., 2007). 

The ζ-CA naturally uses Cd2+ as its catalytic metal in marine diatoms (Lane and Morel, 2000; 
Lane et al., 2005; Park et al., 2008). This cdmium-CA (CDCA1) consists of three tandem CA 
repeats (R1–R3), which share 85% identity in their primary sequences (Lane et al., 2005). 
Although CDCA1 was initially isolated as a Cd enzyme, it is actually a “cambialistic” 
enzyme since it can use either Zn or Cd for catalysis—and spontaneously exchanges the two 
metals (Xu et al., 2008). Kinetic data show that the replacement of Zn by Cd results 
nonetheless in a decrease in catalytic efficiency (Xu et al., 2008). In the active site, Cd is 
coordinated by three invariant residues in CDCA of all diatom species (Park et al., 2007): 
Cys 263, His 315 and Cys 325. The tetrahedral coordination of Cd is completed by a water 
molecule. The use of Cd in CDCA is thought to explain the nutrient-like concentration 
profile of Cd in the oceans, where the metal is impoverished at the surface by 
phytoplankton uptake and regenerated at depth by remineralization of sinking organic 
matter (Lane and Morel 2000). It is cycled in the water column like an algal nutrient. It is 
thought that the expression of a CDCA in diatoms, which are responsible for about 40% of 
net marine primary production, represents an adaptation to life in a medium containing 
vanishingly small concentrations of essential metals (Xu et al., 2008). As suggested by Xu et 
al. (2008) the remarkable ability to make use of cadmium, an element known for its toxicity, 
gave presumably a significant competitive advantage to diatoms in the oceans, poor in 
metals, with respect to other species, and could have contributed to the global ratiation of 
diatoms during the Cenozoic Era and to the parallel decrease in atmospheric CO2. 

Moreover, Co(II) has been shown to replace Zn(II) in α-, β and γ-CA (Hoffmann et al., 2011). 
Cobalt ionic radius and polarizability are very similar to those of Zn(II). In contrast to Zn(II) 
(d10), the d7electron configuration of Co(II) is accessible to electronic spectroscopic methods 
(, yielding information about the interactions protein-metal. As a result, spectroscopy of 
Co(II) substituted CA isozymes has been used to probe the environment of the metal ions in 
the active sites and get information on the nature of the first coordination sphere of the 
metal (Hoffmann et al., 2011). The Co-containing form of the enzyme generally shows a 
marked decrease in activity compared with the native Zn form (Tu and Silverman, 1985). 
The demonstration that Zn can be extracted from a protein and replaced with Co in vitro 
does not demonstrate that such metal substitution takes place in vivo. The evidence for in 
vivo Co substitution in a CA was for the first time provided by Morel et al (1994) and Yee 
and Morel (1996) in the diatoms T. weissflogii, who demonstrated 65Zn and 57Co bands to co-
migrate with a single band of CA activity on a native gel of diatom proteins. 

3. Heavy metals as inhibitors of carbonic anhydrase activity 
Several heavy metals were demonstrated to in vitro inhibit CA activity in a variety of 
organisms, including fishes, crabs, bovines, and humans.  
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The early work of Christensen and Tucker (1976) demonstrated carbonic anhydrase 
inhibition by heavy metals for the first time in fish. The study was carried out on red blood 
cells CA of the teleost Oncorhynchus mykiss. Erythrocyte CA, which represents the most 
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cytosolic isoform and the membrane bound isoform respectively. The authors attributed this 
behaviour to the time required by cadmium for displacing the metal (zinc) associated with 
the enzyme, giving an inactive Cd-substituted carbonic anhydrase. Cadmium is a bivalent 
metal, similar in many respects to zinc: both are in the same group of the periodic table, 
contain the same common oxidation state (+2), and when ionized have almost the same size. 
Due to these similarities, cadmium can replace zinc in many biological systems. Moreover, 
the delayed inhibition of membrane-bound CA with respect to the cytosolic isoform was 
explained by a more difficult access of cadmium to the active site of the enzyme bound to 
the membrane. In fact, it has to be considered that the membrane-bound CA is stabilised by 
disulfide bonds (Whitney and Briggle, 1982) which could contribute to a less sensitivity of 
the membrane bound CA to cadmium. 

As suggested by Lionetto et al (2000), the observed in vitro inhibition of cadmium on CA 
activity could be useful in the understanding of the toxic effects that the heavy metal can 
elicits on fish physiology in vivo. The inhibitory effect on gill CA activity suggests that the 
heavy metal might interfere with a number of physiological functions in which gill CA is 
involved as gas exchanges (Randall and Daxbaeck, 1984), acid–base balance (Heisler, 1984), 
osmoregulation (Henry, 1984) and clearance of the waste products from nitrogenous 
metabolism (Evans and Cameron, 1986). Morgan et al (2004) directly demonstrated in in vivo 
expoxure experiments on rainbow trout that inhibition of branchial CA was able to induce 
an early decline in the gill Na+ and Cl- uptake. With regards to the intestine, the 
physiological role of the cytosolic CA is that of generating HCO3 _ from metabolic CO2 while 
the role of the CA enzyme associated to the brush-border membrane should be that of 
mediating the environmental HCO3_ uptake (Maffia et al., 1996). Therefore, the inhibitory 
effect of cadmium on intestinal CA isoforms should interfere with bicarbonate balance and 
in turn with systemic acid–base balance and osmoregulation in fish. In fact, as previously 
shown (Schettino et al., 1992), the HCO3- entry via the membrane-bound CA in the cell 
across the luminal membrane of the enterocytes seems to be essential for maintaining a 
steady intracellular HCO3- concentration and/or pHi; as a consequence the salt transport in 
eel intestine occurs at a highest rate and the passive water loss is recovered, so solving in 
part the osmoregulatory problem in marine fish. Therefore, inhibition of CA enzymes by 
cadmium could alter [HCO3_]i and/or pHi leading to a reduction of salt absorption and 
consequently impairing the osmoregulation of marine fish.  
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More recently, Soyut et al (2008) demonstrated Co2+, Cu2+, Zn2+, Ag+, and Cd2+ to be potent 
inhibitor for brain CA enzyme activity in Rainbow trout (Oncorhynchus mykiss), with the 
following sequence Co2+ >Zn2+ >Cu2+>Cd2+>Ag+. They also demonstrated that Co2+, Ag+, 
and Cd2+ inhibit the enzyme with competitive manner, Cu2+ inhibits with noncompetitive 
manner, and Zn2+ with uncompetitive manner.  

Ceyhun et al., 2011 in vitro demonstrated Al+3, Cu+2, Pb+2, Co+3, Ag+1, Zn+2 and Hg+2 to exert 
inhibitory effects on fish liver CA. Metal ions inhibited the enzyme activity at low 
concentrations. Al+3 and Cu2+ resulted the most potent inhibitors of the CA enzyme. All the 
metals inhibited CA in competitive manner and aluminium showed to be the best inhibitor 
for fish liver CA. Concerning the mechanism of inhibition, the authors argued a possible 
interaction of the metal with the histidines exposed on the surface of the molecule and/or 
other aminoacids around the active site.  

In invertebrates Vitale et al (1999)demonstrated cadmium, copper and zinc to in vitro inhibit 
CA activity in the gills of the estuarine crabs Chasmagnathus granulate (Tab.1). The inhibitory 
potentials of the three metals on CA was in the following sequence: Cu2+ > Zn2+ > Cd2+. The 
observed inhibitory effect in vitro was confirmed by a corresponding inhibitory effect in vivo. 

In the euryhaline crabs Callinectes sapidus and Carcinus maenas Skaggs et al (2002) also 
documented a significant in vitro inhibition of gill CA by Ag+, Cd2+, Cu2+ and Zn2+. The 
binding affinities of the metals were one thousand times weaker for cytoplasmic CA from 
the gills of C. maenas than that from C. sapidus. The large differences in Ki values (Tab.1) 
suggests the presence of two different CA isoforms in the gills of these species, with 
Callinectes sapidus possessing a highly metal-sensitive CA isoform and Carcinus maenas 
having a metal-resistant isoform. Interestingly, heavy metal inhibition of CA from the gills 
of another euryhaline crab, Chasmagnathus granulata, (as reported by Vitale et al., 1999, see 
above) appears to be intermediate between that found in the other two species. Moreover, in 
Callinectes sapidus CA isolated from the cytoplasmic pool of gill homogenates was much 
more sensitive to heavy metal inhibition than was CA from the microsomal fraction, which 
is believed to be anchored to the basolateral membrane, and as such, it exists within a lipid-
rich environment. The authors argued that metal could be sequestered in the lipid 
component of the microsomal fraction and, therefore, higher amounts of metals are required 
to achieve an effective concentration of free metals available for CA inhibition. However, the 
authors did not considered the time-dependence of the inhibition, which can be an 
important aspect to be taken into account (see Lionetto et al., 2000) in the analysis of 
membrane bound vs cytosolic isoform CA inhibition.  

In humans Ekinci et al (2007) demonstrated the inhibition of two human carbonic anhydrase 
isozymes in vitro, the cytosolic HCA I and II by lead, cobalt and mercury. Lead was a 
noncompetitive inhibitor for HCA-I and competitive for HCA-II, cobalt was competitive for 
HCA-I and noncompetitive for HCA-II and mercury was uncompetitive for both HCA-I and 
HCA-II. Lead was the best inhibitor for both HCA-I and HCA-II. 

In tab.1 the Ki, IC50 values and the type of inhibition for several heavy metals on CA from 
different vertebrate and invertebrate species is summarized. A great variability among 
species, tissues and metals can be observed. This suggests that the inhibitory mechanisms 
through which heavy metals exert their effect on carbonic anhydrase activity could be 
different for different isoenzymes and that also small structural differences between CA 
isoforms could result in different metal binding affinities.  
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Metal 
Average 
value of  
Ki (M) 

IC50 (M) Type of 
inhibition Tissue Species Ref 

Cd2+ n.d. 9.979 10-6 n.d. gills Anguilla 
anguilla 

Lionetto et al 
2000 

 n.d. 3.64 10-5 n.d. 
Intestine 
(cytosolic 
isoform) 

Anguilla 
anguilla 

Lionetto et al 
2000 

 n.d. 2.15 10-5 n.d. gills Chasmagnathus 
granulata 

Vitale et al., 
1999 

 n.d. 9.00 10-4 n.d. Red blood 
cells 

Ictalurus 
punctatus 

Christensen 
and Tucker, 
1976 

 94.16 10-3M 8.25 ± 10-2 Competitive brain Oncorhynchus 
mykiss 

Soyut et al., 
2008 

 5.0 10-7 n.d. n.d. 
Gills 
(cytoplasmic 
isofom) 

Callinectes 
sapidus 

Skaggs and 
Hery, 2002 

 6.0 -25.0 10-4 n.d. n.d. 
Gills 
(cytoplasmic 
isofom) 

Carcinus 
maenas 

Skaggs and 
Hery, 2002 

Ag+ 193.8 10-3M 1.59 10-1 Competitive brain Oncorhynchus 
mykiss 

Soyut et al., 
2008 

 6.40 10-4  3.79 10-4  Competitive liver Dicentrarchus 
labrax 

Ceyhun  
et al., 2011 

 n.d. 3.50 10-5 n.d. Red blood 
cells 

Ictalurus 
punctatus 

Christensen 
and Tucker, 
1976 

 5.0–0.10 10-8 n.d. n.d. 
Gills 
(cytoplasmic 
isofom) 

Callinectes 
sapidus 

Skaggs and 
Hery, 2002 

 6.0 -25.0 10-4 n.d. n.d. 
Gills 
(cytoplasmic 
isofom) 

Carcinus 
maenas 

Skaggs and 
Hery, 2002 

Zn2+ 2.15 10-3M 3.10 10-4 Uncompetitive brain Oncorhynchus 
mykiss 

Soyut et al., 
2008 

 7.21 10-4  3.90 10-4 Competitive liver Dicentrarchus 
labrax 

Ceyhun  
et al., 2011 

 n.d. 7.00 10-4 n.d. Red blood 
cells 

Ictalurus 
punctatus 

Christensen 
and Tucker, 
1976 

 n.d. 1.62 10-5 n.d. gills Chasmagnathus 
granulata 

Vitale et al., 
1999 

 6.0 -25.0 10-4 n.d. n.d. 
Gills 
(cytoplasmic 
isofom) 

Carcinus 
maenas 

Skaggs and 
Hery, 2002 



 
Biochemistry 

 

212 

Metal 
Average 
value of  
Ki (M) 

IC50 (M) Type of 
inhibition Tissue Species Ref 

Cu2+ 27.6 10-3M 3.00 10-2 Non 
competitive brain Oncorhynchus 

mykiss 
Soyut et al., 
2008 

 1.75 10-5  7.15 10-5 Competitive liver Dicentrarchus 
labrax 

Ceyhun  
et al., 2011 

 n.d. 6.50 10-5 n.d. Red blood 
cells 

Ictalurus 
punctatus 

Christensen 
and Tucker, 
1976 

 n.d. 3.75 10-6 n.d. gills Chasmagnathus 
granulata 

Vitale et al., 
1999 

 3.60 10-7 n.d. n.d. 
Gills 
(cytoplasmic 
isofom) 

Callinectes 
sapidus 

Skaggs and 
Hery, 2002 

 6.0 -25.0 10-4 n.d. n.d. 
Gills 
(cytoplasmic 
isofom) 

Carcinus 
maenas 

Skaggs and 
Hery, 2002 

Co2+ 5 10-5M 1.40 10-5 competitive brain Oncorhynchus 
mykiss 

Soyut et al., 
2008 

 5.32 10-4 3.16 10-4 competitive liver Dicentrarchus 
labrax 

Ceyhun  
et al., 2011 

 3.91 10-3 n.d. competititve Erytrocytes 
(CAI) Homo sapiens Ekinci et al., 

2007 

 1.7 10-3 n.d. non 
competitive 

Erytrocytes 
(CAII) Homo sapiens Ekinci et al., 

2007 

Al3+ 1.48 10-4 6.92 10-5 competitive liver Dicentrarchus 
labrax 

Ceyhun  
et al., 2011 

Pb2+ 2.42 10-4 1.13 10-4 competitive liver Dicentrarchus 
labrax 

Ceyhun  
et al., 2011 

 9.90 10-4 n.d. Non 
competitive 

Erytrocytes 
(CAI) Homo sapiens Ekinci et al., 

2007 

 5.6 10-5 n.d. uncompetitive Erytrocytes 
(CAII) Homo sapiens Ekinci et al., 

2007 

Hg2+ 7.68 10-4 4.48 10-4 competitive liver Dicentrarchus 
labrax 

Ceyhun  
et al., 2011 

 1.42 10-3 n.d. uncompetitive Erytrocytes 
(CAI) Homo sapiens Ekinci et al., 

2007 

 3.12 10-4 n.d. uncompetitive Erytrocytes 
(CAII) Homo sapiens Ekinci et al., 

2007 

Table 1. Ki, IC50 and type of inhibition for several heavy metals in different species and 
tissues as assessed in in vitro studies.  

Concerning the mechanisms of inhibition some heavy metals are believed to bind to CA not 
at the specific catalytic site of CO2 hydration but nearby in a pocket, the so called ‘proton 
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Concerning the mechanisms of inhibition some heavy metals are believed to bind to CA not 
at the specific catalytic site of CO2 hydration but nearby in a pocket, the so called ‘proton 
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shuttle’ as demonstrated for human CAII (Tu et al., 1981). His-64 is a proton shuttle in 
catalysis, where it accepts the proton product (via the bridging solvent molecules) from 
zinc-bound water as zinc-bound hydroxide is regenerated; subsequently, the proton product 
is passed along to buffer (Liang et al, 1988; Tu et al., 1989; Vedani et al., 1989). The 
mechanism of inhibition of heavy metals on proton shuttle has been elucidated for copper 
on human CA II. Cu2+ is believed to competitively inhibit CAII by binding to the imidazole 
side chain of His-64, blocking its role in proton transfer from the zinc-bound water molecule 
to buffer molecules located outside of the active site region [Tu et al., 1981]. However, the 
knowledge of the mechanism of action of other metals on different CA isoforms is lacking. It 
cannot be excluded the CA binding to other different parts of the protein, possibly cysteine 
residues, as demonstrated in studies with other enzymes for silver and mercury.  

4. Heavy metals as modulators of carbonic anhydrase activity and 
expression 
If it has been widely demonstrated in vitro that heavy metals are able to inhibit CA activity 
in a variety of organisms, on the contrary little is known about the in vivo effects of trace 
metals on the activity and the expression of this metalloenzyme. The major information 
regards Zn2+, while very few is known about other metals. 

In humans early studies demonstrated that dietary zinc deficiency significantly reduces zinc 
concentrations of serum and in turn CA activity in erythrocytes (Hove,1940; Rahman et al., 
1961; Kirchgessner et al., 1975) suggesting a possible influence of Zn2+ on CA protein 
expression. These early data have been more recently confirmed by Lukaski (2005) who 
demonstrated zinc concentration of serum and erythrocyte to be positively correlated to CA 
activity in vivo. Low dietary zinc decreases erythrocyte carbonic anhydrase activity and, in 
turn, impairs cardiorespiratory function in men during exercise (Lukaski et al., 2005). In 
ducks Zn2+ at a low level (up to 1.25 μM Zn) induced the rise of CA activity in erythrocytes 
(Wu et al., 2007). In parotid saliva of patients with CAVI deficiency Zn2+ treatment was able 
to stimulate synthesis/secretion of CAVI (Henkin et al., 1999), probably through stimulation 
of CAIV gene. In rats Zn2+ deficiency significantly reduced CAII protein expression in the 
submandibular gland (Goto et al., 2008).  

As regards other metals Grimes et al (1997) reported the depression of CAIII mRNA and, in 
turn, CAIII protein in the mouse mutant ‘toxic milk’ (tx) liver following copper 
accumulation, Kuhara et al (2011) found CAIII suppression by copper accumulation during 
carcinogenesis, while Wu et al (2007) found iron at low levels to induce a rise in CA activity 
in duck erythrocytes. 

Recently, Caricato et al (2010) demonstrated for the first time CA activity and protein 
expression to be enhanced by the exposure to the trace element cadmium in animals, opening 
new perspective in the comprehension of the functioning and regulation of this enzyme. 
Digestive gland CA activity showed a weak sensitivity to in vitro cadmium exposure since 
only high concentrations of CdCl2 (from 10-5 to 10-3 M) were able to exert a significant 
inhibition. On the contrary digestive gland CA activity showed a significant increment in 
cadmium exposed animals (about 40% after two week of exposure). This was the first time that 
CA activity appears to be increased by cadmium in animals. Carbonic anhydrases from the 
microalgae Chlamydomonas reinhardtii (Wang at al., 2005) and Thalassiosira weissflogii (Morel et 
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al., 1994; Lee et al., 1995) are the only other examples reported in nature of CA activity increase 
induced by cadmium exposure. Evidence of in vivo utilization of Cd in CA has been found in 
microalgae (Price and Morel, 1990; Morel et al., 1994; Lee et al. 1995, Xu et al., 2008). In these 
organisms the ability of Cd to substitute for Zn at the active site of the enzyme is reflected in 
the regulation of the enzyme expression. In Thalassiosira weissflogii a cadmium-containing CA 
was found to be expressed during zinc limitation (Lane and Morel, 2000; Lane et al., 2005). 
This cadmium CA (CDCA1) which naturally uses Cd as its catalytic metal (Trip et al., 2001; 
Lane et al., 2005) has been ascribed to a novel ζ-CA class (see above). Genes coding for similar 
proteins have been identified in other cultured diatoms (Park et al., 2007). In mussel digestive 
gland western blotting analysis clearly demonstrated the enhancement of CA protein 
expression following cadmium exposure, according to the enzymatic activity data (Caricato et 
al., 2010). Laboratory experimental results were confirmed by a field experiment. Mussels 
exposed for 30 days to an anthropogenic impacted site showed a significant increase in CA 
activity and protein expression with respect to animals exposed for 30 days in a control site. If 
the new synthesized enzyme is a Cd-CA is not possible to say at the moment. If it was the case, 
then the increase in CA would not be a direct adaptive response to Cd pollution; rather, Cd 
could remove any limitations placed on CA synthesis by the availability of Zn. However, 
future studies will be needed to clarify this intriguing aspect of the research.  

5. Carbonic anhydrase and heavy metals interactions: Potential applications  
In the last years the interactions between carbonic anhydrase and heavy metals have found 
a number of applications in environmental and health fields, including the development of 
biomarkers of pollution exposure, in vitro bioassays, and biosensors. 

5.1 Carbonic anhydrase sensitivity to heavy metals and development of biomarkers of 
pollution exposure  

Pollution by trace metals is a world-wide problem due to the persistency and continuing 
accumulation of metals in the environment (de Mora et al. 2004; Hwang et al 2006). Heavy 
metals may enter the organisms through food, water, air, or absorption through the skin. As 
a result of mining, waste disposal and fuel combustion the environment is becoming 
increasingly contaminated with heavy metals.  

In recent years the increasing sensibility to pollution problems has promoted the 
development of environmental “diagnostic” tools for early warning detection of pollution. 
Pollution monitoring has been increasingly concerned with the use of biological responses 
to pollutants at molecular and cellular level for evaluating biological hazard of toxic 
chemicals. Methods based on biological effects and their underlying mechanisms can 
complement the use of analytical chemistry in environmental monitoring. The major 
advantages of such biological, mechanism-based methods are their toxicological specificity, 
rapidity, and low cost. Toxicological specificity refers to the relationship between the assay 
response and the toxic potential rather than simply the contaminant concentrations 
(provided by chemical analysis) of the sample being analyzed. Moreover, biological assays 
provide rapid, sensitive, easily learnt and readily interpretable new useful tools for 
environmental biomonitoring and risk assessment. They include biomarkers, and in vivo and 
in vitro bioassays. It is known that the harmful effects of pollutants are typically first 
manifested at lower levels of biological organization before disturbances are realized at 
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population, community and ecosystem levels (Adams, 1990). This is the reason why in 
recent years the study of molecular and cellular effects of pollutants has given important 
advancement in the developing of biologically-based methodologies useful for 
environmental biomonitoring and risk assessment. Enzymatic inhibition studies have been a 
very fruitful field for environmental monitoring application as biomarker of 
exposure/effect. Biomarkers are defined as pollutant induced variation in cellular or 
biochemical components occurring in organisms as a result of natural exposure to 
contaminants in their environment (Depledge, 1994). As reported by several authors, the 
evaluation of biomarkers in bioindicator organisms sampled in one or more areas suspected 
of chemical contamination and their comparison with organisms sampled in a control area 
can allow the evaluation of the potential risk of toxicological exposure of the studied 
community (Lionetto et al., 2003; Lionetto et al., 2004).  

Carbonic anhydrase sensitivity to heavy metal exposure has been recently explored for its 
possible applications as biomarker of exposure to heavy metal pollution (Lionetto et al. 2006; 
Caricato et al, 2010b.) in “sentinel” organisms. Lionetto et al., (2006) investigated CA activity 
inhibition by heavy metals in the filter feeding Mytilus galloprovincialis, widely used in 
pollution monitoring programs as sentinel organism (Jernelov et al., 1996). Following in vitro 
and in vivo exposure to cadmium, mantle CA activity was significant inhibited. The 
inhibitory effect of cadmium on mantle CA activity can explain results previously obtained 
by Soto et al. (2000), who observed a significant decreased in shell growth in M. 
galloprovincialis exposed to heavy metals. The sensitivity of CA to heavy metals in mussels 
appears to be tissue-specific. In fact, as reported above, in mussel’s digestive gland CA 
activity and expression was found to increase following Cd exposure (Caricato et al., 2010). 
Because of the widely application of M. galloprovincialis in environmental quality monitoring 
and assessment, data on tissue specific sensitivity of carbonic anhydrase to heavy metals 
represent a starting point for future potential application of CA activity changes as 
biomarker of exposure to heavy metals in the sentinel organism M. galloprovincialis.  

Other studies carried out on corals have suggested alteration in CA activity as potential 
biomarker of exposure to environmental chemical stress. CA activity has been demonstrated 
to be inhibited by heavy metal exposure in anemones and corals (Gilbert and Guzman, 
2001), where the enzyme plays a key role in the calcification process. Coral growth has been 
shown to be an effective indicator of the overall health of a coral reef ecosystem and reduced 
growth can reflect impaired photosynthetic output of the zooxanthellae and/or changes in 
enzyme activity (Moya et al., 2008). In an era of climate change and ocean acidification, 
where factors impacting growth and resilience factors are becoming important, 
understanding the biological effects of metal exposure to these keystone tropical organisms 
may be critical (Bielmyer et al., 2010). 

5.2 Carbonic anhydrase based bioassay 

Bioassays use biological systems to detect the presence of toxic chemicals in the 
environmental matrices (water, sediment, sewage, soil, etc.). In recent years, in vitro 
bioassays, employing cultured cells or cellular extracts, are increasingly being developed 
and used to detect the presence of contaminants. Examples include assays that measure 
enzyme inhibition, receptor-binding, or changes in gene expression in in vitro systems. 
Although in vitro assay is not a substitute for biomarker approach, it can be used as an 
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adjunct model to whole-animal in vivo exposure and to ecotoxicological evaluation of the 
potential risk of trace pollutants in aquatic environments. They are rapid, low cost and 
simple tools to be utilized in combination with chemical analysis, for the pre-screening of 
the environmental samples that should be analyzed. Lionetto et al (2005; 2006) explored the 
possible application of heavy metal CA inhibition for the development of an in vitro 
bioassay applicable to the determination of the toxicity of environmental aqueous samples. 
They developed rapid and sensitive chemical hazard detection system for standardizing 
rapid, sensitive, and low cost CA based in vitro bioassay (Schettino et al., 2008). 

6. Carbonic anhydrase-based biosensing of metal ions 
In the last years the affinity of carbonic anhydrase for metal ions has been applied for the 
development of fluorescence based biosensors for determination of free metal ions in solution 
using variants of human carbonic anhydrase (apoCA). In particular, Cu2+, Co2+, Zn2+, Cd2+, 
and Ni2+ have been determined at concentration down the picomolar range (Fierke and 
Thompson, 2001; Thompson and Jones, 1993; Mey et al., 2011) by changes in fluorescence 
emission (Thompson et al., 2000) and excitation wavelength ratios (Thompson et al., 2002), 
lifetimes (Thompson and Patchan, 1995), and anisotropy (polarization) (Elbaum et al., 1996; 
Thompson et al., 2000). The sensitivity, selectivity, analyte binding, kinetics and stability of the 
biosensors have been improved by subtle modification of the protein structure by directed 
mutagenesis (Kiefer et al., 1995; Hunt et al., 1999; DiTusa et al., 2001; McCall et al., 2004; Burton 
et al, 2000). These studies have hallowed the development of highly selective and sensitive 
fluorescence-based biosensors for Zn2+ e Cu2+, which have been shown to be viable approach 
in some important applications. In fact, the CA-based Cu2+ biosensor has been used to obtain 
real-time measurement of free Cu(II) at picomolar concentrations in seawater (Zeng et al., 
2003), while the CA-base Zn2+ biosensor has been used for measurement of free Zn ion at 
picomolar levels in cultured cells (Bozym et al, 2004). 

7. Conclusions  
Although carbonic anhydrase represents one of the most investigated metalloenzyme in 
nature, its interaction with heavy metals has been only partially elucidated to date and some 
issues still remains to be explored. An intriguing aspect that needs more investigation is the 
in vivo effect of heavy metals on CA expression. From the few studies available in literature 
some metals appear to be important modulator of the expression of this protein. The 
understanding of the underlying mechanisms could open new perspective in the 
comprehension of the functioning and regulation of this enzyme. Another intriguing aspect 
of the biochemistry of CA is the inhibition by heavy metals. It has been documented for 
some species and some metals, but the mechanisms behind the inhibition, its metal 
specificity and isoform specificity remains still unknown. These aspects merits in depth 
examination and open new perspective for drug design and biomarkers development. 
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1. Introduction 
Lysine is an essential amino acid in the mammalian diet, but can be synthesised de novo in 
bacteria, plants and some fungi (Dogovski et al., 2009; Hutton et al., 2007). In bacteria, the 
lysine biosynthesis pathway, also known as the diaminopimelate (DAP) pathway (Fig. 1), 
yields the important metabolites meso-2,6-diaminopimelate (meso-DAP) and lysine. Lysine is 
utilised for protein synthesis in bacteria and forms part of the peptidoglycan cross-link 
structure in the cell wall of most Gram-positive species; whilst meso-DAP is the peptidoglycan 
cross-linking moiety in the cell wall of Gram-negative bacteria and also Gram-positive Bacillus 
species (Burgess et al., 2008; Mitsakos et al., 2008; Voss et al., 2010) (Fig. 1). 

The synthesis of meso-DAP and lysine begins with the condensation of pyruvate (PYR) and 
L-aspartate-semialdehyde (ASA) by the enzyme dihydrodipicolinate synthase (DHDPS, EC 
4.2.1.52) (Blickling et al., 1997a; Mirwaldt et al., 1995; Voss et al., 2010; Yugari &  Gilvarg, 
1965). The product of the DHDPS-catalysed reaction is an unstable heterocycle, 4-hydroxy-
2,3,4,5-tetrahydro-L,L-dipicolinic acid (HTPA) (Fig. 1). HTPA is non-enzymatically 
dehydrated to produce dihydrodipicolinate (DHDP), which is subsequently reduced by the 
NAD(P)H-dependent enzyme, dihydrodipicolinate reductase (DHDPR, EC 1.3.1.26), to form L-
2,3,4,5,-tetrahydrodipicolinate (THDP) (Dommaraju et al., 2011; Girish et al., 2011; Reddy et 
al., 1995, 1996) (Fig. 1). The metabolic pathway then diverges into four sub-pathways 
depending on the species, namely the succinylase, acetylase, dehydrogenase and 
aminotransferase pathways (Dogovski et al., 2009; Hutton et al., 2007) (Fig. 1). 

The most common of the alternative metabolic routes is the succinylase pathway, which is 
inherent to many bacterial species including Escherichia coli. This sub-pathway begins with 
the conversion of THDP to N-succinyl-L-2-amino-6-ketopimelate (NSAKP) catalysed by 
2,3,4,5-tetrahydropyridine-2-carboxylate N-succinyltransferase (THPC-NST, EC 2.3.1.117). 
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NSAKP is then converted to N-succinyl-L,L-2,6,-diaminopimelate (NSDAP) by N-
succinyldiaminopimelate aminotransferase (NSDAP-AT, EC 2.6.1.17), which is subsequently 
desuccinylated by succinyldiaminopimelate desuccinylase (SDAP-DS, EC 3.5.1.18) to form L,L-
2,6-diaminopimelate (LL-DAP) (Kindler & Gilvarg., 1960; Ledwidge & Blanchard., 1999; 
Simms et al., 1984) (Fig. 1). LL-DAP is then converted to meso-DAP by the enzyme 
diaminopimelate epimerase (DAPE, EC 5.1.1.7) (Wiseman, & Nichols, 1984) (Fig. 1). 

 

 
 

Fig. 1. Diaminopimelate pathway in bacteria. 

As for the succinylase pathway, the acetylase pathway involves four enzymatic steps, but 
incorporates N-acetyl groups rather than N-succinyl moieties. This pathway is common to 
several Bacillus species, including B. subtilis and the anthrax-causing pathogen B. anthracis 
(Chatterjee & White., 1982; Peterkofsky & Gilvarg., 1961; Sundharadas & Gilvarg., 1967). The 
sub-pathway begins with the conversion of THDP to N-acetyl-(S)-2-amino-6-ketopimelate 
(NAAKP) catalysed by tetrahydrodipicolinate N-acetyltransferase (THDP-NAT, EC 2.3.1.89), 
followed by conversion to N-acetyl-(2S)-2,6,-diaminopimelate (NADAP) by aminotransferase 
A (ATA, EC 2.6.1). NADAP is subsequently deacetylated to form DAP by the enzyme N-
acetyldiaminopimelate deacetylase (NAD-DAC, EC 3.5.1.47) (Fig. 1). As in the succinylase 
pathway, LL-DAP is then converted to meso-DAP by DAPE (Fig. 1). 
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There are also two additional sub-pathways that are less common to bacteria. The 
aminotransferase pathway, catalysed by the enzyme diaminopimelate aminotransferase (LL-
DAP-AT, EC 2.6.1.83), is found in plant, eubacterial and archaeal species (Hudson et al., 
2006). This sub-pathway involves the conversion of the acyclic form of THDP, 1,2-amino-6-
ketopimelate (AKP), to meso-DAP in a single step. LL-DAP is then converted in the second 
step of the sub-pathway to meso-DAP by DAPE, as for the acetylase and succinylase 
pathways (Fig. 1). The dehydrogenase pathway, which is common to Corynebacterium and 
some Bacillus species, converts THDP to meso-DAP, also in a single step (Misono et al., 1976). 
This sub-pathway employs the NADPH-dependent enzyme, diaminopimelate dehydrogenase 
(DAPDH, EC 1.4.1.16), which also employs AKP as the substrate (Fig. 1). 

All four alternative pathways then converge to utilise the same enzyme for the final step of 
lysine biosynthesis, namely diaminopimelate decarboxylase (DAPDC, EC 4.1.1.20) (Ray et 
al., 2002). DAPDC catalyses the decarboxylation of meso-DAP to yield lysine and carbon 
dioxide. This step is important for the overall regulation of the lysine biosynthesis pathway 
since the downstream product, lysine, has been shown to allosterically inhibit DHDPS from 
plants and Gram-negative bacteria (Section 2.1.1, Fig. 1). DHDPS is therefore considered the 
rate-limiting enzyme of the pathway. 

This book chapter will describe the function, structure, and regulation of the key enzymes 
functioning in the lysine biosynthesis pathway. Furthermore, given that several of these 
enzymes are the products of essential bacterial genes that are not expressed in humans, 
the pathway is of interest to antibiotic discovery research (Dogovski et al., 2009; Hutton et 
al., 2007). Accordingly, the chapter will also review the current status of rational drug 
design initiatives targeting essential enzymes of the lysine biosynthesis pathway in 
pathogenic bacteria. 

2. Dihydrodipicolinate synthase 
2.1 Function of DHDPS 

Dihydrodipicolinate synthase (DHDPS, EC 4.2.1.52) was first purified in 1965 from E. coli 
extracts (Yugari &  Gilvarg, 1965). The enzyme is the product of the dapA gene, which has 
been shown to be essential in several bacterial species (Dogovski et al., 2009; Hutton et al., 
2007). The dapA product, DHDPS, catalyses the condensation of pyruvate (PYR) and 
aspartate semialdehyde (ASA) to form 4-hydroxy-2,3,4,5-tetrahydro-L,L-dipicolinic acid 
(HTPA) (Fig. 1). It was first suggested that the product released by DHDPS was 
dihydrodipicolinate (DHDP), but studies using 13C-labelled pyruvate support the view that 
the product is the unstable heterocycle HTPA (Blickling et al. 1997a). Rapid decomposition 
of the 13C-NMR signals of HTPA following its production indicate that formation of DHDP 
occurs via a nonenzymatic step. 

In all cases examined, the DHDPS-catalysed reaction proceeds via a ping-pong kinetic 
mechanism in which pyruvate binds the active site, resulting in the release of a protonated 
water molecule. ASA then binds and is condensed with pyruvate to form the heterocyclic 
product, HTPA (Blickling et al. 1997a). 

In the first step of the mechanism, the active site lysine, (Lys161 in E. coli DHDPS) forms a 
Schiff base with pyruvate (Laber et al., 1992) (Fig 2). Formation of the Schiff base proceeds 
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through a tetrahedral intermediate. It is proposed that a catalytic triad of three residues - 
Tyr133, Thr44 and Tyr107 (E. coli numbering) - act as a proton relay to transfer protons to 
and from the active site via a water-filled channel leading to bulk solvent (Dobson et al., 
2004a). The Schiff base (imine) is converted to its enamine form, which then adds to the 
aldehyde group of ASA (Blickling et al., 1997a; Dobson et al., 2008). In aqueous solution, 
ASA is known to exist in the hydrated form rather than the aldehyde, but the biologically-
relevant form of the substrate remains to be determined. HTPA is then formed by 
nucleophilic attack of the amino group of ASA onto the intermediate imine, leading to 
cyclisation and detachment of the product from the enzyme, with release of the active site 
lysine residue (Fig 2). 

 
Fig. 2. The catalytic mechanism of DHDPS. 

2.1.1 Regulation of DHDPS activity 

In some organisms, the activity of DHDPS is regulated allosterically by lysine via a classical 
feedback inhibition process. Lysine feedback inhibition of DHDPS has been investigated in 
several plant, Gram-negative and Gram-positive bacterial species to date. Studies involving 
Daucus carota sativa (Matthews et al., 1979), Pivus sativum (Dereppe et al., 1992), Spinacia 
aloeracea (Wallsgrove et al., 1980), Triticum aestivium (Kumpaisal et al., 1987), and Zea mays 
(Frisch et al., 1991) show that DHDPS from plant species are generally strongly inhibited by 
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lysine (IC50 = 0.01-0.05 mM). In contrast, DHDPS from bacteria are significantly less 
sensitive to lysine inhibition than their plant counterparts. For example, DHDPS from 
Gram-negative bacteria, such as E. coli (Dobson et al., 2005a; Yugari and Gilvarg, 1965), 
Niesseria meningitidis (Devenish et al., 2009), and Sinorhizobium. meliloti (Phenix & Palmer, 
2008), display IC50 values that range from 0.25 mM to 1.0 mM. Whereas, the enzyme from 
Gram-positive bacteria such as Bacillus anthracis (Domigan et al., 2009), Bacillus cereus 
(Hoganson & Stahly, 1975), Corynebacterium glutamicum (Cremer et al., 1988), Lactobacillus 
plantarum (Cahyanto et al., 2006) and Staphylococcus aureus (Burgess et al., 2008) show little 
or no inhibition by lysine.  

The crystal structure of DHDPS in complex with lysine from E. coli shows that the lysine 
allosteric binding site is situated in a crevice at the interface of the tight dimer, distal from 
the active site, but connected to the active site via a water channel (Blickling et al., 1997a). 
Two inhibitory lysine molecules are bound in close proximity within van der Waals contact 
to each other. Seven residues located within the allosteric site bind lysine, namely Ala49, 
His53, His56, Gly78, Asp80, Glu84, and Tyr106 (Blickling et al., 1997a).  

Studies show that lysine inhibition is cooperative with the second lysine molecule binding 
105 times more tightly than the first (Blickling et al., 1997a). The mechanism by which 
lysine exerts regulatory control over bacterial DHDPS is not well understood, although 
kinetic and structural studies suggest that it is an allosteric inhibitor, causing partial 
inhibition (approximately 90%) at saturating concentrations (Blickling et al., 1997a). It has 
recently been suggested that lysine exerts some effect on the first half reaction by 
attenuating proton-relay and also the function of Arg138, thought to be crucial for ASA 
binding (Dobson et al., 2004b). The crystal structure of the E. coli DHDPS-lysine complex 
was solved in the absence of substrate; however, thermodynamic studies have illustrated 
that the substrate pyruvate has a substantial effect on the nature of enzyme-inhibitor 
association (Blickling et al., 1997a).  

2.2 Structure of DHDPS 

2.2.1 Subunit and quaternary structure of DHDPS 

DHDPS from B. anthracis (Blagova et al., 2006; Voss et al., 2010), E. coli (Mirwaldt et al., 
1995), Mycobacterium tuberculosis (Kefala et al., 2008), Thermoanaerobacter tengcongensis 
(Wolterink-van Loo et al., 2008), Thermotoga maritima (Pearce et al., 2006), and several other 
species is a homotetramer in both crystal structure and solution (Fig. 3). In E. coli, the 
monomer is 292 amino acids in length and is composed of two domains (Mirwaldt et al., 
1995). The N-terminal domain is a (β/α)8 TIM-barrel (residues 1-224) with the active site 
located within the centre of the barrel (Fig. 3). The C-terminal domain (residues 225-292) 
consists of three -helices and contains several key residues that mediate tetramerisation 
(Dobson et al., 2005a). The association of the four monomers leaves a large water-filled 
cavity in the centre of the tetramer, such that each monomer has contacts with two 
neighbouring monomers only. The tetramer can also be described as a dimer of dimers, with 
strong interactions between the monomers A & B and C & D at the so-called tight dimer 
interface, and weaker interactions between the dimers A-B and C-D at the weak dimer 
interface (Dobson et al., 2005a) (Fig. 3). 
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Fig. 3. E. coli DHDPS structure . The active sites, allosteric sites, dimerisation interface (tight 
dimer interface) and tetramerisation interface (weak dimer interface) are shown (PDB: 1YXC). 

2.2.2 Active site 

The active site is located in cavities formed by the two monomers of the dimer. A long solvent-
accessible catalytic crevice with a depth of 10 Å is formed between -strands 4 and 5 of the 
barrel (Mirwaldt et al., 1995). Lys161, involved in Schiff-base formation is situated in the β-
barrel near the catalytic triad of three residues, namely Tyr133, Thr44 and Tyr107, which act as 
a proton shuttle (Blickling et al., 1997a) (Fig. 4). Thr44 is hydrogen bonded to both Tyr133 and 
Tyr107 and its position in the hydrogen-bonding network may play a role in Schiff base 
formation and cyclisation (Dobson et al., 2005a). The dihedral angles of Tyr107 fall in the 
disallowed region of the Ramachandran plot, suggesting an important role in the enzyme’s 
function (Mirwaldt et al., 1995). It is believed to be involved in shuttling protons between the 
active site and solvent (Dobson et al., 2005a). In contrast, Tyr133 plays an important role in 
substrate binding, donating a proton to the Schiff base hydroxyl. It is also thought to 
coordinate the attacking amino group of ASA, which requires the loss of a proton subsequent 
to cyclisation (Fig. 2). A marked reduction in activity is observed in single substitution 
mutants, highlighting the importance of this catalytic triad (Dobson et al., 2004a). 

Situated at the entrance to the active site, Arg138 is essential for ASA binding (Dobson et 
al., 2005b). In the E. coli DHDPS structure, a hydrogen bond is formed between Arg138 
and Tyr107 (Dobson et al., 2004a) and a water mediated hydrogen bond is formed 
between Arg138 and Tyr133 (Dobson et al., 2005a). Arg138 is thus also important for 
stabilisation of the catalytic triad, both of which are highly conserved in all DHDPS 
enzymes (Dobson et al., 2005a). 
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Fig. 4. E. coli DHDPS active site, illustrating the catalytic triad Thr44, Tyr133 and Tyr107 
interdigitating from the opposing monomer (PDB: 1YXC). 

2.2.3 Tight dimer interface 

In E. coli DHDPS, 1400 Å2 of surface area from one monomer in each dimer is buried at the 
tight dimer interface (Dobson et al., 2005a) (Fig. 3). This interface is made up of 25 residues 
from each monomer, with hydrogen bonds formed between Ser111 and Cys141, and 
hydrophobic interactions between Leu51 and Ala81, among others. In addition, Tyr107 of 
one monomer is coordinated with Tyr106 from the adjacent subunit, interdigitating across 
the monomer-monomer interface and thus forming a stabilising hydrophobic, sandwich-like 
stacking of aromatic rings. 

2.2.4 Weak dimer interface 

The tight dimer units of the E. coli DHDPS tetramer associate via two isologous interfaces 
formed between corresponding monomers (Fig. 3). This interface buries approximately 538 
Å2 of surface area. Nine residues from each monomer are involved in contacts at the weak 
dimer interface (Mirwaldt et al., 1995), situated within the 6, 7 and 9-helices. The 
interface is stabilised by hydrophobic contacts between Leu167, Thr168 and Leu197 (Dobson 
et al., 2004a). The importance of Leu197 at the interface has been demonstrated with 
mutations resulting in a dimeric species, unable to form a tetramer (Griffin et al., 2008, 2010). 
This interface is not conserved in other DHDPS structures. A greater number of contacts are 
observed at the weak dimer interface in DHDPS from B. anthracis (Blagova et al., 2006; Voss 
et al, 2010), M. tuberculosis (Kefala et al., 2008), and most strikingly, T. maritima (Pearce et al., 
2006) with 20 residues involved in many interactions. 

2.2.5 Allosteric site 

As described in Section 2.1.1, lysine is an allosteric modulator of DHDPS function, partially 
inhibiting DHDPS activity. The lysine binding site is situated in a crevice at the interface of 
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the tight dimer, distal from the active site, but connected via a water filled channel (Fig. 3). 
The crystal structure of lysine-bound E. coli DHDPS shows two lysine molecules bound per 
dimer (four per tetramer) with each molecule interacting with both monomers and the 
adjacent lysine molecule (Blickling et al., 1997c) (Fig. 5).  

 
Fig. 5. E. coli DHDPS allosteric site with two lysine (boxed - red) molecules bound (PDB: 2ATS). 

As stated earlier, seven residues are believed to be involved in binding lysine; Ser48, Ala49, 
His53, His56, Asn80, Glu84 and Tyr106. All these residues show slightly altered conformations 
in the presence of lysine, moving to accommodate the molecule (Blickling et al., 1997a). 
Importantly, Tyr106 moves towards the carboxyl group of lysine, which alters the aromatic 
stacking of Tyr106 and Tyr107. Otherwise, very few changes are observed upon lysine 
binding, with no significant secondary structure or quaternary structure change occurring 
(Dobson et al., 2005a). Most of the residues identified as important in the lysine allosteric 
binding site are not conserved in those DHDPS enzymes that are not inhibited by lysine 
(Burgess et al., 2008; Kefala et al., 2008; Voss et al., 2010; Wolterink-van Loo et al., 2008). 

2.2.6 Alternative quaternary architecture 

Whilst the DHDPS monomer from most bacteria has a molecular mass of approximately 31 
kDa, the plant enzymes are larger. For example, DHDPS from Nicotiana sylvestris (Blickling 
et al., 1997b) has a relative molecular mass of 36 kDa, whilst DHDPS from Pivus sativum 
(Dereppe et al., 1992) has been reported to be a homotrimer of 43 kDa monomers based on 
gel filtration liquid chromatography studies, although this result is uncorroborated. The 
only plant DHDPS structure solved to date is from N. sylvestris (Blickling et al., 1997b). As 
for the bacterial enzymes, it is a homotetramer, described as a dimer of dimers. The contact 
areas within the tight dimer are similar within the plant and bacterial enzyme, with 13 of the 
19 residues contributing to the interface conserved in both bacteria and plants. However, as 
Figure 6 shows, the plant dimer of dimers has an alternative architecture, namely the 
residues involved at the weak dimer interface are located on the opposite face of the 
monomer. The plant enzyme can thus be described as a “back-to-back” arrangement of dimers 
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(Fig. 6) compared to the “head-to-head” arrangement observed for bacterial DHDPS (Fig. 3). 
Compared to the bacterial interface, the weak dimer interface of N. sylvestris DHDPS is larger 
than its bacterial counterpart, burying 810 Å2 surface area, which is reflected in the greater 
number of residues contributing to inter-subunit contacts. The additional residues of the C-
terminus, as well as the novel quaternary structure of N. sylvestris DHDPS, reduces the central 
water filled cavity and results in a tetramer where all subunits are in contact with each other 
(Fig. 6). Despite the significant structural differences between the plant and bacterial enzymes, 
the position and orientation of all active site residues are conserved. Most strikingly, 
considering the rearrangement of dimers, lysine binds at an equivalent binding pocket at the 
interfaces of the two monomers of a dimer in both the E. coli (Blickling et al., 1997a) and N. 
sylvestris (Blickling et al., 1997b) enzymes. The lysine molecules also bind in the same 
orientation, with coordination of the α-amino and α-carboxyl groups almost identical. 

 
Fig. 6. N. sylvestris DHDPS, showing an alternate architecture (“back-to-back” arrangement 
of dimers) to that observed for bacterial DHDPS enzymes. 

In addition, other quaternary structures of bacterial DHDPS enzymes have been reported. 
For example, DHDPS from methicillin-resistant S. aureus (MRSA) has recently been shown 
to be a dimer in solution (Burgess et al., 2008), with enzymatic activity similar to that of the 
wild-type E. coli tetramer. Several DHDPS enzymes have also been identified in 
Agrobacterium tumefaciens, with two forms crystallising as dimers (3B4U, 2R8W) and one as a 
hexamer (2HMC), although the function of this enzyme has yet to be confirmed.  

2.3 Inhibition of DHDPS 

A number of potential DHDPS inhibitors have been synthesised and characterised. A 
variety of heterocyclic analogues of DHDP and HTPA have been shown to act as moderate 
inhibitors of DHDPS (Hutton et al., 2007). Analogues of the cyclic lactol form of ASA, 
including homoserine lactone and 2-aminocyclopentanone, show non-competitive moderate 
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inhibition with Ki = 12-24 mM (Hutton et al., 2007). Analogues of the straight chain hydrate 
form of ASA have also been investigated, with aspartic acid showing mixed type inhibition 
with Ki = 90-140 µM (Hutton et al., 2007). Product analogues have also been investigated, 
exhibiting moderate DHDPS inhibition. More success was achieved with inhibitors based on 
the acyclic enzyme-bound DHDPS intermediates, such as diethyl (E,E)-4-oxo-2,5-
heptadienedioate (Turner et al., 2005) and a bis-oxime ester (Boughton et al., 2008), which 
irreversibly inhibit DHDPS. Interestingly, several of these compounds have displayed clear 
differentiation in inhibition of DHDPS enzymes from different species (Mitsakos  et al., 
2008), suggesting the potential for targeting compounds to specific pathogens. 

3. Dihydrodipicolinate reductase 
3.1 Function of DHDPR 

Dihydrodipicolinate reductase (DHDPR, EC 1.3.1.26) was first isolated from E. coli in 1965 
(Farkas & Gilvarg, 1965). Since then, the enzyme has been characterised from several species 
including B. cereus (Kimura & Goto, 1977), Bacillus megaterium (Kimura & Goto, 1977), 
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Fig. 7. Schematic representation of the catalytic mechanism of DHDPR. 

In E. coli, DHDPR is encoded by the dapB gene, which is also an essential bacterial gene 
(Dogovski et al., 2009; Hutton et al., 2007). The open reading frame encodes a 273 amino acid 
polypeptide with a monomeric molecular weight of 28,758 Da. The enzyme functions by 
utilising either phosphorylated or non-phosphorylated pyridine nucleotides, NAD(P)H, as 
hydrogen donors to carry out its reaction. The kinetic mechanism of E. coli DHDPR is 
ordered and sequential (Reddy et al., 1995), involving binding of NAD(P)H followed by 
DHDP. The reaction is initiated by hydride transfer from the 4-pro-R position of NAD(P)H 
to the C4-position of DHDP, with the resultant enamine then undergoing tautomerisation to 
form THDP. Upon completion of the reaction, the release of the product THDP is followed 
by NAD(P)+ release (Reddy et al., 1995) (Fig. 7). 
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3.1.2 Nucleotide preference of bacterial DHDPR 

Pyridine nucleotide-dependent dehydrogenases typically have a strong preference for either 
NADPH or NADH as co-factors (Cirilli et al., 2003; Pearce et al., 2008; Reddy et al., 1996). In 
most cases dual-cofactor enzymes preferentially utilise NADPH over NADH. In light of this 
observation, there has been significant interest in studying the molecular basis of nucleotide 
preference. All NAD-dependent dehydrogenases contain the consensus sequence GXGXXG 
or GXXGXXG and conserved acidic amino acids 20-30 residues downstream of this glycine 
rich region (Dommaraju et al., 2011). The main chain nitrogen of the second residue (X) in 
the consensus sequence interacts with this conserved acidic residue. E. coli DHDPR has an 
unusual pyridine nucleotide specificity, exhibiting only a modest selectivity for its 
nucleotides. Kinetic studies show that E. coli DHDPR utilises NADH only slightly more 
efficiently than NADPH (Reddy et al., 1996). This is consistent with the observation that the 
binding affinity of E. coli DHDPR to NADH (KD = 0.26 M) is stronger than that of NADPH 
(KD = 1.8 M) (Reddy et al., 1996). Structural studies of E. coli DHDPR show the existence of 
hydrogen bonds between the side-chain of the acidic residue Glu38 and that of the O3’ of 
the adenine ribose of NADH. It is hypothesised that the basic residue Arg39, also found in 
the nucleotide binding pocket, can interact with the negatively charged 2’ phosphate of 
NADPH, thus enabling the enzyme to utilise both NADH and NADPH. Kinetic analysis of 
DHDPR from M. tuberculosis also shows that the enzyme exhibits only a moderate 
preference for NADH. The crystal structures of M. tuberculosis DHDPR in two ternary 
complexes (DHDPR-2,6-PDC-NADH and DHDPR-2,6-PDC-NADPH) demonstrate that the 
number of hydrogen bonds between DHDPR and the nucleotides NADH and NADPH are 
very similar (Cirilli et al., 2003; Reddy et al., 1996; Scapin et al., 1997). 

3.2 Structure of DHDPR 

3.2.1 Subunit and quaternary structure of DHDPR 

The three-dimensional structure of DHDPR has been elucidated by X-ray crystallography 
from five diverse bacterial species, namely, Bartonella henselae, (PDB: 3IJP), E. coli (Scapin et 
al., 1995, 1997), M. tuberculosis (Cirilli et al., 2003), S. aureus (Girish et al., 2011), and T. 
maritima (Pearce et al., 2008). DHDPR from E. coli (Fig. 8) was the first DHDPR enzyme to be 
extensively studied in terms of structure and function (Farkas & Gilvarg, 1965; Reddy et al., 
1995; Scapin et al., 1995, 1997). 

DHDPR is a tetrameric enzyme consisting of four identical monomers (Fig. 8). Each monomer 
is comprised of an N-terminal nucleotide binding domain and a C-terminal substrate binding 
domain (Fig. 9). In E. coli DHDPR, the nucleotide binding domain is formed by the first 130 
and last 36 residues of the polypeptide chain, whereas the substrate binding domain is formed 
by residues 130-240. The nucleotide binding domain consists of four α-helices and seven β-
strands, which are arranged to form a Rossmann (dinucleotide binding) fold. The substrate 
binding domain contains two α-helices and four β-strands, which form an open mixed β-
sandwich (Scapin et al., 1995). Interactions between the four subunits of the tetramer occur 
exclusively between residues of the substrate binding domain. A long loop (Leu182 to Gly204) 
also extends from the substrate binding domain and plays an important role in maintaining 
the quaternary structure of the enzyme. The four monomers interact by pairing the four β-
strands on the substrate binding domain to form a 16-stranded, mixed, flattened β-barrel (Fig. 
8). This central barrel is anchored by the four long loops (Leu182 to Gly204) that extend from 
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the body of the substrate binding domain of each monomer and wrap around the mixed β-
sheet of the neighboring monomer. Residues 65-74 and 127-130 form flexible hinge regions 
between the nucleotide and substrate binding domains (Scapin et al., 1995). 

 
Fig. 8. Structure of E. coli DHDPR (PDB: 1ARZ). 

 
Fig. 9. Structure of the E. coli DHDPR monomer bound to NADH and the substrate 
analogue, 2,6-PDC (PDB: 1ARZ). 
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3.2.2 Substrate binding site 

The consensus sequence, E(L/A)HHXXKXDAPSGTA is found in the substrate binding 
domain of all known bacterial DHDPR enzymes (Pavelka et al., 1997). This sequence is 
thought to contain residues involved in binding of substrate and/or catalysis. Molecular 
modelling studies, using the apo form (enzyme in the absence of substrate) of E. coli DHDPR 
as a structural template, suggest a cluster of five basic residues are the key catalytic site 
residues (Scapin et al., 1997), namely His159, His160, Arg161, His162 and Lys163 (all 
contained within the consensus sequence). These residues are located in the loop connecting 
-strand B7 to -helix A5. Structural studies of E. coli DHDPR in complex with NADH and 
the substrate analogue and inhibitor, 2,6-pyridinedicarboxylate (2,6-PDC), show that 2,6-
PDC is bound to the substrate binding domain of DHDPR, in a spherical cavity bordered by 
residues from both the nucleotide binding (Gly102-Phe106 and Ala126-Ser130) and substrate 
binding domains (Ile155-Gly175 and Val217-His220) (Scapin et al., 1997). The bound 
inhibitor makes several hydrogen bonding interactions with the atoms of the conserved 
E(L/A)HHXXKXDAPSGTA motif. Similar interactions are observed between 2,6-PDC and 
DHDPR from M. tuberculosis (Cirilli et al., 2003). 

3.2.3 Nucleotide binding site 

The nucleotide binding domain of DHDPR adopts a Rossmann fold, which is typical of 
nucleotide-dependent dehydrogenases (Fig. 9). The consensus sequence (V/I)(A/G)(V/I)-
XGXXGXXG located within this domain, is conserved in all NAD(P)H-dependent 
dehydrogenases, including DHDPR (Pavelka et al., 1997). Structural analyses of E. coli 
DHDPR show that this motif extends from the C-terminal end of -strand B1 to the loop that 
connects B1 to -helix A1. An acidic residue (Glu38 in E. coli DHDPR) is located 
approximately 20 amino acids downstream of the conserved consensus sequence. The two 
hydroxyl groups from the adenine ribose are known to interact with the side-chain of Glu38 
and also the backbone atoms of the glycine rich motif GXXGXXG. Several hydrophobic 
interactions exist between the adenine ring of NADH and the residues Arg39, Gly84 and 
His88. The pyrophosphate group of NADH is located over the -helix A1 and interacts with 
residues contained within the loop connecting -strand B1 and -helix A1 (Reddy et al., 
1996; Scapin et al., 1997). 

3.3 Inhibition of DHDPR 

The substrate analogue, 2,6-PDC,  is a competitive inhibitor (Ki = 26 M) of DHDPR (Scapin 
et al., 1995) (Fig. 10A). Other substrate analogues such as picolinic acid (Fig. 10B), isopthalic 
acid (Fig. 10C), pipecolic acid (Fig. 10D) and dimethyl chelidamate (Fig. 10E), are much 
weaker inhibitors, each displaying an IC50 > 10 mM (Hutton et al., 2003). A vinylogous 
amide that acts as a competitive inhibitor of DHDPR (Ki = 32 M) has been described and is 
one of the most potent inhibitors of DHDPR reported to date (Caplan et al., 2000). Molecular 
modeling in tandem with conventional drug screening strategies has identified novel 
inhibitors, including sulfones and sulfonamides, with Ki values ranging from 7-90 M 
(Caplan et al., 2000). However, a sub-micromolar inhibitor of DHDPR has not been 
discovered to date. 
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Fig. 10. Inhibitors of DHDPR. 

4. Succinylase pathway 
4.1 Tetrahydrodipicolinate N-succinyltransferase 

Tetrahydrodipicolinate N-succinyltransferase (THPC-NST, EC 2.3.1.117) is a succinyl-coenzyme 
A (SCoA) dependant enzyme that catalyses the conversion of cyclic L-2,3,4,5,-
tetrahydrodipicolinate (THDP) to acyclic N-succinyl-L-2-amino-6-ketopimelate (NSAKP) 
(Simms et al., 1984) (Fig. 1). The reaction occurs via a L-2-amino-6-ketopimelate (AKP) 
intermediate. The transfer of an acyl group functions to maintain a linear conformation of 
the product of the reaction (NSKAP) and exposes the 6-keto group for subsequent 
transamination (Beaman et al., 2002). Substrate and cofactor kinetic parameters for E. coli 
THPC-NST have been determined. Studies show that the KMapp for THDP and succinyl-CoA 
are 20 µM and 15 µM, respectively (Berges et al., 1986b; Simms et al., 1984).  

The dapD gene encoding THPC-NST is found in a large number of bacterial species 
including E. coli and Mycobacterium species (Beaman et al., 1997; Richaud et al., 1984; Schuldt 
et al., 2009). Expression of this gene in E. coli is weakly inhibited by lysine (Ou et al., 2008; 
Richaud et al., 1984). THPC-NST enzymes characterised to date are comprised of 
approximately 290 residues and show greater than 18% sequence identity (Beaman et al., 
1997; Richaud et al., 1984; Schuldt et al., 2009). 

The crystal structure of THPC-NST from Mycobacterium bovis (Fig. 11) shows that the 
enzyme forms a homotrimer. The monomer consists of three domains, namely, the (i) N-
terminal, (ii) left handed parallel β-helix (LβH), and (iii) C-terminal domains (Beaman et al., 
1997). The N-terminal domain is comprised of four α-helices and two hairpin loops. The 
LβH domain, comprising 50% of the subunit, contains the hexapeptide repeat motif ([LIV]-
[GAED]-X2-[STAV]-X) within each turn of the β-helix. The LβH domain is interrupted by 
two loops, including a flexible loop (residues 166-175) that is involved in binding substrate. 
The C-terminal domain consists of a β-stranded structure. All three domains contribute to 
inter-subunit contacts. The structure of THPC-NST from other bacterial species have since 
been determined and show a high degree of similarity to that of M. bovis THPC-NST 
(Nguyen et al., 2008; Schuldt et al., 2009). 
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Fig. 11. Structure of trimeric M. bovis THPC-NST in complex with L-2-aminopimelate and 
succinamide-CoA. The N-terminal (orange), LβH (blue) and C-terminal (green) domains are 
indicated. The substrate L-2-aminopimelate (yellow) and cofactor succinamide-CoA (yellow) 
are bound via the THPC-NST active site residues (pink) (PDB: 1KGQ). 

Crystal structures of M. bovis THPC-NST in complex with substrate analogs and several 
forms of coenzyme A have resulted in a model describing substrate binding and catalysis 
(Beaman et al., 1998, 2002). Self-association of the monomer subunit results in a homotrimer 
complex containing three active sites. The AKP and SCoA binding sites are located at the 
LβH domain interfaces. Binding of SCoA and possibly AKP is thought to promote a large 
conformational change that encloses the bound substrate and cofactor within the active site. 
In this state, the 2-amino group of AKP is placed in close proximity to the SCoA thioester, 
allowing nucleophilic attack and transfer of the succinyl group (Beaman et al., 2002). 

Studies have shown that L-2-aminopimelic acid, an analog of AKP, is an inhibitor of THPC-
NST, although it does not display antibacterial activity (Berges et al., 1986a). However, 
peptide derivatives of 2-aminopimelic acid show significant antibacterial activity against a 
range of Gram-negative bacteria (Berges et al., 1986a).  

4.2 N-succinyldiaminopimelate aminotransferase 

N-succinyldiaminopimelate aminotransferase (NSDAP-AT, EC 2.6.1.17) catalyses the conversion 
of NSKAP to N-succinyl-L,L-2,6,-diaminopimelate (NSDAP) (Fig. 1). The reaction begins by 
the formation of a Schiff base linkage between an active site lysine and the cofactor 
pyridoxal-5’-phosphate (PLP). An amino group, donated by glutamate, is transferred to 
PLP, to form pyridoxamine phosphate (PMP). The enzyme subsequently transfers the amino 
group from PMP to NSAKP to yield N-succinyl-L,L-2,6,-diaminopimelate (NSDAP) and α-
ketoglutarate (Peterkofsky & Gilvarg., 1961; Ledwidge & Blanchard., 1999). Studies of E. coli 
NSDAP-AT report KM values for the substrates NSKAP and glutamate of 0.5 mM and 0.52 
mM, respectively (Peterkofsky & Gilvarg., 1961). 
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The gene encoding NSDAP-AT (dapC), is found in a large number of bacterial species 
including Bordetella pertussis (Fuchs et al., 2000), C. glutamicum (Hartmann et al., 2003), E. 
coli, (Peterkofsky & Gilvarg., 1961) and M. tuberculosis (Weyand et al., 2006). In E. coli, the 
gene encoding NSDAP-AT is annotated argD (Ledwidge & Blanchard., 1999). This enzyme 
also functions as a N-acetylornithine aminotransferase, a component of the arginine 
biosynthesis pathway. The dapC gene in B. pertussis (Fuchs et al., 2000), C. glutamicum, 
(Hartmann et al., 2003), and E. coli (Bukari & Taylor., 1971) has been found to map in close 
proximity to the dapD gene on the chromosome. Sequence analyses have shown that 
NSDAP-AT consists of approximately 400 residues and shares greater than 26% identity 
across species (Fuchs et al., 2000; Hartmann et al., 2003; Peterkofsky & Gilvarg., 1961; 
Weyand et al., 2006). The NSDAP-AT sequence is characterised by the presence of the PLP 
binding sequence motif, SLSKXSNVXGXRAG, that includes an active site lysine residue 
(underlined) (Fuchs et al., 2000). 

Structure studies of M. tuberculosis NSDAP-AT in complex with PLP shows that the 
enzyme forms a homodimer (Fig. 12). The structure is characteristic of the 
aminotransferase family of class I PLP-binding proteins (Weyand et al., 2007). The 
monomer subunit is comprised of (i) an α-helical N-terminal extension, (ii) a central 
domain comprising an 8-stranded β-sheet surrounded by 8 α-helices, and (iii) a C-
terminal domain consisting of a four stranded β-sheet flanked by 4 α-helices. The active 
site of each subunit is located at the dimer interface with residues from both subunits 
contributing to the architecture of the active sites. PLP is bound to the active site Lys232, 
presumably via a Schiff base, and makes a number of noncovalent contacts with other 
residues within the active site via a hydrogen bond network. 

A number of hydrazino-dipeptide analogs of NSDAP inhibit NSDAP-AT with Ki values 
ranging from 22-556 nM and show significant antibacterial activity against E. coli (Cox et 
al., 1998). 

 
Fig. 12. Structure of dimeric M. tuberculosis NSDAP-AT in complex with PLP. The α-helical N-
terminal extension (orange), central (blue) and C-terminal (green) domains are indicated. The 
cofactor PLP (yellow) is bound by the NSDAP-AT active site residues (pink) (PDB: 2O0R). 
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4.3 Succinyldiaminopimelate desuccinylase 

Succinyldiaminopimelate desuccinylase (SDAP-DS, EC 3.5.1.18) catalyses the hydrolysis of N-
succinyl-L,L-2,6,-diaminopimelate (NSDAP) to yield L,L-2,6-diaminopimelate (DAP) and 
succinate (Kindler & Gilvarg., 1960) (Fig. 1). Kinetic parameters for SDAP-DS from several 
bacterial species have been reported, with substrate KM and kcat values ranging from 0.73 - 1.3 
mM and 140 - 200 s-1, respectively (Bienvenue et al., 2003; Born et al., 1998; Lin et al., 1988). 

The gene encoding SDAP-DS, dapE, is present in a large number of bacterial species 
including, C. glutamicum (Wehrmann et al., 1994), E. coli (Bouvier et al., 1992), Haemophilus 
influenzae, (Born et al., 1998) and Salmonella enterica (Broder & Miller., 2003). In general, 
SDAP-DS contains approximately 375 residues and shares greater than 22% sequence 
identity across bacterial species. Alignment of SDAP-DS amino acid sequences show 
conservation of histidine and glutamate metal binding residues that are characteristic of 
metal-dependent amidases (Born et al., 1998). 

Consistent with the conservation of metal binding residues, the activity of SDAP-DS 
enzymes are dependent on Zn2+ ions (Born et al., 1998; Lin et al., 1988). Futhermore, studies 
involving Zn K-edge extended X-ray absorption fine structure (EXAFS) analyses of H. 
influenzae SDAP-DS indicate that the enzyme contains dinuclear Zn2+ active sites (Cosper et 
al., 2003). Studies of H. influenzae SDAP-DS mutants by kinetics, electronic absorption 
spectroscopy and electron paramagnetic resonance spectroscopy showed that His67 and 
His349 coordinate Zn2+ ions, with His67 functioning in catalysis (Gillner et al., 2009). A 
similar study showed that residue Glu134 is also involved in catalysis, possibly functioning 
as an acid/base (Davis et al., 2006). 

The crystal structure of zinc bound SDAP-DS has been determined (Fig. 13). Studies have 
shown that the enzyme forms a homodimer, with each monomer subunit containing a 
catalytic domain and a dimerisation domain (Nocek et al., 2010). The core of the catalytic 
domain is composed of an eight-stranded twisted β-sheet that is sandwiched between seven 
α-helices. The dimerisation domain adopts a two layer α+β sandwich fold and is comprised 
of a four stranded antiparallel β-sheet and two α-helices.  

 
Fig. 13. Structure of dimeric H. influenzae SDAP-DS in complex with two zinc ions. the 
dimerisation (orange) and catalytic (blue) domains are indicated.  Zinc ions (yellow) are 
bound by SDAP-DS active site residues (pink) (PDB: 3IC1). 
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The catalytic domain incorporates a negatively charged active site cleft, containing two zinc 
ions. One zinc ion is coordinated by the imidazole group and sidechain oxygens of His67 
and Glu163, respectively, whilst another zinc ion is coordinated in a similar manner by 
His349 and Glu135. The zinc ions are bridged together by interaction with Asp100 and a 
water/hydroxide. 

The availability of a structural model has resulted in a proposed mechanism for hydrolysis 
of NSDAP by SDAP-DS (Born et al., 1998; Nocek et al., 2010). It is hypothesised that NSDAP 
adopts an extended conformation when bound to the active site of the enzyme. The NSDAP 
amide carbonyl coordinates to an active site Zn2+ ion and becomes avaliable for nucleophilic 
attack. This binding event displaces a bridging water molecule, resulting in its hydrolysis by 
Glu134 and the generation of a zinc bound nucleophilic hydroxide. The hydroxide then 
attacks the target carbonyl carbon to form a η-1-μ-transition-state complex, which then 
resolves to release DAP and succinate. 

The DAP isomers L,L-DAP and D,L-DAP are competitive inhibitors of H. influenzae SDAP-
DS, exhibiting Ki values of 8 and 12 mM, respectively (Born et al., 1998). Studies employing 
Zn K-edge EXAFS suggest that the H. influenzae SDAP-DS inhibitor, 5-mercaptopentanoic 
acid, may exert its effect through binding to active site Zn2+ ions (Cosper et al., 2003).  

5. Acetylase pathway 
5.1 Tetrahydrodipicolinate N-acetyltransferase 

Tetrahydrodipicolinate N-acetyltransferase (THDP-NAT, EC 2.3.1.89) is an acetyl-coenzyme A 
(ACoA) dependant enzyme that catalyses the conversion of cyclic THDP to acyclic N-acetyl-
(S)-2-amino-6-ketopimelate (NAAKP) (Chatterjee & White., 1982) (Fig. 1). The transferred 
acyl group maintains the linear conformation of the product and exposes the 6-keto group 
for subsequent transamination (Beaman et al., 2002). Crude cell extracts from B. megaterium 
were found to contain active THDP-NAT (Chatterjee & White., 1982). THDP-NAT enzymes 
are thought to be largely confined to Bacillus sp. (Weinberger & Gilvarg., 1970).  

5.2 Aminotransferase A 

Aminotransferase A (ATA, EC 2.6.1) is a PLP-dependant enzyme that catalyses the conversion 
of NAAKP and glutamate to N-acetyl-(2S)-2,6,-diaminopimelate (NADAP) and α-
ketoglutarate (Ledwidge & Blanchard., 1999; Peterkofsky & Gilvarg., 1961) (Fig. 1). It has 
been speculated that the ATA reaction mechanism resembles that of NSDAP-AT (Section 
4.2) (Ledwidge & Blanchard., 1999; Peterkofsky & Gilvarg., 1961). Crude cell extracts from B. 
megaterium were found to contain active ATA (Chatterjee & White., 1982), with ATA activity 
identified by monitoring enzyme activity in the reverse direction utilising an acid ninhydrin 
assay (Chatterjee & White., 1982; Sundharadas & Gilvarg., 1967).  

5.3 N-acetyldiaminopimelate deacetylase 

N-acetyldiaminopimelate deacetylase (NAD-DAC, EC 3.5.1.47) catalyses the hydrolysis of 
NADAP to form DAP and acetate (Fig. 1). NAD-DAC was first identified from studies 
involving the isolation of a B. megaterium DAP auxotroph (Saleh & White., 1979; 
Sundharadas & Gilvarg., 1967). The mutant strain possesses a non-functional form of NAD-
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The catalytic domain incorporates a negatively charged active site cleft, containing two zinc 
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DAC and consequently accumulates NADAP. Early studies of this enzyme centred on 
Gram-positive species, with NAD-DAC activity identified by utilising an acid ninhydrin 
assay to detect NADAP formation in crude cell extracts (Chatterjee & White., 1982; 
Weinberger & Gilvarg., 1970). The distribution of NAD-DAC has since been investigated in 
large number of Gram-negative and Gram-positive bacteria. Interestingly, the enzyme 
appears to be restricted to Bacillus sp. (Weinberger & Gilvarg., 1970). 

6. Aminotransferase pathway 
6.1 Function of diaminopimelate aminotransferase 

Diaminopimelate aminotransferase (LL-DAP-AT, EC 2.6.1.83) is a PLP-dependant enzyme 
that catalyses the conversion of L-2,3,4,5,-tetrahydrodipicolinate (THDP) to L,L-2,6-
diaminopimelate (LL-DAP) (Fig. 1). This transamination reaction utilises glutamate as an 
amino donor to yield α-ketoglutarate. (Hudson et al., 2006, 2008; Liu et al., 2010; McCoy et 
al., 2006) 

The enzyme was first isolated from plant and cyanobacterial species and thus demonstrated 
a new branch of the lysine biosynthesis pathway existed (Hudson et al., 2006). Although 
plants are known to synthesise lysine de novo, components of the pathway required for 
conversion of THDP to meso-DAP had not been identified previously despite years of 
investigation. Studies of crude cell extracts had shown that plants do not catalyse reactions 
specific to the succinylase, acetylase or dehydrogenase branches of the pathway. This was 
subsequently confirmed with the observation that annotated plant genomes, including that 
from Arabidopsis thaliana, lack some or all genes associated with the three classical branches 
(Chatterjee et al., 1994; Hudson et al., 2005). The identification and characterisation of LL-
DAP-AT from A. thaliana demonstrated for the first time the means by which plant species 
catalyse the conversion of THDP to meso-DAP via the aminotransferase sub-pathway 
(Hudson et al., 2006).  

More recently LL-DAP-AT has been identified in algal, archaeal and bacterial species 
including, Chlamydia trachomatis (McCoy et al., 2006), Chlamydomonas reihardtii (Hudson et al., 
2011), Methanocaldococcus jannaschii (Liu et al., 2010), and Protochlamydia amoebophila (McCoy et 
al., 2006). Comparative genomic analyses shows that LL-DAP-AT is restricted to the 
eubacterial lineages, Bacteroidetes, Chlamydiae, Chloroflexi, Cyanobacteria, Desulfuromonadales, 
Firmicutes, and Spirochaeta; and the archaea, Archaeoglobaceae and Methanobacteriaceae (Hudson 
et al., 2008). The phylogeny of LL-DAP-AT from these species has established the existence of 
two classes of LL-DAP-AT orthologues, namely, DapL1 and DapL2, which differ significantly 
in primary amino acid sequence. DapL1 and DapL2 are found predominantly in eubacteria 
and archaea, respectively (Hudson et al., 2008).  

LL-DAP-AT enzymes are classified as members of the PLP-dependant protein superfamily 
of class I/II aminotransferases (Hudson et al., 2008; Jensen et al., 1996; Sung et al., 1991). 
Orthologues are in general 410 amino acids in length and can share as little as 29% sequence 
identity. Kinetic parameters for the LL-DAP-AT reaction have been determined for enzymes 
from a number of species, including A. thaliana, C. trachomatis, Desulfitobacterium hafniense, 
Leptospira interrogans, Methanobacterium thermoautotrophicus, Morella thermoacetica, and P. 
amoebophila. (Hudson et al., 2006, 2008; McCoy et al., 2006). In the human pathogen C. 
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trachomatis, the KM values for the substrates THDP and glutamate have been reported as 19 
µM and 2.1 µM, respectively (Hudson et al., 2008). 

6.2 Structure of LL-DAP-AT 

At present, the PDB reports twelve LL-DAP-AT X-ray crystal structures from three species, 
namely, A. thaliana, C. trachomatis and C. reihardtii (Watanabe et al., 2007, 2008, 2011; Dobson 
et al., 2011). The tertiary and quaternary structure of all three proteins are very similar with 
LL-DAP-AT existing as a homodimer (Fig. 14).  

 
Fig. 14. Structure of dimeric C. trachomatis LL-DAP-AT. Monomers, indicated in blue and 
green, associate to form a functional dimer (PDB: 3ASA). 

The subunit structure of C. trachomatis LL-DAP-AT is described as containing two domains, 
a large domain (LD) (residues 48-294) and a small domain (SD) (residues 1-47 and 295-394) 
(Watanabe et al., 2011; Watanabe & James, 2011). The LD is composed of α-β-α sandwich, 
whilst the SD assumes an α-β complex (Fig. 14). The LD is involved in binding PLP and also 
dimer formation, whereas the SD forms an N-terminal arm and also the C-terminal region. 
The active site is situated in a groove between the two domains of the monomer (Fig. 14). 
Importantly, the dimer structure is proposed to be essential for function as both subunits 
participate in substrate binding. Study of the structures of apo and ligand-bound forms of C. 
trachomatis LL-DAP-AT have revealed that the enzyme adopts an open and closed 
conformation (Watanabe et al., 2011). In the absence of ligand, the enzyme assumes an open 
state, whereby the active site is exposed to solvent. Upon PLP binding, the enzyme adopts a 
closed conformation. Within the active site, PLP is covalently linked to Lys236 via a Schiff 
base and is stabilised through an aromatic stacking interaction with Tyr128. PLP also forms 
a network of hydrogen bonding interactions with residues within the enzyme active site 
(Watanabe et al., 2011) (Fig 15). 
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Fig. 15. Catalytic site of LL-DAP-AT from C. trachomatis (PDB: 3ASA). Ligand binding 
induces a closed conformation. PLP is covalently linked to Lys236 via a Schiff base. 

6.3 Inhibition of LL-DAP-AT 

A number of potential LL-DAP-AT inhibitors have been synthesised and characterised. In a 
screen involving 29,201 molecules, 15 compounds displayed IC50 values ranging from 20 µM 
to 60 µM, with the best hit being an aryl hydrazide showing an IC50 of 5 µM (Fan et al., 
2010). However, the best hit appears to be an uncompetitive inhibitor and probably reacts 
irreversibly with PLP. Analogues of this compound have been synthesised and studies show 
that they fail to effectively inhibit LL-DAP-AT. In addition, there are two rhodanine-based 
molecules reported that show IC50 values of 41 µM and 46 µM (Fan et al., 2010). 

7. Diaminopimelate epimerase 
7.1 Function of DAPE 

Diaminopimelate epimerase (DAPE, EC 5.1.1.7) catalyses the penultimate step in the lysine 
biosynthetic pathway whereby L,L-2,6-diaminopimelate (LL-DAP) is converted to meso-DAP 
(Fig. 1, Fig. 16). In E. coli, the enzyme is encoded by the dapF gene and is constitutively 
expressed (Neidhardt & Curtiss, 1996). DAPE was first characterised in 1957 using enzyme 
derived from crude extracts of E. coli (Work, 1957). The enzyme specifically recognises the 
LL-DAP isomer (Anita et al., 1957), whereas the DD-DAP isomer is not a substrate or 
inhibitor of the enzyme. Early studies noted that DAPE was inhibited by low concentrations 
of thiol-binding reagents and could be reactivated by reducing agents, suggesting the 
presence of an essential sulfhydryl group (Work, 1957). This finding was subsequently 
confirmed upon purification of DAPE to homogeneity (Wiseman, & Nichols, 1984). 
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Fig. 16. DAPE catalysed reaction. 

DAPE catalyses the conversion of LL-DAP to meso-DAP by employing a “two-base” 
mechanism (Wiseman, & Nichols, 1984). The reaction involves two active site Cys residues, 
where the first Cys residue (73 in H. influenzae) acts as base abstracting proton from LL-DAP, 
while the second Cys residue (217 in H. influenzae) re-protonates the molecule to generate 
meso-DAP. The enzyme is also capable of catalysing the reverse reaction, with the two Cys 
residues reversing their roles (Wiseman, & Nichols, 1984). 

7.2 Structure of DAPE 

The structures of DAPE from four species have been described. These include DAPE from B. 
anthracis (PDB:2OTN), H. influenza (Cirilli et al., 1998; Lloyd et al., 2004), and M. tuberculosis 
(Usha et al., 2009); and also the plant species A. thaliana (Pillai et al., 2009). The enzyme is a 
symmetrical monomer comprised of two domains containing eight β-strands and two α-
helices (Cirilli et al., 1998) (Fig. 17).  

 
Fig. 17. Structure of DAPE from H. influenzae. Domains are coloured pink and blue, active 
site cysteines (disulfide linked) are shown in yellow (PDB: 1BWZ). 

This fold, first observed in H. influenzae DAPE, is now referred to as the DAP epimerase-like 
fold. The structure of DAPE from H. influenzae shows that each domain of the enzyme 
contributes one active site Cys (residues 73 and 217). The distal, non-reacting end of the 
substrate interacts via a number of hydrogen bonds to residues Asn157, Asp190, Arg209, 
Asn64, and Glu208 (Fig. 18). The nature of this interaction ensures that only the LL-DAP 
stereoisomer is recognised. Interestingly, DAPE adopts two distinct conformational states. 
In the absence of substrate, the enzyme exists in an open conformation, and upon binding 
substrate adopts a closed conformation (Pillai et al., 2007). 



 
Biochemistry 246 

 
Fig. 16. DAPE catalysed reaction. 

DAPE catalyses the conversion of LL-DAP to meso-DAP by employing a “two-base” 
mechanism (Wiseman, & Nichols, 1984). The reaction involves two active site Cys residues, 
where the first Cys residue (73 in H. influenzae) acts as base abstracting proton from LL-DAP, 
while the second Cys residue (217 in H. influenzae) re-protonates the molecule to generate 
meso-DAP. The enzyme is also capable of catalysing the reverse reaction, with the two Cys 
residues reversing their roles (Wiseman, & Nichols, 1984). 

7.2 Structure of DAPE 

The structures of DAPE from four species have been described. These include DAPE from B. 
anthracis (PDB:2OTN), H. influenza (Cirilli et al., 1998; Lloyd et al., 2004), and M. tuberculosis 
(Usha et al., 2009); and also the plant species A. thaliana (Pillai et al., 2009). The enzyme is a 
symmetrical monomer comprised of two domains containing eight β-strands and two α-
helices (Cirilli et al., 1998) (Fig. 17).  

 
Fig. 17. Structure of DAPE from H. influenzae. Domains are coloured pink and blue, active 
site cysteines (disulfide linked) are shown in yellow (PDB: 1BWZ). 

This fold, first observed in H. influenzae DAPE, is now referred to as the DAP epimerase-like 
fold. The structure of DAPE from H. influenzae shows that each domain of the enzyme 
contributes one active site Cys (residues 73 and 217). The distal, non-reacting end of the 
substrate interacts via a number of hydrogen bonds to residues Asn157, Asp190, Arg209, 
Asn64, and Glu208 (Fig. 18). The nature of this interaction ensures that only the LL-DAP 
stereoisomer is recognised. Interestingly, DAPE adopts two distinct conformational states. 
In the absence of substrate, the enzyme exists in an open conformation, and upon binding 
substrate adopts a closed conformation (Pillai et al., 2007). 

 
Enzymology of Bacterial Lysine Biosynthesis 247 

 
Fig. 18. Catalytic site of DAPE from H. influenzae. Hydrogen bond interactions (black dotted 
lines) at the distal site of the substrate analogue LL-AziDAP (arrow indicating position of the 
analogue) (PDB: 2GKE). 

7.3 Inhibition of DAPE 

Substrate analogues of DAP have been used as the basis for the generation of inhibitors of 
DAPE. These inhibitors take advantage of the anionic character at the α-carbon during the 
reaction or mimic the planar transition state. The most potent inhibitors are shown in Fig. 19 
(Williams et al., 1996). 

 
Fig. 19. Inhibitors of DAPE. 
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8. Dehydrogenase pathway 
8.1 Diaminopimelate dehydrogenase 

Diaminopimelate dehydrogenase (DAPDH EC 1.4.1.16) is a NADPH dependant enzyme that 
catalyses the reductive amination of L-2-amino-6-ketopimelate (AKP), the acyclic form of L-
2,3,4,5,-tetrahydrodipicolinate (THDP), to produce meso-DAP (Misono et al., 1976; Misono & 
Soda., 1980) (Fig. 1). It is assumed that the reaction occurs via an imine intermediate as a 
result of amination of L-2-amino-6-ketopimelate. Reduction of the imine by hydride transfer 
from NADPH generates meso-DAP (Scapin et al., 1998).  

Only a small group of Gram-positive and Gram-negative bacteria posses DAPDH activity. 
These include Bacillus sphaericus, Brevibacterium sp., C. glutamicum and Proteus vulgaris 
(Misono et al., 1979). Characterised DAPDH enzymes are comprised of approximately 320 
residues and share greater than 27% sequence identity (Ishino et al., 1987; Hudson et al., 
2011b). Kinetic studies of DAPDH from C. glutamicum has yielded KM values for NADPH, L-
2-amino-6-ketopimelate and ammonia of 0.13 mM, 0.28 mM and 36 mM, respectively 
(Misono et al., 1986). 

Some bacterial species possessing DAPDH activity use multiple pathways to synthesise 
lysine. For example, C. glutamicium (Schrumpf et al., 1991) can synthesise lysine by either the 
dehydrogenase or succinylase pathway, whilst Bacillus macerans (Hudson et al., 2011b) can 
employ enzymes of the dehydrogenase or acetylase pathways.  

DAPDH from C. glutamicum forms a homodimer (Scapin et al., 1996) (Fig. 20). The DAPDH 
monomer subunit is comprised of (i) a dinucleotide binding domain, that is similar to but 
not identical to a classical Rossman fold, (ii) a dimerisation domain, and (iii) a C-terminal 
domain (Fig. 20). Monomer subunits interact via two α-helices and a three-stranded 
antiparallel β-sheet to form the dimer. 

 
Fig. 20. Structure of dimeric C. glutamicum DAPDH in complex with NADPH and L-2-amino-
6-methylene-pimelate. The dimerisation (orange), dinucleotide binding (blue), and C-terminal 
(green) domains are indicated. The cofactor NADPH (yellow) and inhibitor L-2-amino-6-
methylene-pimelate (yellow) are bound by active site residues (pink) (PDB:1F06). 
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The crystal structure of the C. glutamicum DAPDH in complex with ligand shows that the 
oxidised cofactor, NADP+, is bound within each of the dinucleotide binding domains 
(Scapin et al., 1996). The domains exhibit open and closed conformations thought to 
represent the binding and active states of DAPDH, respectively (Scapin et al., 1996). In the 
closed conformation the NADP+ pyrophosphate forms seven additional noncovalent 
contacts. Subsequent studies demonstrate the product, meso-DAP, binds within an 
elongated cavity formed at the interface of the dimerisation and dinucleotide binding 
domains (Scapin et al., 1998). 

Crystal structures of C. glutamicum complexed with the inhibitors (2S,5S)-2-amino-3-(3-
carboxy-2-isoxazolin-5-yl)-propanoic acid (Ki = 4.2 µM) and L-2-amino-6-methylene-
pimelate (Ki = 5 µM) show that they form similar interactions with DAPDH as the product 
meso-DAP (Scapin et al., 1998). An additional hydrogen bond between the α-amino group of 
the L-2-amino-6-methylene-pimelate and the indole ring of DAPDH Trp144 is thought to 
account for the strong competitive inhibition observed (Scapin et al., 1998). 

9. Diaminopimelate decarboxylase 
9.1 Function of DAPDC 

Diaminopimelate decarboxylase (DAPDC, EC 4. 1. 1. 20) is a PLP-dependant enzyme that is 
responsible for catalysing the final reaction of the lysine biosynthesis pathway (Fig. 1). In this 
non-reversible reaction, DAPDC converts the substrate meso-DAP to lysine and carbon dioxide 
(Fig. 21). Unlike other PLP-dependant decarboxylases that decarboxylate an L-stereocentre, 
DAPDC specifically cleaves the D-stereocentre carboxyl group. Thus, the enzyme possesses a 
means to differentiate between two stereocentres (Gokulan et al., 2003; Ray et al., 2002). 
DAPDC is classified as a type III class PLP enzyme, from the alanine racemase family. 

 
Fig. 21. DAPDC catalysed reaction. 

Compared to other enzymes within the lysine biosynthesis pathway, DAPDC has not been 
studied extensively. Consequently, the catalytic mechanism is poorly defined. However, 
current understanding of the structure and function of this enzyme is based on work 
performed on DAPDC from Helicobacter pylori (Hu et al., 2008), M. tubercolosis (Weyand et 
al., 2009), and Methanococcus jannaschii (Ray et al., 2002). 

9.2 Structure of DAPDC 

The crystal structures of DAPDC from seven species have been determined. There appears 
to be no consensus in quaternary structure of the enzyme as monomeric, dimeric, and 
tetrameric forms of DAPDC have been described. This is unusual, and possibly not a true 
reflection of what occurs in nature. Studies have shown that the active site of DAPDC is 
located at the dimer interface (Hu et al., 2008; Ray et al., 2002; Weyand et al., 2009). This 
implies that the dimer is the minimal catalytic unit. Therefore, monomeric forms of DAPDC 
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are likely to be non-functional; however, this does not rule out the existence of active 
tetrameric forms of DAPDC. 

In species such as M. jannaschii (Ray et al., 2002) and M. tubercolosis, (Gokulan et al., 2003; 
Weyand et al., 2009) DAPDC is composed of a homodimer, whereby subunits associate to 
form a head-to-tail quaternary architecture  (Fig. 22).  

 
(A) 

 
(B) 

Fig. 22. Structure of M. tuberculosis DAPDC. (A) M. tuberculosis DAPDC monomer - The N-
terminal (purple) and C-terminal (grey) domains are indicated. (B) M. tuberculosis DAPDC 
dimer – The active site is situated at the homodimer interface. PLP (yellow) and lysine 
(yellow) are located within the active site cavity (PDB: 1HKV). 
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form a head-to-tail quaternary architecture  (Fig. 22).  

 
(A) 

 
(B) 

Fig. 22. Structure of M. tuberculosis DAPDC. (A) M. tuberculosis DAPDC monomer - The N-
terminal (purple) and C-terminal (grey) domains are indicated. (B) M. tuberculosis DAPDC 
dimer – The active site is situated at the homodimer interface. PLP (yellow) and lysine 
(yellow) are located within the active site cavity (PDB: 1HKV). 

 
Enzymology of Bacterial Lysine Biosynthesis 251 

The DAPDC monomer is composed of two domains, consisting of an N-terminal 8-fold α/β-
barrel domain and a C-terminal β-sheet domain (Gokulan et al., 2003; Ray et al., 2002) (Fig. 
22A). In M. tuberculosis DAPDC, the N-terminal α/β-barrel domain (residues 48-308) is 
comprised of β-strands β4–β13 and helices α2-α10 (Fig. 22A). The C-terminal domain (residues 
2-47 and 309-446) is comprised of β-strands β1-β3, β14-β21 and helices α1, α11-α13 (Gokulan et 
al., 2003) (Fig. 22A). The active site is located at the interface between the α/β-barrel domain of 
one subunit and β-sheet domain of both subunits (Gokulan et al., 2003) (Fig. 22B). 

The X-ray structure of H. pylori DAPDC has allowed identification of key residues involved in 
substrate and cofactor recognition. The enzyme was crystallised in the presence of PLP and 
lysine. The H. pylori structure is very similar to that of M. tuberculosis DAPDC, forming a 
homodimer in a head-to-tail conformation. In this enzyme, PLP forms Schiff base linkages 
with Lys46 and lysine to produce a lysine-PLP external aldimine. This aldimine is believed to 
mimic the catalytic intermediate formed between meso-DAP and PLP (Hu et al., 2008). 

9.3 Inhibition of DAPDC 

Diaminopimelic acid analogues (Fig. 23) have been synthesised to study the inhibition of 
DAPDC from B. sphaericus (Kelland et al., 1986). Mixtures of isomers of N-
hydroxydiaminopimelate  and N-aminodiaminopimelate are potent competitive inhibitors 
of DAPDC, with Ki values of 0.91 mM and 0.1 mM, respectively. Lanthionine sulfoxides 
(Fig. 23) are good competitive inhibitors, providing about 50% inhibition at 1 mM. Weaker 
competitive inhibitors include the meso and LL-isomers of lanthionine sulfone and 
lanthionine, whereas the DD-isomers (Fig. 23) were less effective. 

 
Fig. 23. Inhibitors of DAPDC.  

10. Conclusions 
Significant advances in our understanding of the enzymes of the lysine biosynthetic 
pathway have occurred in recent years, particularly through detailed kinetic and structural 
studies of wild-type and mutant enzymes. While advances in inhibitor design have not been 
as dramatic, our increased structural knowledge augurs well for the design of potent 
enzyme inhibitors in the near future, and subtle differences between the structures of the 
enzymes from different pathogenic species offers great potential of designing pathogen-
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specific antibiotics. The improvements in our understanding of the lysine biosynthetic 
pathway in recent years will no doubt advance our efforts toward the ultimate goal of 
developing novel antibiotics that target this essential bacterial pathway. 
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1. Introduction 
Flavonoids comprise a group of plant polyphenols with a broad spectrum of biological 
activities. They have been shown to exert beneficial effects on human health and play an 
important role in prevention and/or treatment of several serious diseases, such as cancer, 
inflammation and cardiovascular disease (Middleton et al., 2000; Rice-Evans, 2001). 
Flavonoids are important beneficial components of food, pharmaceuticals, cosmetics and 
various commodity preparations due to their antimutagenic, hepatoprotective (Stefani et al., 
1999), antiallergic (Berg & Daniel, 1988), antiviral (Middleton & Chithan, 1993) and 
antibacterial activity (Tarle & Dvorzak, 1990; Tereschuk et al., 1997; Singh & Nath, 1999; 
Quarenghi et al., 2000; Rauha et al., 2000). They are known to inhibit nucleic acid synthesis 
(Plaper et al., 2003; Cushnie & Lamb, 2006), cause disturbance in membranes (Stepanovic et 
al., 2003; Stapleton et al., 2004; Cushnie & Lamb, 2005) and affect energy metabolism 
(Haraguchi et al., 1998). But the most studied activity is their antioxidant action since they 
can readily eliminate reactive oxygen and nitrogen species or degradation products of lipid 
peroxidation and are thus effective inhibitors of oxidation (Ross & Kasum, 2002). 

However, their commercial applications are limited due to low solubility in lipophilic 
environment and low availability for a living organism. Although aglycons, prenylated and 
methoxylated flavonoid derivatives may be implemented into such systems, they are rarely 
found in nature and are often unstable. In some plant species, the last step in the flavonoid 
biosynthesis is terminated by acylation which is known to increase solubility and stability of 
glycosylated flavonoids in lipophilic systems. Selectively acylated flavonoids with different 
aliphatic or aromatic acids may not only improve physicochemical properties of these 
molecules (Ishihara & Nakajima, 2003) but also introduce various beneficial properqties to 
the maternal compound. These include penetration through the cell membrane (Suda et al., 
2002; Kodelia et al., 1994) enhanced antioxidant activity (Viskupicova et al., 2010; Katsoura 
et al., 2006; Mellou et al., 2005), antimicrobial (Mellou et al., 2005), anti-proliferative (Mellou 
et al., 2006) and cytogenic (Kodelia et al., 1994) effect and improvement of thermostability 
and light-resistivity of certain flavonoids.  
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In nature, flavonoid acylation is catalyzed by various acyltransferases which are responsible 
for the transfer of aromatic or aliphatic acyl groups from a CoA-donor molecule to hydroxyl 
residues of flavonoid sugar moieties (Davies & Schwinn, 2006). Acylation is widespread 
especially among anthocyanins; more than 65% are reported to be acylated (Andersen & 
Jordheim, 2006). While the exact role of plant acylation is not yet fully understood, it is 
known that these modifications modulate the physiological activity of the resulting 
flavonoid ester by altering solubility, stability, reactivity and interaction with cellular targets 
(Ferrer et al., 2008). Acylation might be a prerequisite molecular tag for efficient vacuolar 
uptake of flavonoids (Kitamura, 2006; Nakayama et al., 2003). Some acylated flavonoids 
have been found to be involved in plant-insect interactions; they act as phytoalexins, 
oviposition stimulants, pollinator attractants (Iwashina, 2003), and insect antifeedants 
(Harborne & Williams, 1998). With respect to novel biological activities, acylation of 
flavonoids can result in changes in pigmentation (Bloor, 2001), insect antifeedant activity 
(Harborne & Williams, 1998) and antioxidant properties (Alluis & Dangles, 1999). 

Over the past 15 years, there has been a substantial effort to take advantage of this naturally 
occurring phenomenon and to implement acylation methods into laboratories. However, the 
use of acyltransferases as modifying agents is rather inconvenient, as they require 
corresponding acylcoenzyme A, which must be either in stoichiometric amounts or 
regenerated in situ. Natural acyltransferases and cell extracts from Ipomoea batatas and Perilla 
frutescens containing acyltransferases were applied for selective flavonoid modification with 
aromatic acids (Tab.1) (Nakajima et al., 2000; Fujiwara et al., 1998).  

Acyltransferase Plant source References 
hydroxycinnamoyl-CoA:anthocyanin  
3-O-glucosid-6''-O-acyltransferase Perilla frutescens Yonekura-Sakakibara  

et al., 2000 
malonyl-CoA:anthocyanin 3-O-glucosid-
6′′-O-malonyltransferase Dahlia variabilis Wimmer et al., 1998 

hydroxycinnamoyl-CoA:anthocyanin  
5-O-glucosid-6''-O-acyltransferase Gentiana triflora Tanaka et al., 1996 

hydroxycinnamoyl-CoA:anthocyanidin 
3-rutinosid acyltransferase Petunia hybrida Brugliera & Koes, 2003 

malonyl-CoA:anthocyanidin  
5-O-glucosid-6''-O-malonyltransferase Salvia splendens Suzuki et al., 2001 

Table 1. Acyltransferase catalysis of flavonoid acylation and their nature sources. 

To solve this problem, the chemical approach was first investigated. It possessed a low 
degree of regioselectivity of esterification and drastic reaction conditions had to be applied 
(Patti et al., 2000). Later on, hydrolytic enzymes (lipases, esterases and proteases) have been 
recognized as useful agents due to their large availability, low cost, chemo-, regio- and 
enantioselectivity, mild condition processing and no need of cofactors (Collins & Kennedy, 
1999; Nagasawa & Yamada, 1995). 

Since the enzymatic preparation of flavonoid derivatives is a matter of several years, 
commercial applications have just been emerging. There are several patented inventions 
available to date, oriented on the flavonoid ester production and their use for the manufacture 
of pharmaceutical, dermopharmaceutical, cosmetic, nutritional or agri-foodstuff compositions 
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(Fukami et al., 2007; Moussou et al., 2004, 2007; Ghoul et al., 2006; Bok et al., 2001; Perrier et al., 
2001; Otto et al., 2001; Nicolosi et al., 1999; Sakai et al., 1994). 

This review presents available information on enzyme-mediated flavonoid acylation in 
vitro, emphasizing reaction parameters which influence performance and regioselectivity 
of the enzymatic reaction. In the second part, the paper focuses on biological effects of 
synthesized flavonoid esters as well as of those isolated from nature. Finally, the paper 
ends with application prospects of acylated flavonoids in the food, pharmaceutical and 
cosmetic industry. 

2. Flavonoid esterification 
Presently, the enzyme-catalyzed flavonoid esterification in organic media is a well-mastered 
technique for synthesis of selectively modified flavonoids. Results in this field suggest that a 
high degree of conversion to desired esters can be achieved when optimal reaction 
conditions are applied. The key factors, which influence regioselectivity and the 
performance of the enzymatic acylation of flavonoids, include type and concentration of 
enzyme, structure and concentration of the substrates (acyl donor, acyl acceptor and their 
ratio), nature of the reaction media, water content in the media, reaction temperature and 
nature of the reaction as reviewed in Chebil et al., 2006, 2007. 

2.1 Enzymes 

To date, the use of proteases, esterases, acyltransferases and lipases has been investigated in 
order to find the most potent biocatalyst for selective flavonoid acylation. These enzymes 
are often in the immobilized form which improves enzyme stability, facilitates product 
isolation, and enables enzyme reuse (Adamczak & Krishna, 2004). 

2.1.1 Proteases 

Proteases represent a class of enzymes which occupy a pivotal position with respect to 
their physiological roles as well as their commercial applications. They represent the first 
group of hydrolytic enzymes used for flavonoid modification. They perform both 
hydrolytic and synthetic functions. Since they are physiologically necessary for living 
organisms, proteases occur ubiquitously in diverse sources, such as plants, animals, and 
microorganisms. They are also classified as serine proteases, aspartic proteases, cysteine 
proteases, threonine proteases and metalloproteases, depending on the nature of the 
functional group at the active site.  

Proteases have a large variety of applications, mainly in the detergent and food industries. 
In view of the recent trend of developing environmentally friendly technologies, proteases 
are envisaged to have extensive applications in leather treatment and in several 
bioremediation processes. Proteases are also extensively used in the pharmaceutical 
industry (Rao et al., 1998). Protease subtilisin was the first enzyme used for flavonoid ester 
synthesis conducted by Danieli et al. (1989, 1990). Later on, subtilisin was used for selective 
rutin acylation in organic solvents (Xiao et al., 2005; Kodelia et al., 1994). However, it has 
been reported that reactions catalyzed by subtilisin led to low conversion yields and a low 
degree of regioselectivity was observed (Danieli et al., 1990). These authors reported that the 
structure of the sugar moiety affected the regioselectivity. For flavonoid acylation, especially 
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serine proteases (subtilisin) have been used in ester synthesis (Danieli et al., 1989, 1990; 
Kodelia et al., 1994). 

2.1.2 Esterases 

Esterases (carboxyl esterases, EC 3.1.1.1) represent a diverse group of hydrolases catalyzing 
the cleavage and formation of ester bonds with wide distribution in animals, plants and 
microorganisms. A classification scheme for esterases is based on the specificity of the 
enzymes for the acid moiety of the substrate, such as the carboxyl esterases, aryl esterases, 
acetyl esterases, cholin esterases, cholesterol esterases, etc. (Jeager et al., 1999). Esterases 
show high regio- and stereospecificity, which makes them attractive biocatalysts for the 
production of optically pure compounds in fine-chemicals synthesis (reviewed in 
Bornscheuer, 2002). 

They have the same reaction mechanism as lipases, but differ from them by their substrate 
specificity, since they prefer short-chain fatty acids, whereas lipases usually prefer long-
chain fatty acids. Another difference lies in the interfacial activation (Hidalgo & 
Bornscheuer, 2006). In contrast to lipases, only a few esterases have commercial applications 
in organic synthesis because lipases are generally more entantioselective and resistant to 
organic solvents. The most widely used esterase is the preparation isolated from pig liver 
(Hidalgo & Bornscheuer, 2006). The practical applications of esterases in enzymatic 
transformation of flavonoids are not very attractive as it enables the implementation only of 
the molecule of a short aliphatic chain length, such as acetate, propionate and butyrate 
(Sakai et al., 1994). 

2.1.3 Lipases 

Today lipases stand amongst the most important biocatalysts in industry. Among them, 
microbial lipases find the biggest application use. They can be classified according to 
sequence alignment into three major groups: mammalian lipases (e.g. porcine pancreatic 
lipase), fungal lipases (Candida rugosa and Rhizomucor family) and bacterial lipases 
(Staphylococcus and Pseudomonas family) (Hidalgo & Bornscheuer, 2006). More than 50% of 
the reported lipases are produced by yeast in the forms of various isozymes (Vakhlu & 
Kour, 2006).  

Lipases (triacylglycerol acylhydrolases, EC 3.1.1.3) belong to the class of serine 
hydrolases. They catalyze a wide range of reactions, including hydrolysis, inter-
esterification, alcoholysis, acidolysis, esterification and aminolysis (Vakhlu & Kour, 2006). 
Under natural conditions, they catalyze the hydrolysis of ester bonds at the hydrophilic-
hydrophobic interface. At this interface, lipases exhibit a phenomenon termed interfacial 
activation, which causes a remarkable increase in activity upon contact with a 
hydrophobic surface. The catalytic process involves a series of differentiated stages: 
contact with the interface, conformational change, penetration in the interface, and finally 
the catalysis itself (Hidalgo & Bornscheuer, 2006). Under certain experimental conditions, 
such as in the absence of water, they are capable of reversing the reaction. The reverse 
reaction leads to esterification and formation of glycerides from fatty acids and glycerol 
(Saxena et al., 1999). This synthetic activity of lipases is being successfully utilized also in 
flavonoid ester production. 
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the catalysis itself (Hidalgo & Bornscheuer, 2006). Under certain experimental conditions, 
such as in the absence of water, they are capable of reversing the reaction. The reverse 
reaction leads to esterification and formation of glycerides from fatty acids and glycerol 
(Saxena et al., 1999). This synthetic activity of lipases is being successfully utilized also in 
flavonoid ester production. 
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Candida antarctica lipase B (CALB) is one of the most widely used biocatalysts in organic 
synthesis on both the laboratory and the commercial scale (Anderson et al., 1998; Uppenberg 
et al., 1995) due to its ability to accept a wide range of substrates, its non-aqueous medium 
tolerance and thermal deactivation resistance (Degn et al., 1999; Anderson et al., 1998; 
Cordova et al., 1998; Drouin et al., 1997). CALB belongs to the α/β hydrolase-fold 
superfamily with a conserved catalytic triad consisting of Ser105-His224-Asp187 
(Uppenberg et al., 1995). It comprises 317 amino acid residues. The active site contains an 
oxyanion hole which stabilizes the transition state and the oxyanion in the reaction 
intermediate (Haeffner et al., 1998). Reaction mechanism of CALB follows the bi-bi ping-
pong mechanism, illustrated in Fig.1 (Kwon et al., 2007). The substrate molecule reacts with 
serine of the active site forming a tetrahedral intermediate which is stabilized by catalytic 
residues of His and Asp. In the next step alcohol is released and the acyl-enzyme complex is 
created. A nucleophilic attack (water in hydrolysis, alcohol in transesterification) causes 
another tetrahydral intermediate formation. In the last step, the intermediate is split into 
product and enzyme and is recovered for the next catalytic cycle (Patel, 2006). 

 
Fig. 1. Reaction mechanism catalyzed by Candida antarctica lipase (Kwon et al., 2007). 

The active site of CALB consists of a substrate-nonspecific acyl-binding site and a substrate 
specific alcohol-binding site (Cygler & Schrag, 1997; Uppenberg et al., 1995). It is selective 
for secondary alcohols (Uppenberg et al., 1995), as reflected by the geometry of the alcohol-
binding site (Lutz, 2004). In contrast to most lipases, CALB has no lid covering the entrance 
to the active site and shows no interfacial activation (Martinelle et al., 1995). CALB is being 
frequently used in acylation of various natural compounds such as saccharides, steroids and 
natural glycosides, including flavonoids (Riva, 2002; Davis & Boyer, 2001). The proper 
enzyme selection plays multiple roles in flavonoid acylation. The biocatalyst significantly 
influences the regioselectivity of the reaction. Information is available mainly on the use of 
lipases for flavonoid ester synthesis; especially the use of lipase B from Candida antarctica, 
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which is preferred due to its acceptance of a wide range of substrates, good catalytic activity 
and a high degree of regioselectivity (Viskupicova et al., 2010; Katsoura et al., 2006, 2007; 
Ghoul et al., 2006; Mellou et al., 2005, 2006; Stevenson et al., 2006; Ardhaoui et al., 2004a, 
2004b, 2004c; Passicos et al., 2004; Moussou et al., 2004; Gayot et al., 2003; Ishihara & 
Nakajima, 2003; Ishihara et al., 2002; Kontogianni et al., 2001, 2003; Nakajima et al., 1999, 
2003; Gao et al., 2001; Otto et al., 2001; Danieli et al., 1997). 

As for flavonoid aglycons, only two enzymes have been reported to be capable of acylating 
this skeleton – lipase from Pseudomonas cepacia and carboxyl esterase. Lambusta et al. (1993) 
investigated the use of P. cepacia lipase for catechin modification. They discovered that the 
acylation took place on the C5 and C7 hydroxyls. Sakai et al. (1994) observed that carboxyl 
esterase showed regioselectivity towards C3-OH of catechin. Sakai et al. (1994) explored the 
use of carboxyl esterase from Streptomyces rochei and Aspergillus niger for the 3-O-acylated 
catechin production. 

2.2 Reaction conditions 

The performance and regioselectivity of the enzyme-catalyzed flavonoid transformation is 
affected by several factors, including the type of enzyme, the nature of medium, reaction 
conditions, water content in the media, structure and concentration of substrates and their 
molar ratio. By varying these factors, significant changes in ester production and 
regioselectivity can be achieved. 

2.2.1 Reaction media 

Reaction media play an important role in enzymatic transformations. Methodologies for 
enzymatic flavonoid acylation have focused on searching a reaction medium which allows 
appropriate solubility of polar acyl acceptor (flavonoid glycoside) and nonpolar acyl donor 
as well as the highest possible enzymatic activity. Moreover, the medium has often been 
required to be nontoxic and harmless to biocatalyst. In order to meet the above-mentioned 
requirements, several scientific teams have dealt with proper medium selection 
(Viskupicova et al., 2006; Mellou et al., 2005; Kontogianni et al., 2001, 2003; Gao et al., 2001; 
Nakajima et al., 1999; Danieli et al., 1997). 

Non-aqueous biocatalysis has several advantages over conventional aqueous catalysis: the 
suppression of hydrolytic activity of the biocatalyst which is carried out in water (Fossati & 
Riva, 2006), the enhanced solubility of hydrophobic substrates, the improvement of enzyme 
enantioselectivity, the exclusion of unwanted side reactions, the easy removal of some 
products, the enhanced enzyme thermostability and the elimination of microbial 
contamination (Rubin-Pitel & Zhao, 2006; Torres & Castro, 2004). Laane (1987) pointed out 
that log P, as a solvent parameter, correlated best with enzyme activity. Zaks & Klibanov 
(1988) reported that the activity of lipases was higher in hydrophobic solvents than in 
hydrophilic ones. Narayan & Klibanov (1993) claimed that it was hydrophobicity and not 
polarity or water miscibility which was important, whereas the log P parameter could be 
called a measure of solvent hydrophobicity. Trodler & Pleiss (2008), using multiple 
molecular dynamics simulations, showed that the structure of CALB possessed a high 
stability in solvents. In contrast to structure, flexibility is solvent-dependent; a lower 
dielectric constant led to decreased protein flexibility. This reduced flexibility of CALB in 
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non-polar solvents is not only a consequence of the interaction between organic solvent 
molecules and the protein, but it is also due to the interaction with the enzyme-bound water 
and its exchange on the surface (Trodler & Pleiss, 2008). In organic solvents, the surface area 
has been suggested to be reduced, leading to improved packing and increased stability of 
the enzyme (Toba & Merz, 1997). 

Polar aprotic solvents such as dimethyl sulfoxid (DMSO), dimethylformamide (DMF), 
tetrahydrofuran (THF) and pyridine were first investigated (Nakajima et al., 1999; Danieli et 
al., 1997). However, it was observed that enzyme activity was readily deactivated in these 
solvents. To date enzymatic acylation of flavonoids has been successfully carried out in 
various organic solvents (Tab.2), while the most frequently used are 2-methylbutan-2-ol and 
acetone because of their low toxicity, their polarity allowing proper solubilization of 
substrates and high conversion yields. 

Solvent Reference 

2-Methylbutan-2-ol Ghoul et al., 2006; Ardhaoui et al., 2004a, 2004b, 2004c; 
Passicos et al., 2004; Gayot et al., 2003 

Acetone 
Ghoul et al., 2006; Mellou et al., 2005, 2006; Kontogianni et al., 
2001, 2003; Ishihara et al., 2002, Ishihara & Nakajima, 2003; 
Nakajima et al., 1999, 2003; Danieli et al., 1997 

Acetonitrile Ghoul et al., 2006; Ishihara & Nakajima, 2003;  
Nakajima et al., 1997, 1999  

2-Methylpropan-2-ol 
Ghoul et al., 2006; Stevenson et al., 2006; Mellou et al., 2005; 
Moussou et al., 2004; Kontogianni et al., 2001, 2003;  
Otto et al., 2001 

Dioxane Ghoul et al., 2006; Danieli et al., 1997 
Pyridine Danieli et al., 1990, 1997 
THF, DMSO, DMF Kontogianni et al., 2001, 2003; Danieli et al., 1997 
Binaric mixtures of 
solvents 

Ghoul et al., 2006; Gao et al., 2001; Nakajima et al., 1999; 
Danieli et al., 1997 

Table 2. Organic solvents used in flavonoid acylation. 

The effect of the solvent on conversion yield depends on the nature of both the acyl donor 
and the flavonoid (Chebil et al., 2006). Although much has been done in this area, it is quite 
difficult to deduce any general conclusion on solvent choice because the available data are 
controversial and sometimes even contrary. 

Recently, ionic liquids have received growing attention as an alternative to organic solvents 
used for the enzymatic transformation of various compounds (Katsoura et al., 2006; Kragl et 
al., 2006; Jain et al., 2005; Lozano et al., 2004; Reetz et al., 2003; Van Rantwick et al., 2003). 
The potential of these “green solvents” lies in their unique physicochemical properties, such 
as non-volatility, nonflammability, thermal stability and good solubility for many polar and 
less polar organic compounds (Jain et al., 2005; Wilkes, 2004; Itoh et al., 2003; Van Rantwick 
et al., 2003). Probably the most promising advantage of the use of ionic liquids is their 
potential application in food, pharmaceutical and cosmetic preparations due to their 
reduced toxicity (Jarstoff et al., 2003). Due to the many above-mentioned advantages of ionic 
liquids for enzyme-mediated transformations, several flavonoid esters have been recently 
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prepared in such media (Katsoura et al., 2006, 2007; Kragl et al., 2006). The biocatalytic 
process showed significantly higher reaction rates, regioselectivity and yield conversions 
compared to those achieved in organic solvents. Thus ionic liquid use seems to be a 
challenging approach to conventional solvent catalysis. 

The solvent-free approach for elimination of the co-solvent of the reaction has been recently 
introduced as an alternative for conventional solvents (Enaud et al., 2004; Kontogianni et al., 
2001, 2003). It is based on the use of one reactant in the role of the solvent. The authors 
reported rapid reaction rates; however, the conversion yields were slightly decreased. In 
spite of the attractiveness, the use of solvent-free systems is characterized by a serious 
drawback due to the necessity to eliminate the excess of the acyl donor for the recovery of 
the synthesized products (Chebil et al., 2006). 

2.2.2 Water content 

Water content in reaction media is a crucial parameter in lipase-catalyzed synthesis as it 
alters the thermodynamic equilibrium of the reaction towards hydrolysis or synthesis. 
Moreover, it is involved in noncovalent interactions which keep the right conformation of 
an enzyme catalytic site (Foresti et al., 2007). The amount of water required for the 
catalytic process depends on the enzyme, its form (native or immobilized), the enzyme 
support, and on the solvent nature (Arroyo et al., 1999; Zaks & Klibanov, 1988). The 
influence of water content in the reaction system on enzyme activity is variable with 
various enzymes (lipase from Rhizomucor miehei, Rhizomucor niveus, Humicola lanuginosa, 
Candida rugosa, Pseudomonas cepacia). 

In general, the water amount which is considered to be optimal for esterifications in organic 
solvents is 0.2 – 3% (Rocha et al., 1999; Yadav & Piyush, 2003; Iso et al., 2001). The enzymatic 
esterification of flavonoids in non-aqueous media is greatly influenced by the water content 
of the reaction system (Ardhaoui et al., 2004b; Gayot et al., 2003; Kontogianni et al., 2003). 
Ardhaoui et al. (2004b) observed the best enzyme activity when water content was 
maintained at 200 ppm. Gayot et al. (2003) found that the optimal value of water in an 
organic reaction medium equaled 0.05% (v/v). Kontogianni et al. (2003) reported that 
highest flavonoid conversion was reached when initial water activity was 0.11 or less. 

2.2.3 Temperature 

Temperature represents a significant physical factor in enzyme-catalyzed reactions. It affects 
viscosity of the reaction medium, enzyme stability, and substrate and product solubility. 

Since lipase from C. antarctica belongs to thermostable enzymes, improved catalytic activity 
was observed at higher temperatures (Arroyo et al., 1999). To date, flavonoid transformation 
has been carried out in the temperature range 30 – 100°C (Ghoul et al., 2006; Katsoura et al., 
2006; Stevenson et al., 2006; Mellou et al., 2005; Ardhaoui et al., 2004a, 2004b, 2004c; 
Moussou et al., 2004; Passicos et al., 2004; Enaud et al., 2004; Gayot et al., 2003; Kontogianni 
et al., 2003; Ishihara et al., 2002; Gao et al., 2001; Otto et al., 2001; Nakajima et al., 1999; 
Danieli et al., 1990). The choice of temperature depends on the enzyme and solvent used. 
The majority of authors performed flavonoid acylation at 60°C due to the best enzyme 
activity, good solubility of substrates and highest yields of resulting esters reached 
(Viskupicova et al., 2006, 2010; Ghoul et al., 2006; Katsoura et al., 2006; Stevenson et al., 2006; 
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Ardhaoui et al., 2004a, 2004b, 2004c; Moussou et al., 2004; Passicos et al., 2004; Enaud et al., 
2004; Gayot et al., 2003; Otto et al., 2001). Our results on the effect of temperature on 
naringin conversion are presented in Fig.2 and are in accordance with other authors 
(Viskupicova et al., 2006). 
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Fig. 2. Effect of temperature on naringin conversion to naringinpalmitate in 2-methylbutan-
2-ol catalyzed by C. antarctica lipase after 24 h (Viskupicova et al., 2006). 

2.3 Acyl donors and acceptors 

2.3.1 Acyl donor 

Since lipase-catalyzed acylation takes place through the formation of an acyl-enzyme 
intermediate, the nature of the acyl donor has a notable effect on reactivity. The ideal acyl 
donor should be inexpensive, fast acylating, and completely non-reactive in the absence of 
the enzyme (Ballesteros et al., 2006). Many acylating agents have been tested in flavonoid 
esterification, such as aromatic or aliphatic organic acids, substituted or not (Tab.3). Special 
attention was attributed to fatty acid ester production (Katsoura et al., 2006; Mellou et al., 
2005, 2006; Ardhaoui et al., 2004a, 2004b, 2004c; Enaud et al., 2004; Gayot et al., 2003; 
Kontogianni et al., 2003). This approach enables to improve flavonoid solubility and stability 
in lipophilic systems. The proper acyl donor selection may significantly influence not only 
the physicochemical but also biological properties of the resulting esters. 

A simple way to increase the reaction rate and conversion yield in acylation is to use an 
excess of acyl donor (Patti et al., 2000). Many authors have tried to determine the optimal 
molar ratio of flavonoid/acyl donor in order to achieve the highest possible yields. The 
molar ratios 1:1 to 1:15 (acyl acceptor/acyl donor) have been investigated, whereas the 
majority agreed on the ratio 1:5 to be the most suitable for the best reaction performance 
(Mellou et al., 2006; Gayot et al., 2003; Ishihara & Nakajima, 2003; Ishihara et al., 2002; 
Kontogianni et al., 2001). A better solution is offered by the use of special acyl donors which 
ensure a more or less irreversible reaction. This can be achieved by the introduction of 
electron-withdrawing substituents (esters), resulting in higher conversion yields and 
reaction rates. The use of vinyl esters allows a several times faster reaction progress than do 
other activated esters (Ballesteros et al., 2006). Enzymatic synthesis of flavonoid esters can be 
realized by two basic approaches, i.e. esterification and transesterification (Fig.3). 
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Aliphatic acids Aromatic acids 
Acetic* Caffeic* 
Malic* p-Coumaric* 

Malonic* Ferulic* 
Succinic* Gallic* 
Tartaric* p-Hydroxybenzoic* 
Butyric Sinapic* 

Crotonic Benzoic 
n-Butanoic Cinnamic 
Isobutyric Isoferulic 
Isovaleric Methylsinapic 

Lactic  
3-methylbutyric  

Quinic  
Vinylpropionic  

Tiglic  

*acyl donors found in anthocyanins 

Table 3. Acyl donors found in flavonols, flavones (Williams, 2006) and anthocyanins 
(Andersen & Jordheim, 2006). 

 
Fig. 3. Mechanism of isoquercitrin esterification and transesterification (Chebil et al., 2006). 

Pleiss et al. (1998) studied the acyl binding site of CALB and found the enzyme to be 
selective for short and medium fatty acid chain length. This fact may be attributed to the 
structure of the lipase acyl binding pocket, which is an elliptical, narrow cleft of 9.5 × 4.5 Å. 
With increasing carbon number of a fatty acid or molecule size, the steric hindrance is 
involved resulting in low efficiency of the enzymatic reaction (Riva et al., 1988; Wang et al., 
1988; Carrea et al., 1989). This fact was experimentally confirmed by Katsoura et al. (2006) 
and by Viskupicova & Ondrejovic (2007) whose results showed higher performance of the 
naringin and rutin esterification when fatty acids up to C10 were introduced. On the other 
hand, Ardhaoui et al. (2004b) and Kontogianni et al. (2003) reported that the fatty acid chain 
length had no significant effect on conversion yield when fatty acids of a medium and high 
chain length were used. 

Thus, the effect of fatty acid chain length on flavonoid acylation still remains a matter of 
discussion. Our team conducted a series of experiments with both saturated and 
unsaturated fatty acids and found a correlation between log P of the acids tested and 
conversion yields (Viskupicova et al., 2010). It would be interesting to take this parameter 
into consideration when assessing the influence of an acyl donor on the reaction progress. 
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Only little progress has been achieved in flavonoid esterification with aromatic acids 
(Stevenson et al., 2006; Enaud et al., 2004; Gao et al., 2001; Nakajima et al., 2000). It has been 
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al., 2002; Gao et al., 2001; Otto et al., 2001; Danieli et al., 1990) since the primary hydroxyl is 
favored by CALB (Fig.4). However, in rutin, which has no primary hydroxyl available, 
either the 3''-OH of glucose (Ishihara et al., 2002; Danieli & Riva, 1994) or the 4'''-OH of 
rhamnose (Fig.4) (Viskupicova et al., 2010; Mellou et al., 2006; Ardhaoui et al., 2004a, 2004b, 
2004c) can be acylated. Danieli et al. (1997) observed the rutin-3'',4'''-O-diester formation. 
When subtilisin was used as biocatalyst, naringin-3''-O-ester and rutin-3''-O-ester were 
synthesized (Danieli et al., 1990). 

 
Fig. 4. Acylation sites of naringin (left) and rutin (right) molecule. 

The concentration of the flavonoid also affects the performance of the acylation reaction. The 
conversion yield and the initial rate rise with increasing flavonoid concentration. However, the 
amount of flavonoid is limited by its solubility in a reaction medium (Chebil et al., 2006, 2007). 

3. Influence of flavonoid derivatization on biological activities 
3.1 Esters with aromatic acids 

Aromatic acids, along with flavonoids, belong to the group of phenols of secondary 
metabolism of living organisms. The described secondary metabolites represent a store of 
biologically active compounds, displaying various biological activities. We can therefore 
assume that physicochemical and biological properties of the initial flavonoids may be 
improved by acylation of flavonoids with aromatic acids. However, by this reaction a new 
compound can also gain novel activities provided by the aromatic acids.  
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Flavonoid acylation with aromatic acids was reported to improve physiological activities, 
such as UV-absorbing capacity, radical scavenging ability (Delazar et al., 2005; Ishihara & 
Nakajima, 2003; Harborne & Williams, 2000; Alluis & Dangles 1999; Jungblut et al., 1995) 
pigment stabilization (especially anthocyanins) (Ishihara & Nakajima 2003), and interaction 
with cellular targets (Ferrer et al., 2008). 

Flavonoid esters acylated with p-coumaric acid were found to increase antioxidant (Pajero et 
al., 2005) and anti-inflammatory activities (Harborne & Williams, 2000), as well as 
antiproliferative and cytotoxic effects on various cancer cell lines (Mitrokotsa et al., 1993). 
Moreover, p-coumaroyl esters of quercetin and kaempferol were reported to have positive 
effects on cerebrovascular disorders (Calis et al., 1995). Similarly, flavonoid esters esterified 
with cinnamic acid were shown to exhibit antiproliferative activity against several human 
cancer cell lines (Duarte-Almeida et al., 2007). Flavonoid acylation with caffeic acid 
contributes to the enhancement of antioxidant properties (Pajero et al., 2005). 
Flavonolignans acylated with truxinic acid were shown to possess hepatoprotective as well 
as anticancer activity (Sharma et al., 2003). 

3.2 Esters with aliphatic acids 

Biological activities of aliphatic acids are not of a big importance in comparison with 
aromatic acids. These compounds are mainly accepted as energy storage and components of 
several compartments of cells, such as membranes, enzymes, surfactants, etc. In the 
literature, more studies can be found describing changes in biological activities of flavonoids 
after their acylation with aliphatic acids. 

The aliphatic acylation of anthocyanins with malonic acid is important for enhancing the 
pigment solubility in water, protecting glycosides from enzymatic degradation and 
stabilizing anthocyanin structures (Nakayama et al., 2003). Several in vitro observations 
suggest that acylation with malonic acid or sinapic acid is crucial for efficient flavonoid 
accumulation in plants. 

Fatty acid esters of catechins were reported to display antitumor, antibacterial and 5-α 
reductase inhibiting activity (Fukami et al., 2007) as well as antioxidant properties (Sakai et 
al., 1994). Lee et al. (2003) reported anti-atherogenic activity of two naringenin derivatives, 
7-O-oleic ester and 7-O-cetyl ether. 

Acylation of the flavonoid molecule with polyunsaturated fatty acids introduces potential 
antitumor and antiangiogenic properties (Mellou et al., 2006). Anticarcinogenic effects were 
observed also in silybin esters acylated with butyric and lauric acid (Xanthakis et al., 2010). 
Recently, we found that acylation of rutin with unsaturated fatty acids, such as oleic, α-
linoleic and linolenic, increased the antioxidant potential of the initial compound 
(Viskupicova et al., 2010). This observation is in accordance with the results of Mellou et al. 
(2006) and Katsoura et al. (2006).  

In the field of fatty acid ester synthesis, information on the photoprotective effectiveness of 
new quercetin derivatives acylated with acetic, propionic and palmitic acids, has been 
reported. The authors found that esterification with a short side-chain (such as acetate or 
propionate) may improve migration through the aqueous environment and interaction with 
or penetration into phospholipid membranes (Saija et al., 2003).  
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Recent experimental findings indicate that acylation of flavonoid may increase enzyme 
inhibitory activity. Lin et al. (2010) observed increased 5α-reductase inhibition after 
acylation of (-)-epigallocatechins. Salem et al. (2011) showed that the acylation of 
isorhamnetin-3-O-glucoside with different aliphatic acids enhanced its capacity to inhibit 
xanthine oxidase. Our recent investigations showed that lipophilic rutin and naringin 
esters were strong inhibitors of transport enzymes such as sarcoplasmic reticulum Ca2+-
ATPase and plasma membrane Ca2+-ATPase (Augustyniak et al., 2010; Viskupicova et al., 
2009), and thus might be useful in calcium regulation. We presume that there might be a 
general mechanism involved in the enhanced inhibitory activity of the acylated flavonoids 
on structurally diverse classes of enzymes which seems to be donated by the medium to 
long fatty acid chains. 

4. Application perspectives 
The following section provides a summary of patented inventions available in the commercial 
sphere. These include practical applications in food, pharmaceuticals and cosmetics. 

4.1 Food 

The major contribution of acylated flavonoids in the food industry lies in the improvement 
of stability and solubility of initial molecules, e.g. by reducing lipid oxidation in oil/fat 
based food systems, desirable modification of unwanted sensory properties of certain 
flavonoids, taking advantage of pigment stabilization by the means of flavonoid acylation, 
or other food characteristics. Furthermore, selectively acylated flavonoids may cause 
significant changes in their bioavailability and bioactivity, and when consumed, may thus 
play a role in preventing diseases. 

Flavonoid acylation is a useful tool for modification of sensory properties of food. While 
flavonoids provide a variety of health benefits, flavonoid-containing food often suffers from 
bitter and astringent taste. Degenhardt et al. (2007) found that certain glycosylation and 
acylation patterns can effectively modulate these negative taste factors in edible 
preparations, pharmaceutical preparations and cosmetics with mouth contact (i.e. tooth 
paste, mouth wash). Both the taste intensity and the taste profile perception are improved 
by the novel compounds. Ghoul et al. (2006) introduced a process for the selective 
preparation of acylated flavonoid glycosides with improved stability and solubility in 
various preparations with their antioxidant effect remaining intact or being improved.  

Another particular advantage obtained by these modified flavonoids is the bifunctional 
character of their molecule with higher biological activity. Free unsaturated fatty acids 
represent a potential risk because they are highly reactive and by creating free radicals they 
cause undesirable damage in food. Enzymatic synthesis of flavonoids with unsaturated fatty 
acids was found to be a useful solution for the stabilization of these highly oxidizable acids 
(Viskupicova et al., 2010; Mellou et al., 2006).  

Another important benefit of acylated anthocyanins lies in the use as food colorants which 
can serve as a useful alternative to synthetic additives (Giusti & Wrolstad, 2003; Fox, 2000; 
Asen et al., 1979). The discovery of acylated anthocyanins with increased stability has shown 
that these pigments may provide food products with the desirable color and stability at a 
wide pH range. Examples of suitable acylated anthocyanin sources may be radishes, red 
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potatoes, red cabbage, black carrots, and purple sweet potatoes (reviewed in Giusti & 
Wrolstad, 2003). The invention of Asen et al. (1979) refers to a stable food colorant from a 
natural source. It relates to an anthocyanin isolated from the Heavenly Blue Morning Glory 
(Ipomoea tricolor Cav cv), peonidin 3-(dicaffeylsophoroside)-5-glucoside, which is 
characterized by the stability of colors ranging from purplish-red to blue produced in food 
and beverage products at pH values from about 2.0 to about 8.0. Fox (2000) reported the 
invention referring to a stable, ruby red natural colorant (anthocyanins acylated with 
chlorogenic acid) derived from purple sunflower hulls, useful as a coloring agent in food 
products, cosmetics, pharmaceuticals and other materials. 

4.2 Pharmaceuticals 

In recent years, coronary artery diseases, such as atherosclerosis and hypercholesterolemia, 
represent a major cause of death, exceeding even oncological causes or infectious diseases. 
Novel acylated flavanone derivatives are effective in the treatment or prevention of elevated 
blood lipid level-related diseases, e.g. hyperlipidemia, arteriosclerosis, angina pectoris, stroke 
and hepatic diseases since they exert inhibitory effects on acylcolicholesterol acyl transferase 
activity and HMG-CoA reductase activity. In spite of their potent efficacies, the flavanone 
derivatives exhibited no toxicity or mitogenicity in tests using mice (Bok et al., 2001).  

Mellou et al. (2005) carried out enzymatic acylation on Greek endemic plants and reported 
that this modification increased both their antioxidant activity towards isolated low-density 
lipoproteins (LDL) and serum model and antimicrobial activity against two Gram-positive 
bacteria, Staphylococcus aureus and Bacillus cereus. Katsoura et al. (2006) also found that 
biocatalytic acylation of rutin with various acyl donors affected its antioxidant potential 
towards both isolated LDL and total serum model in vitro. A significant increase in 
antioxidant activity was observed for rutin-4'''-oleate. 

The 6''-O-esterification of kaempferol-3-O-glucoside (astragalin) with p-coumaric acid was 
found to increase its anti-inflammatory activity eight times compared to the initial 
flavonoid, while addition of another p-coumaroyl group at 2'' position gave an activity 30 
times greater than that of astragalin (Harborne & Williams, 2000). Another kaempferol 
derivative, kaempferol 3-(2'',3''-di-E-p-coumaroylrhamnoside), was found to possess a 
cytotoxic effect. It significantly modulated the proliferation of promyelocytic cell line 
HL60 and MOLT3 (a T-ALL with phenotypic characteristics of cortical thymocytes) 
(Mitrokotsa et al., 1993). Also Demetzos et al. (1997) synthesized novel flavonoid esters 
with cytotoxic activity. These acetylated esters of tiliroside exhibited a strong cytotoxic effect 
against four leukemic cell lines (HL60, DAUDI, HUT78 and MOLT3), whilst the maternal 
compound had no effect (Demetzos et al., 1997). Tricin-7-O-β-(6''-methoxycinnamic)-
glucoside, a flavone from sugarcane, was found to exhibit antiproliferative activity against 
several human cancer cell lines, with higher selectivity toward cells of the breast resistant 
NIC/ADR line (Duarte-Almeida et al., 2007). Mellou et al. (2006) provided evidence that 
flavonoid derivatives esterified with polyunsaturated fatty acids were able to decrease the 
production of vascular endothelial growth factor by K562 human leukemia cells unlike 
the initial flavonoids, indicating that these novel compounds might possess improved 
anti-angiogenic and anti-tumor properties. Anticancer acitivity was established also in 
two O-acylated flavonoids, daglesiosides I and II, which were isolated from the leaves of 
Pseudotsuga menziesii (Sharma et al., 2003). 
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Parejo et al. (2005) examined quercetagetin glycosides acylated with caffeic and p-
coumaric acid for antioxidant activity. They found that these compounds exhibited a high 
radical scavenging activity in comparison with reference compounds. Fatty acid 
derivatives of catechins are described as having antitumorigenesis promoting activity or 
5-α reductase inhibiting activity, as well as antibacterial activity (Fukami et al., 2007). 
Since these acylated catechin compounds have a greatly superior solubility in fats and oils 
than any catechins previously known, they may be used as a highly effective antioxidative 
agents (Sakai et al., 1994).  

A different catechin derivative, 3-O-octanoyl-(+)-catechin, was synthesized by Aoshima et 
al. (2005) by incorporation of an octanoyl chain into (+)-catechin. This ester was found to be 
more efficient than catechin in inhibiting the response of ionotropic gamma-aminobutyric 
acid receptors and Na+/glucose cotransporters expressed in Xenopus oocytes in a 
noncompetitive manner. Moreover, it induced a nonspecific membrane current and 
decreased the membrane potential of the oocyte. This newly synthesized catechin derivative 
possibly binds to the lipid membrane more strongly than do catechin, (-)-epicatechin gallate, 
or (-)-epigallocatechin-3-gallate, and as a result it perturbs the membrane structure 
(Aoshima et al., 2005). 

4.3 Cosmetics 

The majority of cosmetic or dermopharmaceutical compositions consist of a fatty phase, the 
oily products of which have a certain tendency to oxidize, even at room temperature. The 
consequence of this oxidation is to profoundly modify the properties, which makes them 
unusable after a variable time period. In order to protect the compositions with respect to 
these oxidation phenomena, it is common practice to incorporate protective agents which 
act as antioxidizing agents (N’guyen, 1995). By virtue of the skin-protecting and skin-
cleansing properties of flavonoids and their effects against aging, against skin discoloration 
and on the appearance of the skin, they have been used as constituents of cosmetic or 
dermopharmaceutical compositions. They also act on the mechanical properties of hair 
(Ghoul et al., 2006).  

Moussou et al. (2007) found that the esters of flavonoids with omega-substituted C6 to C22 
fatty acids have the property to protect the skin cells against damage caused by UV radiation. 
According to the invention, these esters of flavonoids protect skin cells against UVA and UVB 
radiation in a more effective manner than flavonoids alone. Moreover, these esters 
demonstrated their property to stimulate glutathione metabolism of human skin cells after 
UVA irradiation, i.e. to stimulate their cellular defenses. They have also anti-inflammatory and 
soothing properties, as demonstrated by the inhibition of released protein kinase PGE2 after 
UVB irradiation. Thus these flavonoid esters may be used to protect the skin and scalp and/or 
to fight against UV and sun damage, erythema, sunburn, mitochondrial or nuclear DNA 
damage, to prevent or fight photo-aging, providing improvement for signs of aging as skin 
wrinkles, elasticity lost and decrease in skin thickness (Moussou et al., 2007).  

Perrier et al. (2001) discovered that specific flavonoid esters can be stabilized while preserving 
their initial properties, particularly free radical inhibition and enzyme inhibition, and for 
applications associated with these properties: venous tonics, agents for increasing the strength 
of blood capillaries, inhibitors of blotchiness, inhibitors of chemical, physical or actinic 
erythema, agents for treating sensitive skin, decongestants, draining agents, slimming agents, 
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anti-wrinkle agents, stimulators of the synthesis of the components of the extracellular matrix, 
toners for making the skin more elastic and anti-ageing agents (Perrier et al., 2001). 

5. Conclusions 
Flavonoids, having a wide spectrum of health-beneficial activities, seem to be applicable in 
various areas of national management from food additivization to pharmaceutical 
preparations with the purpose of prevention and/or treatment of important civilization 
diseases. Their chemical structure determines not only biological effects on human health but 
also their solubility, stability and bioavailability. Recently, selective enzyme-mediated 
acylation of flavonoids has been introduced to confer improved biological properties to the 
novel compounds including both biological activity of initial flavonoid and other parameters 
determined by the chemical structure of an acyl donor. In the past, proteases, esterases and 
acyltransferases were used for the preparation of acylated flavonoids. In light of our review, 
immobilized lipases, especially Candida antarctica B lipase, are suitable for this purpose. Not 
only the given enzyme but also the reaction conditions have a distinct influence on the 
performance of acylation. This aspect must be considered when producing acylated flavonoids 
in technology scale for potential uses in the food, pharmaceutical and cosmetic industry. 
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1. Introduction 
An outstanding biochemical characteristic of neoplastic tissues is that despite ample oxygen 
supply, glycolysis is the dominant pathway for adenosine 5'-triphosphate (ATP) production, 
a phenomenon termed “the Warburg effect” (Warburg et al., 1927; Warburg, 1956). This 
aerobic glycolysis seems unexpected as one would imagine that cancer cells should have, 
given sufficient oxygen, adapted to utilize the complete oxidative phosphorylation to 
maximize ATP production. In addition, for producing same level of ATP, glycolysis would 
consume >15-fold more glucose, resulting in an addiction for glucose during active tumor 
growth. There must be a biological logic for cancer cells to prefer utilization of glycolysis for 
ATP production: they obtain and/or sustain growth advantage at the cost of an “addiction” 
to glycolysis. Mechanistically, there have been many hypotheses proposed to explain this 
phenomenon and two are more prominent: one is that by consuming excessive glucose, 
cancer cells may change the tumor’s microenvironment to gain growth advantage over 
normal cells; the second is that, to sustain a dominant glycolysis process, cancer cells alter 
the expression or functions of glucose metabolic enzymes, which may have resulted in 
additional changes that promote cancer development (Vander Heiden et al., 2009). A 
growing body of evidence has supported both hypotheses and will be reviewed here. 

2. Altered glycolytic enzymes in cancer cells 
In cancer cells, the activities or expression levels of many enzymes participating in glucose 
metabolism are altered, those involved in glycolysis in particular. The glycolysis commonly 
refers to the reactions that covert glucose into pyruvate or lactate (Figure 1). Usually, one or 
more isoforms of glycolytic enzymes have altered expression patterns or activities in cancer 
cells, which was previously reviewed (Herling et al., 2011; Porporato et al., 2011). 
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Fig. 1. Glycolysis in cancer cells  

 GLUT1, an isoform of glucose transporters (GLUTs) is overexpressed in many types of 
human malignancies, whereas the insulin-sensitive GLUT4 is downregulated in cancer 
cells. The imbalanced expression of GLUT1 versus GLUT4 in cancer cells may have 
contributed to the insulin-independent glucose uptake in cancer cells. In addition, 
GLUT3 was also reported to be overexpressed in cancer cells (Smith, 1999; Medina and 
Owen, 2002; Noguchi et al., 1998). 

 HK-2, an isoform of hexokinase that is one of the three rate limiting glycolytic enzymes, 
is overexpressed in cancer cells and was shown to contribute to the Warburg effect. The 
high glycolytic rate characteristic of hypoxic solid tumors is attributed to the 
overexpression of HK-2 (Mathupala et al., 2009; Wolf et al.). 

 The expression level of the glucose 6-phosphate isomerase (GPI) has also been 
reported to be elevated in its mRNA level in different human cancer cell lines 
(Funasaka et al., 2005).  
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 The alteration of phosphofructokinase-1 (PFK-1) in cancer cells is not at expression 
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PK is disrupted during tumorigenesis (Hacker et al., 1998). PKM2 is re-expressed and 
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either LDH-H or LDH-M. LDH-H is encoded by the LDH-B gene and is ubiquitously 
expressed, and LDH-M is encoded by LDH-A. LDH-M has a higher Km for pyruvate 
and a higher Vmax for pyruvate reduction than LDH-H (Markert et al., 1975). 
Consequently, LDHs predominantly comprising of the LDH-M subunits drive the 
reduction of pyruvate to lactate; LDHs predominantly comprising of the LDH-H 
subunits drive the oxidation of lactate to pyruvate. Many types of tumor cells manifest 
a high expression of the LDH-A gene. Elevated expression of LDH5, which comprises of 
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four LDH-M subunits, is an unfavorable prognostic factor for many human 
malignancies (Koukourakis et al., 2003; Koukourakis et al., 2005; Koukourakis et al., 
2009). In addition, the glycolysis process in cancer cells is reportedly to be associated 
with hypermethylation of the LDH-B gene promoter, which is linked to gene silencing 
(Leiblich et al., 2006; Thangaraju et al., 2009).  

 Plasma membrane lactate transport (LACT) is facilitated by the family of proton-linked 
moncarboxylate transporters (MCTs) or by SMCT1, a sodium coupled lactate 
transporter. The MCT4 isoform is upregulated in many cancer types. The expression of 
MCT2, an isoform mainly implicated in lactate import, is decreased in tumor cell lines. 
SMCT1, also implicated in lactate import, is downregulated in a number of cancer types 
including colon, thyroid, and stomach(Herling et al., 2011; Porporato et al., 2011).  

3. Glucose metabolic pathways switched by oncogenes and tumor 
suppressors 
It has been long proposed that the altered expression or enzyme activities of glycolytic 
enzymes are regulated by oncogenes and tumor suppressor genes. 

 The expression of GLUT1 has been demonstrated to be controlled by the hypoxia-
inducible transcription factor HIF-1, c-Myc, and Akt (Chen et al., 2001; Osthus et al., 
2000; Rathmell et al., 2003).  

 The gene encoding HK-2, but not HK-1, is known to be a transcriptional target of HIF-
1(Rempel et al., 1996). It was later shown that HIF-1 cooperates with c-Myc to 
transactivate HK-2 under hypoxia (Kim et al., 2007). The phosphorylated form of HK-2 
interacts with the voltage-dependent anion channel (VDAC) at the outer mitochondrial 
membrane (Bustamante and Pedersen, 1977; Nakashima et al., 1986; Gottlob et al., 
2001). The interaction of HK-2 with VDAC interferes with the binding of the pro-
apoptotic protein Bax to VDAC thus preventing the formation of the channel through 
which cytochrome c can escape from mitochondria to trigger apoptosis (Pastorino et al., 
2002). Therefore, overexpression of HK-2 in cancer cells leads to a switch from HK-1 to 
HK-2 and offers a metabolic advantage by protecting cancer cells against 
apoptosis(Porporato et al., 2011). 

 Overexpression of GPI can be induced by HIF-1 and VEGF(Funasaka et al., 2005). 
 The expression of PFK-2 genes in tumor cells is shown to be regulated by Ras and src 

(Yalcin et al., 2009) and that of PFKFB3 is demonstrated to be induced by HIF-1, c-
myc, ras, src, and loss of function of p53 (Minchenko et al., 2002). Among the four 
PFK-2 genes, PFKFB3 is the most significantly induced in response to hypoxia. 
Hypoxia-induced PFK-2 activity of human PFKFB3 is further enhanced through 
phosphorylation of the serine 462 residue (Marsin et al., 2002). This phosphorylation 
process may involve AMP-activated protein kinase (AMPK) and Akt(Shaw and 
Cantley, 2006; Yun et al., 2005).  

 Although no evidence has suggested that the expression level of Glyceraldehyde-3-
phosphate dehydrogenase (GAPDH) is altered in cancer cells, its expression has been 
demonstrated to be highly dependent on the proliferative state of the cells and can by 
regulated by HIF-1, p53, and c-jun(Colell et al., 2009; Colell et al., 2007).  

 The gene encoding ENOA is a target of, and its expression is upregulated by, c-Myc 
(Sedoris et al. 2010). Notably, a growing body of evidence has suggested that ENOA 
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is a tumor-associated antigen(Capello et al., 2011). In patients of many different 
cancer types, including pancreatic, leukemia, melanoma, head and neck, breast and 
lung, anti-ENOA autoantibodies have been detected(Capello et al., 2011). In 
pancreatic cancer patients, the anti-ENOA autoantibodies are directed against 
phosphorylated Serine 419(Tomaino et al., 2011). One study has shown that, in 
pancreatic cancer, ENOA elicits a CD4+ and CD8+ T cell response both in vitro and in 
vivo (Cappello et al., 2009). In pancreatic cancer patients, production of anti-ENOA 
IgG is correlated with the ability of T cells to be activated in response to 
ENOA(Cappello et al., 2009). In patients with oral squamous cell carcinoma, an HLA-
DR8-restricted peptide (amino acid residues 321–336) of human ENOA recognized by 
CD4+ T cell has been identified (Kondo et al., 2002). 

 As described above, PKM2 is a predominant isoform of PKM in cancer cells. PKM2 is 
less active than other PKs but is however the only PK subject to regulation by the 
allosteric activator fructose-1,6-bi-phosphate (FBP) and possessing the capability to bind 
phosphotyrosine proteins (Christofk et al., 2008). Binding of phosphotyrosine peptides 
to PKM2 leads to dissociation of FBP hence lowering the PKM2 enzyme activity, which 
may provide a link between cell growth signals and the Warburg effect given that many 
growth signals and oncogenic pathways involve tyrosine kinases. The unique feature of 
the PKM2 isoform provides a mechanism by which oncogenes regulate glycolysis and 
the Warburg effect, and offers an advantage in metabolic plasticity by equipping cancer 
cells with an exquisitely regulated switch between promoting ATP production and cell 
proliferation; and lowering the PKM2 activity upon growth signaling was proposed to 
allow efficient biomass building (anabolic) pathways branched from glycolysis 
(Christofk et al., 2008). It was suggested that PKM2 is regulated by HIF-1 at the 
transcriptional level (Discher et al., 1998). Recently, it was demonstrated that, after 
nuclear translocation, PKM2 cooperates with HIF-1 to transactivate genes, the products 
of which are involved in promoting the glycolysis and tumor angiogenesis (Luo et al., 
2011). Despite these advancements, the regulatory mechanism of PKM2 in cancer cells 
is not fully understood.  

 The expression of PGM/PGAM was found to be downregulated by p53 (Kondoh et al., 
2005). Thus, loss of p53 function is anticipated to induce the expression of 
PGM/PGAM. Phosphoenolpyruvatue, the substrate for PK in cells, transfers the 
phosphate to the histidine residue located in the catalytic center of the human PGAM1; 
however, this reaction occurs only in those PKM2-expressing cells but is independent of 
the PKM2 enzyme activity. Thus, histidine phosphorylation of PGAM1 may provide an 
alternate glycolytic step in proliferating cancer cells where low PK activity accompanies 
the expression of PKM2 (Vander Heiden et al., 2010b).  

 LDH-A is a target gene of c-Myc and HIF-1 (Dang et al., 2009). Loss of LDH-A functions 
results in diminished cellular transformation, anchorage independent tumor growth 
under hypoxic conditions, or xenograft tumor growth (Shim et al., 1997).  

Therefore, activation of oncogenes and loss of tumor suppressors are believed to underlie 
the metabolic switch in cancer cells. Many cancer associated gene products are involved, 
including c-Myc, NF-kB, Akt, and multiple types of tyrosine kinase including epidermal 
growth factors (EGFs) and insulin-like growth factor 1 (IGF-1) receptor (Levine and Puzio-
Kuter, 2010). Several pathways have been shown to be important for the regulation of 
glucose metabolism including the PI3K-AKT-mTOR and c-Myc pathways and both have 
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HIF-1 as their downstream effector. Consistently, among the HIF-1 regulated genes, most 
are those encoding glycolytic enzymes (Semenza, 2003). The loss of PTEN and concurrent 
increase of Akt and mTOR lead to the HIF-1 activation and the Warburg effect (Arsham et 
al., 2002; Zundel et al., 2000).  

Another oncogene, K-Ras, can alter glucose metabolism so as to provide tumor cells with a 
selective advantage. In cells with mutated K-Ras, GLUT1 is upregulated, leading to an 
augmented glucose uptake, glycolysis and lactate production. Interestingly, in these cells 
mitochondrial functions and oxidative phosphorylation are not compromised, which allows 
increased survival rate of the K-Ras mutant cells during glucose deprivation (Annibaldi and 
Widmann, 2010). 

Loss of p53 functions also leads to the Warburg effect. As described above, p53 represses 
transcription of the genes encoding GLUT1 and 4, and induces transcription of the TIGAR 
gene, which in turn lowers the intracellular level of PFK/FBPase (Bensaad et al., 2006). In 
addition, p53 inhibits the PI3K-Akt-mTOR pathways. This appears to be mediated by the 
transcriptional targets of p53 including PTEN, IGF-binding protein 3, tuberous sclerosis 
protein TSC-2, and the beta subunit of AMPK (Feng et al., 2007). Conceivably, loss of p53 
functions and subsequent loss of expression of these target genes lead to a high HIF level 
and establishment of the Warburg effect. 

4. Tumor “friendly” microenvironment attributed to altered glucose 
metabolism 
One would ask: what is the advantage for cancer cells to use energy-inefficient glycolysis 
under adequate oxygen supply. A potential advantage, as a result of Warburg effect, is high 
production of lactic acid due to enhanced glycolysis. Positive correlation between lactate 
serum levels and tumor burden in cancer patients has been well documented, implicating a 
role of acidic microenvironment in promoting tumor growth and development (McCarty 
and Whitaker, 2011).  

First, accumulated evidence has suggested that acidic environment amplifies the capacity of 
invasion and metastasis of cancer cells. For instance, acid pretreatment of tumor cells 
enhance their ability to form metastases in tumor-transplanted mice (Rofstad et al., 2006). 
Consistently, it has been shown that increasing tumor pH via bicarbonate therapy 
significantly reduces the number and the size of metastases in a mouse model of breast 
cancer (Robey et al., 2009).  

Second, the extracellular pH of solid tumors is significantly more acidic than that of normal 
tissues, thus impairing the uptake of weakly basic chemotherapeutic drugs (Raghunand et 
al., 1999). Several anticancer drugs such as doxorubicin, mitoxantrone and vincristine are 
weak bases that are protonated in slightly acid tumor microenvironments. The protonated 
forms of the drugs cannot easily diffuse across the plasma membrane and therefore their 
cellular uptake is suppressed. It has been demonstrated that the addition of sodium 
bicarbonate in the drinking water enhanced the anti-tumor effect of doxorubicin on 
xenotransplanted tumors presumably by enhancing the intracellular drug delivery through 
raising the pH of the extracellular milieu in mice (Raghunand et al., 1999). The reverse 
situation was also demonstrated in another study showing that glucose administration to 
mice led to a lower efficacy of doxorubicin on tumors presumably due to a decrease in the 
extracellular pH (Gerweck et al., 2006).  
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Third, acidic microenvironment inhibits anti-tumor immune response. For instance, lactic 
acid suppressed the proliferation and cytokine production of human cytotoxic T 
lymphocytes (CTLs) up to 95% and led to a 50% decrease in cytotoxic activity (Fischer et al., 
2007). Activated lymphocytes themselves use glycolysis, which relies on the efficient 
secretion of lactic acid. Export of lactic acid from lymphocytes depends on a gradient 
between intracellular and extracellular lactic acid concentration. High extracelullar acidity 
would diminish this gradient and block the secretion of lactic acid from lymphocytes. The 
accumulation of intracellular lactic acid eventually disturbs the glycolysis process hence 
affecting the activity of lymphocytes. Acidification similarly inhibits the activity of other 
immune cells such as dendritic cells.  

5. Coupled biological and metabolic processes and the logic of a mammalian 
metabolic cycle 
Glycolytic enzymes have multiple cellular functions. For instance, GAPDH has been 
implicated in numerous non-glycolytic functions (Colell et al., 2007; McKnight, 2003). In 
2003, we published a paper that describes the isolation and characterization of OCA-S, 
which is a transcription cofactor complex that directly stimulates the transcription of the 
histone H2B gene in an S-phase-specific manner (Zheng et al., 2003). Surprisingly, a key 
component of the OCA-S complex represents a nuclear form of GAPDH, which regulates 
H2B transcription in a redox dependent manner. LDH was later shown to be an essential 
OCA-S component as well and can exercise the enzyme activity to reverse in vitro inhibition 
of H2B transcription by converting NADH to NAD+ in the presence of substrate pyruvate 
(Dai et al., 2008). Conceivably, the participation of these glycolytic enzymes in such a cell 
cycle event would subject cell cycle regulation to altered glucose metabolism in cancer cells, 
providing yet another mechanistic explanation of cancer growth and development. The 
“moonlighting” participation of the glycolytic enzymes in a cellular process would in theory 
impose a dynamic modulation of the redox status in the cellular compartment where this 
process is executed and subsequently affect the functions of other redox-sensitive proteins in 
the same intracellular compartment. Thus, in addition to histone expression, our study has 
suggested that other cellular processes including cell cycle regulation, DNA replication and 
damage repair are potentially all coupled through the redox signals (Yu et al., 2009). The 
coupling of these cellular processes is apparently crucial for the maintenance of chromatin 
integrity during cell cycle, and thus altered glucose metabolism in cancer cells potentially 
would disrupt the coupling of these processes and make cancer genomes more error-prone.  

It is well delineated that in yeast, quite a few biological and metabolic processes are known 
to be compartmentalized in time, termed the yeast metabolic cycle (YMC) that is in sync 
with the cell cycle progression (Tu et al., 2005). The YMC has oxidative, reductive/building 
and reductive/charging phases, and the S-phase of yeast cell is synchronized with the most 
reductive stage of YMC. We subsequently found that the oxidative and reductive phases in 
mammalian cells are also synchronized with the cell cycle, and our study demonstrated that 
the free NAD+/NADH ratio fluctuated in a defined manner during cell cycle(Yu et al., 
2009). At G1 phase, the intracellular NAD+/NADH ratio is high, suggesting that G1 cells 
maintain an oxidative status. Upon entering S phase, the ratio becomes lower, 
corresponding to a reductive status. When the cells exit S phase and enter G2 phase, the 
NAD+/NADH ratio becomes higher again. This oxidative status appears to be maintained 
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until cells enter the next S phase. This phenomenon has been dubbed mammalian metabolic 
cycle (MMC) for its similarity with YMC. The fluctuating NAD+/NADH ratios in a 
mammalian cell cycle must reflect overall oscillatory cellular metabolism; whether and how 
glucose metabolism is synchronized with the cell cycle remains to be explored. Nonetheless, 
this synchronization must have been very precisely regulated. Conceivably, if glucose 
metabolism is altered, the cell cycle must be coordinately modulated, and vice versa. 
Therefore, cancer cells may have acquired the growth and proliferative advantage over 
normal cells through alteration in glucose metabolism.  

6. Targeting glycolysis for cancer treatment 
The aberrant metabolic pathways underlying the Warburg effect are being considered as 
novel targets for cancer therapy. Several strategies have been employed to target glucose 
metabolic pathways for cancer treatment.  

First, inhibitors of glycolytic enzymes or glycolytic pathways are being searched to identify 
therapeutic agents that can inhibit cancer growth and development.  

A number of small molecules have been reported to target glycolysis although none to date 
has been shown to have specific molecular targets. For example, 3-bromopyruvate, a highly 
active alkylating agent, was reported to target HK-2 and/or GAPDH (Dang et al., 2009). 2-
deoxyglucose (2-DG) can be phosphorylated by HK-2, which in turn inhibits HK-2 (Ralser et 
al., 2008). It is also shown to be a GLUT inhibitor.  

Many efforts have been made to identify specific inhibitors. Lonidamine has been described as 
a specific inhibitor of mitochondria-bound HK (Floridi et al., 1981) and has been tested in 
multiple clinical trials including a phase II study in combination with diazepam for the 
treatment of glioblastoma patients (Porporato et al., 2011). Unfortunately, none of these clinical 
trials have successfully shown its therapeutic benefit in terms of time-to-progression and 
overall survival (Oudard et al., 2003); one study showed its severe hepatic adverse effects.  

Drugs that target more specific metabolic control points of glycolysis in cancer cells, such as 
PKM2 or LDH-A, warrant investigation as potential cancer therapies. gossypol/AT-101, a 
natural product and a non-specific LDH inhibitor that has more preferential inhibitory activity 
on malarial and spermoctye LDHs, has already been tested in human clinical trials for its anti-
cancer effect(Porporato et al., 2011). A selective competitive inhibitor of LDH5, 3-dihydroxy-6-
methyl-7-(phenylmethyl)-4-propylnaphthalene-1-carboxylicacid (FX11), has been identified 
through screening a library of compounds derived from gossypol (Yu et al., 2001). FX11 has 
been shown to suppress in vivo xenograft tumor growth of human B lymphoid tumor and 
pancreatic cancer cells (Le et al. 2010), providing a strong rationale for clinical development of 
therapeutic agents targeting LDH-A. Recently, N-Hydroxy-2-carboxy-substituted indole 
compounds have been identified as LDH5-specific inhibitors (Granchi et al., 2011). 

Several clinical trials with the PKM2 inhibitor TLN-232/CAP-232, a seven amino-acid 
peptide, have been initiated. Encouraging preliminary results demonstrated that it is safe, 
well tolerated, and may offer disease control (Porporato et al., 2011). New small molecule 
inhibitors of PKM2 were also screened. Among them, the most potent one resulted in 
decreased glycolysis and increased cell death in respond to loss of growth factor signaling, 
supporting the feasibility and viability of targeting glucose metabolism as a novel strategy 
to treating human cancers (Vander Heiden et al., 2010a).  
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been shown to suppress in vivo xenograft tumor growth of human B lymphoid tumor and 
pancreatic cancer cells (Le et al. 2010), providing a strong rationale for clinical development of 
therapeutic agents targeting LDH-A. Recently, N-Hydroxy-2-carboxy-substituted indole 
compounds have been identified as LDH5-specific inhibitors (Granchi et al., 2011). 

Several clinical trials with the PKM2 inhibitor TLN-232/CAP-232, a seven amino-acid 
peptide, have been initiated. Encouraging preliminary results demonstrated that it is safe, 
well tolerated, and may offer disease control (Porporato et al., 2011). New small molecule 
inhibitors of PKM2 were also screened. Among them, the most potent one resulted in 
decreased glycolysis and increased cell death in respond to loss of growth factor signaling, 
supporting the feasibility and viability of targeting glucose metabolism as a novel strategy 
to treating human cancers (Vander Heiden et al., 2010a).  
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Conceivably, ENOA, as a tumor-associated antigen with an ability of eliciting both B cell 
and T cell immune response (Capello et al., 2011), is an ideal target of cancer vaccine and 
immunotherapy. Comparing to small molecule inhibitors, immunotherapy offers superior 
target specificity and may be used as an alternative approach to target other glycolysis 
enzymes.  

Second, inhibition of glycolytic enzyme or glycolysis pathways serves as a strategy to 
enhance the sensitivity of tumor cells to conventional cytotoxic chemotherapy agents.  

Inhibition of LDH-A has been shown to re-sensitize Taxol-resistant cancer cells to Taxol 
(Zhou et al.). 2-DG is another example. The safety of using it as an anti-cancer agent has 
been questioned notably because of brain toxicity (Tennant et al., 2010). However, it has a 
proven efficacy in sensitizing human osteosarcoma and non-small cell lung cancers to 
adriamycin and paclitaxel (Maschek et al., 2004). Recently, a Phase I clinical study for 
prostate cancer has defined a maximum tolerance dose of 45mg/kg for Phase II trials (Stein 
et al., 2010). It will be interesting to test whether 2-DG can enhance the efficacy of 
chemotherapy agents even if it cannot offer anti-cancer activity by itself at this dose level.  

As aforementioned, chemosensitivity is enhanced by counteracting the acidification of 
tumor’s microenvironment. Inhibitors of glycolytic enzymes may impose an alkalizing effect 
in tumor’s microenvironment particularly at the tumor tissue level and thus may have a 
more specific and powerful role in enhancing the sensitivity of tumor cells to basic 
chemotherapy drugs. Major targets for counteracting the acidification of tumor’s 
microenvironment include carbonic anhydrasesis (CA)-9 and -12, sodium–proton exchanger 
1 (NHE1), sodium bicarbonate cotransporter (NBC), vacuolar ATPase (V-ATPase), sodium–
potassium (NaK) ATPase, and MCT4 (Porporato et al., 2011). Indisulam is a leading 
compound for CA9 inhibition. It is a sulfonamide derivative and shown to inhibit CA9 at 
nanomolar concentrations (Abbate et al., 2004; Supuran, 2008; Owa et al., 2002). It has been 
tested in multiple clinical trials for the treatment of melanoma, lung, pancreatic and 
metastatic breast cancers and has not been found in the completed clinical trials to have 
antitumor efficacy as a single agent (Talbot et al., 2007). Girentuximab, a specific antibody 
targeting CA9, is now being tested in Phase III clinical trials for the treatment of clear-cell 
renal cell carcinoma (Reichert, 2011). Several inhibitors of membrane-bound V-ATPase have 
been reported to have antitumor activity in preclinical studies (Perez-Sayans et al., 2009). 
Other enzymes involved in the cellular export of protons are also studied as targets of anti-
cancer therapeutic development. However, future studies should emphasize on combining 
anti-acidification therapies with cytotoxic chemotherapy or immunotherapy to achieve the 
effective anti-cancer treatment.  

Third, combination of inhibitors of glucose metabolic enzymes with inhibitors of oncogenic 
pathways may result in synergistic anti-tumor effects.  

Inhibitors of oncogenic pathways have been extensively tested for cancer therapy, with only 
moderate success in a few types of human cancers. Among them, inhibitors of the Ras 
pathway are essentially not effective. As K-ras mutated cancer cells have an enhanced 
survival when glucose is deprived, a combinatorial treatment with both glycolysis inhibitors 
and Ras pathway inhibitors may target Ras-mutated cancer cells more effectively and more 
specifically. Supporting this hypothesis, the hexokinase inhibitor 3-bromopyruvate was 
demonstrated to be highly toxic specifically to cancer cells with K-ras mutation, but not to 
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cancer cells with wild-type K-ras (Yun et al., 2009). BAY87-2243, which is a small molecule 
inhibitor of HIF-1 activity and of HIF-1α stability, and EZN-2968, which is an antisense 
oligonucleotide targeting HIF-1α, had been tested in clinical trials (Greenberger et al., 2008). 
Metformin is an AMPK-activating drug and is currently used for type-2 diabetes treatment. 
Epidemiological studies have shown reduced incidence of cancer in diabetic patients treated 
with metformin (Evans et al., 2005; Jalving et al., 2010; Libby et al., 2009). It is highly 
intriguing to test whether this clinically safe and known glucose metabolism modulating 
drug can enhance anti-cancer activity of cytotoxic chemotherapy and/or further lower the 
cancer recurrence following adjuvant chemotherapy. Similarly, other combination 
treatments with inhibitors of both glucose metabolisms and oncogenic pathways such as 
Akt, mTOR, etc. also warrant investigation.  
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1. Introduction 
1.1 Summary 

The biochemistry of retroviral integration selectivity is not fully understood. We modified 
the previously reported in vitro integration reaction protocol and developed a novel reaction 
system with higher efficiency. We used a DNA target composed of a repeat sequence DNA, 
5’-(GTCCCTTCCCAGT)6(ACTGGGAAGGGAC) 6-3’, that was ligated into a circular 
plasmid. Target DNA was reacted with a pre-integration (PI) complex that was formed by 
incubation of the end cDNA of the HIV-1 genome and recombinant integrase. It was 
confirmed that integration selectively occurred in the middle segment of the repeat 
sequence. On the other hand, both frequency and selectivity of integration markedly 
decreased when target sequences were used in which CAGT bases in the middle position of 
the original target sequence were deleted. Moreover, upon incubation with a combination of 
these deleted DNAs and the original sequence, the integration efficiency and selectivity 
towards the original target sequence were significantly reduced, which indicated interference 
effects by the deleted sequence DNAs. Efficiency and selectivity were also found to vary with 
changes in the manganese dichloride concentration of the reaction buffer, probably due to 
induction of fluctuation in the secondary structure of the substrate DNA. Such fluctuation may 
generate structural isomers that are favorable for selective integration into the target sequence 
DNA. In conclusion, there is considerable selectivity in HIV-integration into the specified 
target sequence. The present in vitro integration system will therefore be useful for monitoring 
viral integration activity or for testing of integrase inhibitors. 

1.2 Background 

Retroviral integration into host DNA is a critical step in the viral life cycle. Once integrated, the 
proviral genome will be stably duplicated along with the host cellular DNA duplication and 
will be transmitted to the daughter cells. Retroviruses can thus serve as powerful tools for the 
integration of foreign genes into a host genome (Fig. 1), and an MLV vector can be used to 
examine the function of introduced genes and the development of induced pluripotent stem 
(iPS) cells [1]. However, integrated retroviral genomes also have the potential to cause 
unexpected transformation through up-regulation of target genes by retroviral promoter 
elements located at the long terminal repeat (LTR) following integration [2]. Although  
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Fig. 1. Scheme of viral integration into target DNA: 3’-processing, join reaction, and gap repair. 
After the HIV-1 RNA genome has been transcribed into double-stranded DNA, the viral 
protein integrase binds to the termini of the viral DNA ends in a tetrameric fashion and the 
integrase creates overlapping 5’-ends by removing two nucleotides from the 3’-ends (3’end-
processing). The HIV-1 DNA and the host cell DNA are ligated by synthesis of 
phosphodiester bonds between the terminal nucleotides of the viral 3’-ends and overlapping 
5’-ends of the host chromosome. The non-homologous 5’-ends from the viral DNA are 
removed by integrase. Finally, the gaps are filled up by host cellular repair proteins, which 
recognize single strand breaks. A five base-repeat is observed in the flanking sequence after 
the gap repair reaction. 

integration events have long been considered to be random, several recent findings have 
shown that integration of the murine leukemia retrovirus (MLV) and of HIV-1 is detected 
more frequently in actively transcribed genes [3, 4] or in promoter regions [5]. Previous 
statistical studies have also demonstrated that weak palindromic sequences are a common 
feature of the sites targeted for retroviral integration [6, 7]. Similar target preferences have 
also been reported for human T cell leukemia retrovirus type I (HTLV-I) integration sites [8]. 
Because of these findings, we investigated the biophysical mechanisms underlying in vitro 
integration. In the present study, we aimed to establish an in vitro integration assay using 
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retroviral cDNA and integrase. Yoshinaga et al. previously reported the development of an 
in vitro integration assay using recombinant HIV-1 integrase, and short viral and target 
DNA sequences [9]. Using this method, they successfully detected retroviral cDNA-target 
DNA complexes in vitro and reported that the dinucleotide motif 5’-CA that is located at the 
proviral genome termini was essential for HIV-1 integration. Yoshinaga et al. called these 
dinucleotides the integration signal sequence. We modified Yoshinaga’s method of in vitro 
integration in order to identify the precise HIV-1 integration sites using a target DNA that 
corresponds to an actual gene sequence. 

In our previous study, we identified a common MLV integration site within the signal 
transducer and activators of transcription 5a (Stat5a) gene in MLV-induced spontaneous murine 
lymphoma in an inbred strain of mice, SL/Kh [10]. This is the first report of MLV 
integration target sequence. It has also been previously demonstrated that the Stat5a gene 
represents one of the common integration sites of MLV (the Mouse Retrovirus Tagged 
Cancer Gene Database (MRTCGD) (http://rtcgd.ncifcrf.gov/cgi-bin/mm7/easy_search.cgi) 
[11]. The encoded STAT5A protein is a transcription factor that is known to play an essential 
role in the development of myelo- and lympho-proliferative disease [12, 13]. In the current 
study, we modified this Stat5a gene sequence for use as a target for HIV-1 integration in 
vitro. This target gene consists of a 5’-CA-rich sequence, which may provide a useful clue for 
preparation of target DNA sequences, because terminal CA dinucleotide motifs are shared 
by MLV and HIV-1, as well as by HTLV-I proviruses. 

2. In vitro integration assay used in previous studies 
In many previous in vitro integration protocols, the double stranded DNA of the HIV-1 3'-LTR 
proviral end alone and the substrate DNA are mixed in an appropriate buffer containing 
MnCl2 [14] (Fig. 2, 3). Subsequently, a PCR reaction using a primer set targeted to the proviral  

 
Fig. 2. Scheme of the previously described incubation with recombinant integrase 
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DNA and the target DNA amplifies a DNA segment that includes the viral-host DNA 
junction. In some protocols, even the viral DNA itself is used as the target DNA. Thus, 
previous studies paid little attention to the target sequence. It is commonly known that 
integrase binds to the proviral DNA in a regular tetrameric fashion. Indeed, some sequence 
motifs should be favored by an integrase oligomer, because a dimeric transcriptional factor 
protein has the ability to bind to palindromic sequence motifs such as E-box and GAS elements. 

The 3’ end of the HIV-1 LTR sequence is shown. Red letters indicate the conserved 
dinucleotide motif. Incubation of the 3’ end of the HIV-1 LTR sequence DNA with integrase 
results in processing of the end of the 5’-GT dinucleotide. The resulting exposed hydroxyl 
group then attacks the target DNA. 

 5’ AAAATCTAGCAGT -3’
 3’ TTTTAGATCGTCA -5’

Incubation with integrase

 5’ AAAATCTAGCA  -3’
 3’ TTTTAGATCGTCA-5’

3

5
5
3

Joining reaction

In vitro integration assay

Host DNA
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Fig. 3. Protocol of the previously described in vitro integration assay 

A nick is introduced into the host DNA that is attached to a CA dinucleotide in the HIV-1 
DNA end. Red letters indicate the conserved dinucleotide motif. Arrows indicate the PCR 
primer set and the direction of DNA polymerization. 

2.1 Preparation of target sequences for in vitro integration 

We recently reported the target sequence of MLV integration. We developed an inbred 
strain of mice suffering from spontaneous B cell lymphoma by MLV integration. MLV 
integration into Stat5a was identified in 25% of the lymphoma genome [15, 16] (Fig. 4). As 
depicted in Fig. 4, the hot spot of integration included a 5’-CA-rich sequence as well as a 
palindromic motif. Downward facing arrows in the figure indicated the MLV integration 
sites. The abundance of 5’-CA dinucleotides in the integration hot spots provided us with a 
hint for the preparation of target DNA for HIV integration, because these motifs are shared 
by the genome ends of MLV and HIV-1 (Fig. 5). We hypothesized that HIV-1 DNA also 
favors such a 5’-CA-rich sequence motif. 
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GCAGTGGACACTGACATTATCACACTCCACTCGGAGCGG

Target sequence of MLV integration 

Exon 2 Exon 3

5’ 3’
Stat5a

 
Fig. 4. Target sequence of MLV integration within the Stat5a gene.  

Downward-facing arrows indicate the MLV integration sites (15, 16). Red letters highlight 
the CA-rich sequence. Blue boxes represent exons of the Stat5a gene. Underlines indicates 
the palindromic motif. 

 
Fig. 5. Conserved 5’-CA dinucleotide in the proviral ends of HIV-1 and MLV. 

A box indicate the integration signal sequence reported by Yoshinaga et al (9). 

2.2 Modified In vitro integration assay 

We then prepared a target sequence for HIV-1 integration. A repeat sequence was prepared 
in order to enhance integration efficiency. We used the repeat sequence, 5’-
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(GTCCCTTCCCAGT)6(ACTGGGAAGGGAC)6-3’, or a modification of this sequence, which 
was ligated into a circular plasmid. The sequence within parenthesis is the unit of the repeat. 
This target sequence includes the 5’-CA dinucleotide motif, and includes 5’-AC at the HIV-1 
DNA termini (Fig. 5). 5’-CAGT and 5’-ACTG (shown in italics in the above sequence) in the 
repeat units are also present in the HIV-1 proviral genome ends. This target DNA was 
reacted with recombinant integrase and formed a pre-integration (PI) complex. Figures 6 
and 7 show our scheme of in vitro integration as well as the sequences of the HIV-1 proviral 
5’- and 3’-ends. Following incubation of the proviral LTR sequence DNAs with recombinant 
integrase, the resultant pre-integration complexes were reacted with the target DNA. PCR 
amplification was performed and the integration sites were analyzed by direct sequencing. 
Unlike previously reported protocols, we used both 5’- and 3’-LTR sequences in our 
protocol. Such a target sequence unit was expected to directly interact with complementary 
HIV-1 DNA end sequences present in the target DNA. Complementarity between HIV-1 
DNA and host DNA is shown in Fig. 8. 

5’-TGTGTGCCCGTC--------------TGGAAAATCTCTAGCA  -3’
3’-ACACACGGGCAG--------------ACCTTTTAGAGATCGTCA-5’

5’-LTR 
HIV-1 DNA 

5’-ACTGGAAGGGTT--------------CAAGGCTACTTCCCA  -3’
3’-TGACCTTCCCAA--------------GTTCCGATGAAGGGTCA-5’

Target DNA 

Plasmid DNA 

HIV-1 DNA 

R Q S 

S 

Q 

R 

3’-LTR 

PCR product 

 
Fig. 6. Scheme of in vitro viral integration into the target sequence.  

The red segment in the target sequence DNA that includes a circular plasmid represents the 
144-bp target DNA, and the black line represents the remainder of the circular plasmid 
DNA used for ligation. Following incubation of the proviral LTR sequence DNAs with 
integrase, the resultant pre-integration complexes were reacted with the substrate DNA. 
Red letters in the HIV-1 cDNA represent the LTR termini. PCR amplification was performed 
using primers corresponding to regions in the proviral ends and a plasmid region. The 
integration sites were analyzed by direct sequencing. “Q” in the PCR product indicates the 
junction between the provirus and the target DNA and R&S represents the 3’-ends of the 
primer within the HIV-1 DNA and the plasmid DNA, respectively [14]. 



 
Biochemistry 

 

310 

(GTCCCTTCCCAGT)6(ACTGGGAAGGGAC)6-3’, or a modification of this sequence, which 
was ligated into a circular plasmid. The sequence within parenthesis is the unit of the repeat. 
This target sequence includes the 5’-CA dinucleotide motif, and includes 5’-AC at the HIV-1 
DNA termini (Fig. 5). 5’-CAGT and 5’-ACTG (shown in italics in the above sequence) in the 
repeat units are also present in the HIV-1 proviral genome ends. This target DNA was 
reacted with recombinant integrase and formed a pre-integration (PI) complex. Figures 6 
and 7 show our scheme of in vitro integration as well as the sequences of the HIV-1 proviral 
5’- and 3’-ends. Following incubation of the proviral LTR sequence DNAs with recombinant 
integrase, the resultant pre-integration complexes were reacted with the target DNA. PCR 
amplification was performed and the integration sites were analyzed by direct sequencing. 
Unlike previously reported protocols, we used both 5’- and 3’-LTR sequences in our 
protocol. Such a target sequence unit was expected to directly interact with complementary 
HIV-1 DNA end sequences present in the target DNA. Complementarity between HIV-1 
DNA and host DNA is shown in Fig. 8. 

5’-TGTGTGCCCGTC--------------TGGAAAATCTCTAGCA  -3’
3’-ACACACGGGCAG--------------ACCTTTTAGAGATCGTCA-5’

5’-LTR 
HIV-1 DNA 

5’-ACTGGAAGGGTT--------------CAAGGCTACTTCCCA  -3’
3’-TGACCTTCCCAA--------------GTTCCGATGAAGGGTCA-5’

Target DNA 

Plasmid DNA 

HIV-1 DNA 

R Q S 

S 

Q 

R 

3’-LTR 

PCR product 

 
Fig. 6. Scheme of in vitro viral integration into the target sequence.  

The red segment in the target sequence DNA that includes a circular plasmid represents the 
144-bp target DNA, and the black line represents the remainder of the circular plasmid 
DNA used for ligation. Following incubation of the proviral LTR sequence DNAs with 
integrase, the resultant pre-integration complexes were reacted with the substrate DNA. 
Red letters in the HIV-1 cDNA represent the LTR termini. PCR amplification was performed 
using primers corresponding to regions in the proviral ends and a plasmid region. The 
integration sites were analyzed by direct sequencing. “Q” in the PCR product indicates the 
junction between the provirus and the target DNA and R&S represents the 3’-ends of the 
primer within the HIV-1 DNA and the plasmid DNA, respectively [14]. 

 
HIV-1 Selectively Integrates Into Host DNA In Vitro 

 

311 

+5 ----------------AAAATCTAGCA   -3
-3 ----------------TTTTAGATCGTCA -5

Joining reaction 

Modified In vitro integration assay with  
3  processed U5 and U3 LTR DNA 

target sequence DNA 

 5 -ACTGGAAAGGGTT-----------------3
 3 -  ACCTTTCCCAA-----------------5

Incubation with integrase Incubation with integrase 
+MnCl2 +MnCl2 

(5’GTGGAGGGCAGT-3’)6(5’ACTGCCCTCCAC3’)6(3’CACCTCCCGTCA-5’)6(3’TGACGGGAGGTG5’)6

 
Fig. 7. Target sequence for integration.  

The top sequences show the termini of the HIV-1 provirus. The bottom sequence indicates 
the target sequence and highlights the dinucleotide motif CA/TG (red), and the AC bases 
(yellow) that are also present at the HIV-1 DNA termini. We prepared a repeat sequence in 
order to enhance integration efficiency. The sequence shown in parenthesis is the unit of the 
repeat. Our protocol differs from previous protocols in that we used both 5’- and 3’-LTR 
sequences rather than a single 3’-LTR DNA. 

   (5’-GTGGAGGGCAGT) (ACTGCCCTCCAC-3’) 

(3’-CACCTCCCGTCA) (TGACGGGAGGTG-5’)

+5 ----------------AAAATCTAGCA   -3
-3 ----------------TTTTAGATCGTCA -5

+5 -ACTGGAAAGGGTT-----------------3
-3 -  ACCTTT CCCAA----------------5

Target sequence

 
Fig. 8. Integration scheme.  

The repeat sequence unit in the target sequence was expected to directly interact with HIV-1 
DNA. The dotted lines indicate complementarity between target and viral DNA. The 
dsDNA sequence at the bottom indicates the 5’- and 3’-ends of the proviral HIV-1 DNA. 
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2.3 Reaction protocol 

The detailed reaction protocol that we used is as follows. First, 75 ng of the U5’-LTR cDNA 
sequence of HIV-1.; (+) 5’-TGT GTG CCC GTC TGT TGT GTG ACT CTG GTA ACT AGA 
GAT CCT CAG ACC TTT TTG GTA GTG TGG AAA ATC TCT AGC A-3’ and (-) 5’-ACT 
GCT AGA GAT TTT CCA CAC TAC CAA AAA GGG TCT GAG GGA TCT CTA GTT ACC 
AGA GTC ACA CAA CAG ACG GGC ACA CA-3’, was incubated with 50 ng recombinant 
HIV-1 integrase in 10 l of binding buffer for 1 h at 30°C. The binding buffer consisted of 1-
0.1 mM MnCl2, 80 mM glutamate potassium glutamate, 10 mM mercaptoethanol, 10% 
DMSO, and 35 mM MOPS (pH 7.2). 

Similarly, the 3’-LTR cDNA sequence (75 ng) of HIV-1.; (+) 5’-ACT GGA AGG GTT AAT 
TTA CTC CAA GCA AAG GCA AGA TAT CC TTG ATT TGT GGG TCT ATA ACA CAC 
AAG GCT ACT TCC CA-3’ and (-) 5’-ACTG GGA AGT AGC CTT GTG TGT TAT AGA 
CCC ACA AAT CAA GGA TAT CTT GCC TTT GCT TGG AGT AAA TTA ACC CTT 
CCAGT-3’, was incubated with the recombinant retroviral integrase. After incubation, the 
double-stranded (ds) 5’-LTR DNA was combined with the ds 3’-LTR DNA for 1 h at 30 °C, 
and the LTR DNA was then further incubated with the target DNA for 1 h at 30°C. As 
controls, ds 5’-LTR DNA and ds 3’-LTR DNA were also individually incubated with the 
target DNA. For control target DNAs we synthesized four random 144-bp sequences, which 
were designed by a random number generator, and we ligated these sequences into circular 
DNA in the same manner as described below for the target DNA 

In order to prevent non-specific reactions at the target DNA sequence, we ligated the 
target sequence DNA into circular plasmid DNA (Invitrogen pCR2.1 TOPO vector) and 
used this entire DNA as the target DNA for the assay (Fig. 6). The proportion of LTRs and 
target DNAs was optimized to prevent both non-specific reactions and integration due to 
an excess of LTRs. The DNA reacted in the buffer was purified using a QIA quick column 
(QIAGEN, GmbH, Germany). PCR amplification was then performed using retroviral 
primers: the HIV-1 U5’-LTR primer, 5’-GTG TGC CCG TCT GTT GTG TGA CTCTGG-3’, 
or the HIV-1 U3’-LTR primer, 5’-CTG GGA AGT AGC CTT GTG TGT TAT AG-3’, and a 
TOPO vector primer 5’-TCA CTC ATG GTT ATG GCA GC -3’ whose first nucleotide 
corresponds to nucleotide position 2222 in the TOPO-pCR2.1 plasmid (Invitrogen, 
Carlsberg, CA). Amplicon copy number was quantified following identification of the 
HIV-1-substrate DNA junction [14]. 

3. Results 
3.1 Selective viral DNA integration into the target sequence 

Figures 9 and 10 show the percentage of viral DNA integration into the target sequence or 
into the same length random sequences. Four types of the same length random sequences 
were used as controls. The horizontal blue line shows the percentage integration when 
uniform integration into the substrate DNA, including into the target DNA plus the circular 
plasmid, was thought to occur. These data indicate that the percentage of integration into 
the target sequence was significantly higher than that into random sequences. Also, when a 
target sequence was used in which the middle 5’-CA and 5’-GT nucleotides were deleted, 
the integration efficiency was significantly decreased. Thus, local nucleotide motifs within 
the target sequence affect integration efficiency.  
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target sequence was used in which the middle 5’-CA and 5’-GT nucleotides were deleted, 
the integration efficiency was significantly decreased. Thus, local nucleotide motifs within 
the target sequence affect integration efficiency.  
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Fig. 9. Integration into target sequence DNA vs. random sequence DNAs.  

The percentage of PCR product copies derived from viral DNA that had integrated into the 
target sequence or into random sequences is plotted vs. the total number of PCR product 
copies, including the PCR products that were integrated into the remainder of the DNA 
sequence of the plasmid. The horizontal line shows the ratio of these PCR products when 
integration was thought to occur in a uniform manner in the 4-kb substrate DNA. 

 
Fig. 10. A graph of the percentage integration into the target sequence or into random 
sequences.  

The left arrows represents the percentage (~2.3%) of integration into target DNA to 
integration into control when integration was thought to occur in a uniform manner in the 
substrate DNA, the target sequence DNA plus the circular plasmid with which it was 
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ligated. The integration efficiency was significantly decreased when CA and GT were 
removed from the middle region of the repeat. Thus, local nucleotide motifs affect 
integration efficiency (****P < 0.001). 

3.2 In vitro integration site in the target repeat sequence DNA 

Figure 11 shows the in vitro integration site in the target repeat sequence DNA. The entire 
target sequence is shown in this figure. The vertical axis indicates the percentage of PCR 
amplicons derived from the integration of individual LTR units. Integration efficiency was 
significantly higher when both the 5’- and the 3’-LTR DNA were used than when either LTR 
DNA was used alone. The use of both 5’- and 3’-LTR DNA is one of the unique points of our 
protocol, since previous protocols used a single 3’-LTR DNA (Figs. 7 and 11). 

5'ACTGGAAGGC-----   -----TCTAGCA   3’
3’ACCTTCCG-------   -----AGATCGTCA 5’

                   -----TCTAGCA   3’
                   -----AGATCGTCA 5’

5'ACTGGAAGGC-----   
3’ACCTTCCG-------

HIV-1 LTR DNA 
5’-LTR 3’-LTR

Target DNA 
 

 

Fig. 11. In vitro integration site in the target repeat sequence DNA.  

The vertical axis indicates the percentage of the PCR amplicons derived from proviral DNA 
integrating into individual units. The entire target sequence is shown. The integration 
efficiency was significantly higher when both 5’- and 3’-LTR DNA were used rather than 
when a single LTR DNA was used. The use of both 5’- and 3’-LTR DNA is one of the unique 
points of our protocol. x, GTGGAGGGCAGT; y, ACTGCCCCCAC. (*** P < 0.001) 

Interestingly, we found that the middle segment of the target sequence was more favorable 
for integration, even though the same sequence units were repeated in the target sequence. 
To explain this observation, we considered the possibility that a structural factor may 
contribute to selective integration into the middle segment. Thus, if a single strand of the 
target DNA focally appeared by rewinding of the target double strand DNA, a long hairpin 
or cruciform structure may form in the target sequence site. It is probable that, if the target 
sequence DNA is open, or rewound, then the top of such a secondary structure would be 
favorable for integration. DNA folding thermodynamic analysis was performed to 
determine secondary structure in the target DNA and a hairpin structure was indeed 
predicted by this analysis (Fig. 12). 



 
Biochemistry 

 

314 

ligated. The integration efficiency was significantly decreased when CA and GT were 
removed from the middle region of the repeat. Thus, local nucleotide motifs affect 
integration efficiency (****P < 0.001). 

3.2 In vitro integration site in the target repeat sequence DNA 

Figure 11 shows the in vitro integration site in the target repeat sequence DNA. The entire 
target sequence is shown in this figure. The vertical axis indicates the percentage of PCR 
amplicons derived from the integration of individual LTR units. Integration efficiency was 
significantly higher when both the 5’- and the 3’-LTR DNA were used than when either LTR 
DNA was used alone. The use of both 5’- and 3’-LTR DNA is one of the unique points of our 
protocol, since previous protocols used a single 3’-LTR DNA (Figs. 7 and 11). 

5'ACTGGAAGGC-----   -----TCTAGCA   3’
3’ACCTTCCG-------   -----AGATCGTCA 5’

                   -----TCTAGCA   3’
                   -----AGATCGTCA 5’

5'ACTGGAAGGC-----   
3’ACCTTCCG-------

HIV-1 LTR DNA 
5’-LTR 3’-LTR

Target DNA 
 

 

Fig. 11. In vitro integration site in the target repeat sequence DNA.  

The vertical axis indicates the percentage of the PCR amplicons derived from proviral DNA 
integrating into individual units. The entire target sequence is shown. The integration 
efficiency was significantly higher when both 5’- and 3’-LTR DNA were used rather than 
when a single LTR DNA was used. The use of both 5’- and 3’-LTR DNA is one of the unique 
points of our protocol. x, GTGGAGGGCAGT; y, ACTGCCCCCAC. (*** P < 0.001) 

Interestingly, we found that the middle segment of the target sequence was more favorable 
for integration, even though the same sequence units were repeated in the target sequence. 
To explain this observation, we considered the possibility that a structural factor may 
contribute to selective integration into the middle segment. Thus, if a single strand of the 
target DNA focally appeared by rewinding of the target double strand DNA, a long hairpin 
or cruciform structure may form in the target sequence site. It is probable that, if the target 
sequence DNA is open, or rewound, then the top of such a secondary structure would be 
favorable for integration. DNA folding thermodynamic analysis was performed to 
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Fig. 12. A presumed secondary structure in the target sequence DNA.  

The blue lines in the target DNA sequence shown at the top indicate the most frequent 
integration site. The presumed hairpin like structure shown at the bottom was constructed 
based on calculation of the target DNA sequence using the m-fold program 
(http://mfold.rna.albany.edu/?q=mfold/DNA-Folding-Form). dG, dH, and dS represent 
Gibbs’ free energy, enthalpy, and entropy in ssDNA, respectively. A box represents the most 
frequent integration site.  

3.2 Decoy effect of modified target sequences 

We prepared two modified DNA target sequences in which the 5’-CA and 5’-GT were 
removed from the repeat unit at the middle site, termed modified sequence I and II, 
respectively (Fig. 13). PCR analysis of in vitro integration into modified sequence I or II 
revealed significant reductions in the number of copies of the PCR products compared to 
integration into the unmodified sequence. In addition, integration selectivity was not 
evident when using the modified DNA sequences (P < 0.05). We next mixed substrate DNA  

 
Fig. 13. Modified target DNA sequences. 

target 

Modified I 

Modified II 



 
Biochemistry 

 

316 

containing the target sequence with substrate DNA containing modified sequence I or II in 
equal amounts, and examined the number of PCR product copies that originated from 
integration into the non-modified target sequence. Integration into the original, non-
modified target sequence of the substrate DNA was significantly reduced when this DNA 
was mixed with the modified sequences (Fig. 14). 

Two modified DNA sequences were prepared in which CA and GT were removed from the 
repeat unit at the middle site, termed modified sequence I and modified sequence II 
respectively. Red letters represent the TG/CA motifs. Yellow letters represent the GT/AC 
motifs that are observed in the HIV-1 proviral genome. 

 
Fig. 14. In vitro integration using modified sequence I or II  

The result showed significant reductions in the number of copies of PCR products derived 
from integrated DNA. In addition, integration selectivity was evidently suppressed when 
using the modified DNA targets (left graph, *P < 0.05). Substrate DNA containing the 
target sequence was then mixed with substrate DNA containing modified sequence I or II 
in equal amounts, and the percentage of PCR product copies originating from integration 
into the original target sequence were determined. Integration into the original target 
sequence was significantly reduced when this target was mixed with the modified 
sequences (right graph, *P < 0.05). 

3.3 Biochemistry of the integrase: DNA structure fluctuation enhances selective 
integration 

We digested circular DNA with HIV-1 integrase in a buffer containing various 
concentrations of manganese dichloride and measured the band intensity of linearized DNA 
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following electrophoresis. The relative band intensity increased when the concentration of 
MnCl2 in the reaction buffer exceeded 40 mM (Fig. 15). This result raised the question of 
how such fluctuation in DNA structure influences the selectivity of in vitro HIV-1 
integration. Furthermore, the percentage of integration into the target sequence DNA was 
found to increase significantly when the concentration of MnCl2 exceeded 40 mM. The ratio 
of the PCR product number derived from integration into the target sequence DNA was also 
found to increase significantly when the MnCl2 concentration exceeded 40 mM (Fig. 16). In 
conclusion, such fluctuation may generate a favorable conformation of target DNA for 
integration of the HIV-1 LTR [16, 17]. 

 

 
Fig. 15. Effect of MnCl2 concentration and structural-fluctuation of target DNA on 
integration  

(A) Electrophoretogram of plasmid plus target DNA (left) and plasmid DNA (right). P and 
Q indicate structural isomers of the circular DNA. R, a single fragment, indicates the 
digested DNA fragment after 90 min incubation. The vertical axis indicates relative signal 
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intensity and the horizontal axis indicates electrophoretic mobility distance. (B) 
Electrophoresis of the DNA following incubation of recombinant integrase in buffer 
containing 0, 20, or 40 mM MnCl2 following incubation for 0, 50, and 90 min. P, Q, and R are 
as described in (A). Upper and lower photographs display electrophoresis of plasmid plus 
target DNA and plasmid DNA, respectively. Significant fluctuation in R was observed in the 
electrophoresed DNA following 90 min incubation. (C) Relative signal area of the digested 
4.0-kb substrate DNA corresponding to R in (B). Error bars represent standard deviation 
(S.D.). Fragment R area was calculated by integration of the individual curves shown in the 
electrophoretogram (A) with respect to electrophoretic mobility distance. Signal area 
significantly increased when 40 mM MnCl2 was included in the buffer. 

 
Fig. 16. DNA structural fluctuation and integration 

A MnCl2 concentration greater than 40 mM significantly increased the percentage of 
integration into the target sequence DNA. The percentage of copy number of PCR products 
derived from integration into the target sequence DNA was found to increase significantly 
when the concentration of MnCl2 exceeded 40 mM. It is concluded that such fluctuation may 
generate a favorable conformation of target DNA (in red) for integration of HIV-1 LTR DNA. 

4. Conclusion 
In conclusion, selective HIV-1 integration was proved at an in vitro level in this study. The 
factors that determine this selectivity are (i) a sequence motif, including CAGT, and (ii) a 
structural factor that can be induced by fluctuation of a high concentration of MnCl2 [16, 17]. 
The findings shown in Figs. 9 and 10 indicate that the percentage of integration into the 
target sequence was significantly greater than the integration rate into the random and 
deleted sequences. Moreover, the entire repeat sequence or secondary structure may be a 
target of integration. 

In particular, our findings that sequences similar to the target DNA sequence interfere with 
integration (Fig. 14). Thus, a modified DNA can act as a decoy for the target DNA. In the 
present study, integration efficiency and selectivity were highly sensitive to MnCl2 
concentration in the reaction buffer. In particular, the integration efficiency and selectivity 
increased significantly when the MnCl2 concentration was increased from 30 mM to 40 mM. 
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Fluctuations in the electrophoretic mobility of the substrate DNA also increased. These 
results suggest that there is a threshold concentration of MnCl2 for in vitro integration, 
probably because MnCl2 induces instability of secondary structure and therefore phase 
transition of the host DNA strand may occur. Target DNA can probably not generate the 
specified stable conformation under 40mM of MnCl2. Based on these data as well as the data 
shown in Fig. 15, we propose that there are close correlations between structural changes in 
substrate DNA and integration selectivity and efficiency (Fig. 16, 17). We have used MnCl2 
for studies of in vitro integration because this salt is more appropriate than other salts for the 
generation of in vivo integration. However, during in vivo integration into the host genome, 
numerous DNA binding proteins and metal ions regulate the reaction in a complex manner. 
Therefore, the present data cannot be immediately applied to in vivo systems and further 
investigation using cell culture systems are necessary. Nevertheless, this in vitro integration 
assay is expected to facilitate understanding of the pathogenicity of HIV-1. 

 
Fig. 17. A model of integration 

The top of the secondary structure may be favorable for integration when the target DNA 
sequence is open or rewound by protein binding to the upstream of the target DNA 
sequence. 
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1. Introduction 
Diabetes mellitus is a common metabolic syndrome that has become an epidemic in modern 
society and is characterized by either a near-complete lack of insulin production due to 
autoimmune destruction of pancreatic beta-cells as in type 1 diabetes or abnormal insulin 
secretion, beta-cell dysfunction and insulin resistance as in type 2 diabetes (T2D). T2D is a 
complex heterogeneous disease that is characterized by elevated fasting and postprandial 
blood glucose levels that can result in severe complications including renal failure, 
cardiovascular disease, blindness and slow wound healing (Lin and Sun, 2010). Pancreatic 
islet beta-cells play a critical role in maintaining blood glucose levels by secreting the 
hormone insulin following a meal. Insulin maintains blood glucose levels in the normal 
physiological range by promoting glucose uptake in muscles, liver and adipose tissue, and 
by inhibiting hepatic glucose production. Therefore, any defect in insulin secretion in 
response to a meal or defects in insulin action in peripheral tissues can lead to increased 
blood glucose levels (Tripathy and Chavez, 2010; Muoio & Newgard, 2008).  

Abnormal insulin secretion is a hallmark of T2D. Despite the central role of insulin in 
maintaining glucose homeostasis, the fundamental biochemical mechanism regulating 
nutrient-stimulated insulin secretion from pancreatic beta-cells is still incompletely 
understood. Insulin secretion from the pancreatic beta-cells is regulated by nutrients, 
neurotransmitters and hormones. Among these three factors, nutrients, particularly glucose 
is the most dominant stimulatory signal for insulin secretion. Insulin secretion is biphasic 
with a first acute phase occurring within 10 minutes after a glucose load and a second more 
sustained phase that reaches a plateau very quickly as seen in mice or more gradually as 
seen in rats and humans (Gerich, 2002). Numerous models have been proposed over the last 
several decades to explain the mechanism governing glucose-stimulated insulin secretion 
(GSIS) from pancreatic beta-cells. The current model of GSIS holds that glucose enters beta-
cells via the low affinity, high capacity glucose transporter 2 (GLUT2) and becomes 
phosphorylated by glucokinase (GK or hexokinase IV), which is the rate-limiting step in 
glycolysis. The glycolytic end product pyruvate then enters the tricarboxylic acid cycle 
(TCA), where oxidative phosphorylation occurs, leading to increased ATP production. The 
subsequent rise in the cytosolic ATP/ADP levels promotes closure of ATP-sensitive 
potassium channels (KATP channels) causing beta-cell membrane depolarization and 
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activation of voltage-dependent Ca2+ channels (VDCC). The opening of VDCCs facilitates 
influx of extracellular Ca2+, leading to a rise in the beta-cell cytosolic Ca2+ levels, which triggers 
exocytosis of the insulin-containing secretory granules (Figure 1) (Jensen et al., 2008; Prentki & 
Matchinsky, 1987; Ashcroft & Rorsman, 1989; Newgard & Matchinsky, 2001; Newgard & 
McGarry, 1995). This so-called “KATP channel-dependent” mechanism appears to be 
particularly important for the first, acute phase of insulin release. However, in the second and 
more sustained phase of insulin secretion a “KATP channel-independent” pathway also appears 
to play a key role in the regulation of GSIS in conjunction with the KATP channel-dependent 
pathway (Henquin et al., 2003, Ravier et al., 2009). Important support for “KATP channel-
independent” pathway of GSIS comes from studies showing that glucose still causes a 
significant increase in insulin secretion in conditions where KATP channels are held open by 
application of diazoxide followed by membrane depolarization with high K+, or in animals 
lacking functional KATP channels (Nenquin et al., 2004; Shiota et al., 2002; Szollozi et al., 2007; 
Ravier et al., 2009). These and more recent studies suggest that mitochondrial metabolism of 
glucose generates signals other than changes in the ATP/ADP ratio that are important for 
normal insulin secretion. Several molecules, including glutamate, malonyl-CoA/LC-CoA and 
NADPH, have been proposed as candidate coupling factors in GSIS (Maechler & Wollheim, 
1999; Ivarsson et al., 2005; Corkey et al., 1989; Prentki et al., 1992).  

 
Fig. 1. Current model of glucose stimulated insulin secretion (GSIS) from pancreatic beta-
cells. Glucose equilibrates across the plasma membrane through glucose transporter GLUT2, 
which initiates glycolysis. Pyruvate produced by glycolysis preferentially enters the 
mitochondria and is metabolized in the TCA cycle, producing reducing equivalents in the 
form of NADH and FADH2. The transfer of electrons from these reducing equivalents 
through the mitochondrial electron transport chain is coupled with the pumping of protons 
from the mitochondrial matrix to the inter membrane space, leading to the generation of 
ATP. ATP is transferred to the cytosol through adenine nucleotide carrier (ANC), raising the 
ATP/ADP ratio. This results in the closure of the ATP sensitive K+ channels (KATP), which in 
turn leads to membrane depolarization, opening of the voltage-sensitive Ca2+ channels, 
promoting calcium entry and increase in cytoplasmic Ca2+ leading to exocytosis of insulin 
granules. Glucose also generates amplifying signals other than ATP, which plays a 
significant role in the secretion of insulin from pancreatic beta-cells. 
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Maintenance of a functional mature beta-cell phenotype requires optimal expression of 
key transcription factors. Transcription factors regulate a variety of pancreatic beta-cell 
processes including cell differentiation, proliferation, cell signaling and apoptosis. By 
regulating the expression of specific sets of genes, transcription factors determine the 
spatio-temporal specificity of gene expression in most organisms, including mammals. 
Numerous studies have shown that transcription factors act synergistically to achieve 
normal beta-cell development and function (Cerf, 2006; Mitchell & Frayling, 2002; Lyttle et 
al., 2008). Development of the endocrine pancreas is initiated from multipotent precursor 
cells, which differentiate to form five different cell types in the pancreatic islet namely the 
α-cells (glucagon), β-cells (insulin), -cells (somatostatin), PP (pancreatic polypeptide) 
cells and -cells (ghrelin) (Steiner et al., 2010). The development of the islet architecture is 
regulated by an ordered system of transcriptional events activated by a hierarchy of 
transcription factors. Some of the major transcription factors represented in islets include 
several homeodomain factors like pancreatic and duodenal homeobox-1 (Pdx-1), paired 
box gene (Pax) Pax 4, Pax 6, Nkx 2.1 and Nkx 6.1 which are expressed in both progenitor 
as well as differentiated beta-cells. Pdx-1 and Nkx 2.2 are required for both early beta-cell 
differentiation and maintenance of a mature beta-cell phenotype (Habner et al., 2005). In 
addition, other transcription factors are important for maintenance of a mature beta-cell 
phenotype and their impairment may account for various pathophysiological 
abnormalities observed in type 2 diabetics. Among these, Pdx-1, neurogenin 
differentiation (NeuroD/BETA-2), foxhead box protein (FoxO-1), sterol regulatory 
element binding protein (SREBP-1c), and musculoaponeurotic fibrosarcoma oncogene 
homolog A (MafA) are the most studied (Johnson et al., 1994; Diraison et al., 2004; 
Kitamura et al., 2005).  

In the context of T2D, it is a well-known fact that abnormal gene expression contributes to 
a myriad of beta-cell abnormalities. Support for this comes from studies of maturity-onset 
diabetes of the young (MODY), a monogenic form of T2D characterized by an early onset 
and defects in insulin secretion leading to hyperglycemia. With the exception of MODY-2, 
which is caused by a mutation in GK, MODY-1, 3, 4, 5 and 6 result from mutations in 
genes encoding transcription factors, hepatocyte nuclear factor (HNF) HNF-4α, HNF-1α, 
HNF-1β, Pdx-1, and NeuroD/BETA-2 respectively. These transcription factors regulate 
the expression of key genes involved in various aspects of beta-cell function (Stoffer & 
Zinkin, 1997; Habener et al., 1998; Fajans et al., 2001; Yamagata et al, 2003). Although 
there have been significant advancements in understanding the basic transcriptional 
network that exists in beta-cells, the exact mechanism of action of many of these factors 
still remains to be further defined. In this chapter we provide an overview of one of the 
recently described transcription factor in the context of impaired insulin secretion and 
beta-cell dysfunction, Aryl hydrocarbon receptor nuclear translocator (ARNT)/ hypoxia 
inducible factor 1β (HIF-1β), which is a master regulator of pancreatic beta-cell 
transcriptional network that regulates glucose metabolism and insulin secretion.  

2. ARNT/HIF-1β 
2.1 ARNT/HIF-1β structure and function  

ARNT/HIF-1β belongs to a group of transcription factors, known as the basic helix loop 
helix - PER/ARNT/Sim (bHLH-PAS) family, which has a characteristic N-terminal bHLH 
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motif for DNA binding, a central PAS domain which facilitates heterodimerization and a C-
terminal transactivation domain for the recruitment of transcriptional coactivators such as 
CBP/p300 (Jain et al., 1994; Kobayashi et al., 1997). Recent evidence suggest that the PAS 
domain may also provide an additional binding site for coactivators and thereby recruiting 
them in a step necessary for transcriptional responses to hypoxia (Partch & Gardener, 2011). 
ARNT/HIF-1β acts as a common binding partner for most of the bHLH-PAS family of 
transcription factors and bind specific DNA sequences in the regulatory regions of the 
responsive genes. The half-site for ARNT/HIF-1β is on the 3' side of the 5'-GTG-3' 
recognition sequence. The sequence of the other half of the binding site depends upon the 
identity of the ARNT/HIF-1β dimerization partner (Swanson et al., 1995). DNA binding of 
ARNT/HIF-1β is mediated by its bHLH region and may also involve the PAS region. 
Dimerization between ARNT/HIF-1β and other bHLH-PAS proteins is mediated by their 
bHLH and PAS regions (Jiang et al., 1996, Lindebro et al., 1995). The human ARNT/HIF-1β 
gene is about 65 Kb in size, has 22 exons and is well conserved on an evolutionary scale 
(Scheel & Schrenk, 2000).  

ARNT/HIF-1β was originally cloned as a factor required for the activity of the aryl 
hydrocarbon receptor (AhR). AhR induces a transcriptional response to various 
environmental pollutants, such as polycyclic aromatic hydrocarbons, heterocyclic amines, 
and polychlorinated aromatic compounds (Reyes et al., 1992). ARNT/HIF-1β was also 
identified as the β-subunit of a heterodimeric transcription factor, hypoxia-inducible factor 
1α (HIF-1α) (Wang et al., 1995 (a)). Similar to HIF-1α, ARNT/HIF-1β gene expression and 
protein levels are significantly increased under hypoxic conditions suggesting that this gene 
plays an important role in the transcriptional response to low oxygen tension (Wang et al., 
1995 (b)). Consistent with this idea, it has been shown that ARNT/HIF-1β is essential for the 
hypoxic induction of vascular endothelial growth factor (VEGF) and the glycolytic enzymes 
aldolase A (ALDO) and phosphoglycerate kinase (PGK) in a mouse hepatoma (Hepa 1c1c7) 
cell line (Li et al., 1996; Salceda et al., 1996). Unlike HIF-1α, which is exclusively expressed 
under hypoxic conditions, ARNT/HIF-1β is constitutively expressed in a number of tissues, 
such as the brain, heart, kidney, muscles, thymus, retina, olfactory epithelium and beta-cells 
of pancreas (Hirose et al., 1996).  

2.2 ARNT/HIF-1β localization, binding partners, mechanism of action and lessons 
from knockout animals 

ARNT/HIF-1β is a nuclear protein in most cell types, although it may also be located in the 
cytosol, particularly during embryogenesis. Studies conducted by Holmes and Pollenz 
(1997) in hepatic and non-hepatic cell lines derived from rat, mouse, human, and canine 
tissues confirm ARNT/HIF-1β as a nuclear transcription factor and showed that its physical 
interaction with DNA requires entry into the nucleus.  

ARNT/HIF-1β serves as an obligatory binding partner for a number of other bHLH-PAS 
proteins, whose activity is modulated either by exogenous chemicals (AhR), hypoxia (HIF-
1α, HIF-2α and HIF-3α), or which show tissue-specific expression pattern (e.g. SIM-1) 
(Salceda et al., 1996; Swanson et., 1995; Woods & Whitelaw, 2002). In addition to forming 
heterodimers, ARNT/HIF-1β appears to be capable of forming homodimers and bind to an 
E-box sequence 5'-CACGTG-3' (Antonsson et al., 1995). It was also shown that ARNT/HIF-
1β homodimer regulates the transcription of murine cytochrome P450 (Cyp) 2a5 gene 
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E-box sequence 5'-CACGTG-3' (Antonsson et al., 1995). It was also shown that ARNT/HIF-
1β homodimer regulates the transcription of murine cytochrome P450 (Cyp) 2a5 gene 
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through a palindromic E-box element in the 5' regulatory region of Cyp2a5 gene in primary 
hepatocytes (Arpiainen et al., 2007). Two ARNT-related genes, ARNT-2 and ARNT-3 (also 
called BMAL-1 or MOP3) have been identified. ARNT-2 is more restricted in expression 
than ARNT/HIF-1β, but appears to dimerize with the same partner proteins as ARNT/HIF-
1β (Hirose et al., 1996). ARNT-3 appears to have different dimerization potential than 
ARNT/HIF-1β (Ikeda & Nomura, 1997). The transactivation potential of ARNT/HIF-1β is 
not only determined through the recruitment of transcriptional cofactors, but also by 
signaling input from several protein kinases, such as PKC (Long et al., 1999).  

The ARNT/HIF-1β/AhR heterodimer activates transcription of several genes involved in 
metabolism of foreign chemicals, including CYP1A1, CYP1B1, and NADP(H):oxidoreductase 
(NQO1) (Sogawa & Kuriayama, 1997; Beischlag et al., 2008). Transcriptional activation of these 
genes depends upon prior binding of AhR to xenobiotic ligands, including 2,3,7,8-
tetrachlorodibenzo-p-dioxin (dioxin) and benzopyrene. The ARNT/HIF-1β/AhR heterodimer 
and ARNT/HIF-1β can have an impact on estrogen receptor (ER) activity. ARNT/HIF-1β 
interacts and functions as a potent coactivator of both ER-α and ER-β dependent transcription 
and it is believed that the C-terminal domain of ARNT/HIF-1β is essential for the 
transcriptional enhancement of ER activity (Lim et al., 2011;Rüegg et al., 2008).  

ARNT/HIF-1β/HIF-1α heterodimer activity is primarily regulated by HIF-1α protein 
stability. Under normoxia, HIF-1α is hydroxylated by an oxygen requiring enzyme, prolyl 
hydroxylase (PHD), which is then targeted for ubiquitination by the E3 ubiquitin ligase, 
followed by binding to von Hippel-Lindau tumor suppressor (VHL) which leads to 
degradation of HIF-1α by the proteasome pathway. Conversely, under hypoxic conditions, a 
lack of oxygen inhibits hydroxylation, leading to stabilization of the HIF-1α protein and 
translocation of HIF-1α from the cytoplasm to the nucleus. In the nucleus, 
heterodimerization of HIF-1α with ARNT/HIF-1β is followed by binding to hypoxia 
response elements (HRE) in the promoter region of the target genes (Fedele et al., 2002) 
(Figure 2). Like HIF-1α, HIF-2α and 3α are stabilized by hypoxia and hypoglycemia, and 
activate transcription of genes involved in adapting to these adverse conditions, including 
the genes for erythropoietin (EPO), VEGF, and a number of enzymes of glycolysis including 
ALDO, phosphofructokinase (PFK) and lactate dehydrogenase (LDH) (Maltepe et al., 1997; 
Fraisl et al., 2009; Fedele et al., 2002). These studies suggest ARNT/HIF-1β is a central player 
in a number of signaling pathways and alterations in its activity can have serious impact on 
cellular responses to hypoxia, dioxin response and estrogen signaling in mammalian cells. 

Observations from the ARNT/HIF-1β conditional knockout mice and whole body knockout 
mice have provided a wealth of information regarding the functional significance of this 
transcription factor in mammalian cells. Results obtained from the ARNT/HIF-1β null mice 
suggest that it plays a central role in embryonic development and physiological homeostasis as 
these mice are embryonic lethal due to severe defects in angiogenesis and placental 
development (Maltepe et al., 1997; Kozak et al., 1997). Data obtained from tissue specific 
ARNT/HIF-1β knockout mice demonstrates that disruption of ARNT/HIF-1β expression in 
liver and heart results in loss of AhR-stimulated gene transcription and that ARNT/HIF-1β is 
key to AhR function in these two mammalian tissues. It was also observed that ARNT/HIF-1β 
affects HIF-1α mediated target gene expression as several key genes including the expression 
of heme-oxygenase and glucose transporter-1 mRNA was abolished after treatment with 
CoCl2, an agent that is thought to mimic hypoxia (Tomita et al., 2000). 
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Fig. 2. Overview of gene regulation by ARNT/HIF-1β/HIF-1α complex in mammalian cells 
under normoxic and hypoxic conditions. In normoxic conditions, HIF-1α protein undergoes 
oxygen dependent hydroxylation by prolyl hydroxylases (PHD) and the hydroxylation site is 
recognized by pVHL, which targets the protein for ubiquitination by ubiquitin ligase, followed 
by degradation through ubiquitin proteasome pathway. During hypoxia, HIF-1α protein is not 
targeted for degradation and can translocate to the nucleus, where it heterodimerizes with 
ARNT/HIF-1β to form a stable transcriptional complex. The ARNT/HIF-1β/HIF-1α 
heterodimer then binds to the hypoxia response element (HRE) of target genes.  

3. ARNT/HIF-1β and type 2 diabetes 
3.1 ARNT/HIF-1β is reduced in human diabetic islets  

In 2005, a study published in Cell (Gunton et al., 2005) suggested that ARNT/HIF-1β, a 
transcription factor with previously unknown functions in beta-cells, plays a significant 
role in mediating human beta-cell dysfunction in type 2 diabetics. Genome-wide gene 
expression profiling of islets obtained from human non-diabetics and type 2 diabetics 
revealed that the expression levels of ARNT/HIF-1β was reduced by 90% under the 
diabetic conditions. This was associated with reduced expression levels of several 
ARNT/HIF-1β target genes involved in glycolysis and insulin signaling. Several enzymes 
in glycolysis, including phosphoglucomutase (PGM), phosphoglucose isomerase (G6PI), 
PFK and ALDO were expressed at significantly lower levels as compared to those 
observed in normal islets. The low ARNT/HIF-1β expression levels observed under 
diabetic conditions was also associated with low gene expression levels of several key 
regulators in insulin signaling, such as the insulin receptor (IR), insulin receptor substrate 
2 (IRS2), and protein kinase B (Akt2). Another interesting observation made in this study 
was that MODY genes, HNF-1α and HNF- 4α, were poorly expressed in human islets 
obtained from type 2 diabetics. HNF-4α, the gene mutated in MODY1, has been shown to 
interact with ARNT/HIF-1β possibly providing a connection between the two 
transcription factors (Tsuchiya et al., 2002). 
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In order to rule out the possibility that the profound ARNT/HIF-1β down regulation in 
pancreatic beta-cells is not caused by the diabetic environment, Gunton and co-workers 
demonstrated that an identical gene profile was observed in a beta-cell-specific 
ARNT/HIF-1β knockout mouse (β-ARNT KO). β-ARNT KO mice exhibited impaired 
GSIS and glucose intolerance, with no significant change in beta-cell insulin content and 
islet mass. The finding that ARNT/HIF-1β knockout mice have normal islet mass suggests 
that this transcription factor does not play a role in beta-cell differentiation.  

Overall, a combination of in vivo and in vitro studies in humans and rodents have provided 
us with convincing evidence that reduction in ARNT/HIF-1β expression in human 
pancreatic beta-cells has negative consequences in terms of beta-cell function and insulin 
secretion. However, the extent of ARNT/HIF-1β mediated regulation of gene transcription 
is complex since it has the potential to bind with multiple partners affecting a multitude of 
signaling pathways.  

3.2 ARNT/HIF-1β is reduced in human diabetic hepatic cells  

In both rodents and humans, the liver plays a critical role in maintaining glucose and lipid 
homeostasis. During fasting, hepatic glucose production is critical for providing glucose 
for the brain, the kidneys and red blood cells. In liver, glucose is produced by 
glycogenolysis during the initial stages of fasting, however, after several hours of fasting, 
glucose production is primarily from gluconeogenesis, a process by which the liver 
produces glucose from precursors such as lactate and pyruvate (Michael et al., 2000; 
Saltiel & Kahn, 2001). Wang et al showed that ARNT/HIF-1β was severely reduced in the 
livers of human type 2 diabetics (Wang et al., 2009). Gene expression profiling of liver 
specimens from normal, obese and obese diabetic patients revealed a 30% reduction in the 
expression of ARNT/HIF-1β gene in obese diabetic individuals. The study demonstrated 
that the reduced expression of ARNT/HIF-1β in the livers of humans with T2D was 
associated with high glucose levels, high insulin levels, and insulin resistance. This study 
also suggested that insulin, not glucose regulates the expression of ARNT/HIF-1β gene 
and that ARNT/HIF-1β expression is reduced in both insulin-deficient and insulin-
resistant states. 

Wang et al (2009) also looked at the effects of liver-specific deletion of ARNT/HIF-1β gene 
in mice (L-ARNT KO) and demonstrated that there was an increase in gluconeogenesis, 
lipogenesis and increased serum insulin levels, all characteristic of human type 2 diabetics. 
The increase in hepatic gluconeogenesis and lipogenesis in L-ARNT KO mice was associated 
with the upregulation of several important gluconeogenic and lipogenic genes including 
PEPCK, G6Pase, SCD1 and FAS. Expression of C/EBPα and SREBP-1C, was also induced by 
2-folds in L-ARNT KO mice. C/EBPα plays a major role in kick-starting hepatic glucose 
production at birth, and disruption of the C/EBPα gene in mice is known to cause 
hypoglycemia associated with the impaired expression of the gluconeogenic enzymes 
PEPCK and G6Pase (Pedersen et al., 2007; Qiao et al., 2006). SREBP-1C, on the other hand is 
a major player in lipogenesis (Horton et al., 2002). ARNT/HIF-1β may act as an upstream 
regulator of these transcription factors and play a key role in maintaining whole body 
glucose and lipid homeostasis. However, as seen in pancreatic beta-cells, the exact pathways 
targeted by ARNT/HIF-1β in liver cells are not clearly understood and is complicated by 
the fact that ARNT/HIF-1β has multiple binding partners. 
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3.3 ARNT/HIF-1β regulates glucose metabolism and insulin secretion in beta-cells  

The central role played by ARNT/HIF-1β/HIF-1α heterodimer in the regulation of glucose 
homeostasis, particularly glycolysis has been well studied (Dery et al., 2005; Semenza et al., 
1994) with a focus in cancer cell metabolism (Song et al., 2009; Semenza et al., 2000; Semenza, 
2003). It is widely accepted that ARNT/HIF-1β/HIF-1α heterodimer plays a role in the 
Warburg effect, where cancer cells undergo a high rate of anaerobic glycolysis compared to 
normal cells. It has been suggested that the observed increase in glycolytic enzymes in these 
cancer cells is associated with increased HIF-1 activity, thus aiding in tumor formation and 
progression. Studies conducted in ARNT/HIF-1β mutant clonal cells indicate that it is an 
essential component of the HIF-1α complex and that absence of ARNT/HIF-1β leads to 
reduced cellular responses to stimuli such as hypoxia (Woods et al., 1996).  

In pancreatic beta-cells, metabolism of glucose through aerobic glycolysis and oxidative 
phosphorylation plays a significant role in maintaining a normal secretory capacity. Beta-
cells sense glucose and secrete appropriate amounts of insulin to promote glucose uptake by 
muscles and adipose tissue. Insulin also inhibits hepatic glucose production. Abnormal 
insulin secretion is one of the earliest detectable defects at the onset of T2D and despite its 
relevance, the mechanisms underlying GSIS are not completely understood. The generally 
accepted model of GSIS holds that metabolism of glucose in the beta-cells leads to a rise in 
the cytosolic ATP/ADP levels, which promotes closure of the KATP channel, increased 
cytosolic Ca2+ and triggers exocytosis of insulin-containing secretory granules (Henquin et 
al., 2003; Jensen et al., 2008). In beta-cells glucose derived pyruvate is directed mostly 
towards TCA for the production of ATP, since both the pentose phosphate pathway and 
anaerobic glycolysis is relatively inactive (Schuit et al., 1997). This exceptionally high 
dependence of beta-cells on the TCA cycle suggests that hypoxia or mechanisms reducing 
the aerobic capacity of beta-cells would probably have profound effects on GSIS. 

It has been shown that down regulation of ARNT/HIF-1β in pancreatic beta-cells leads to loss 
of GSIS (Gunton et al., 2005; Pillai et al 2011). Our group has demonstrated that beta-cells with 
reduced ARNT/HIF-1β expression levels exhibit a 31% reduction in glycolytic flux without 
significant changes in glucose oxidation or the ATP/ADP ratio. Metabolomics analysis 
revealed that clonal beta-cells (832/13) treated with siRNAs against the ARNT/HIF-1β gene 
have lower levels of glycolytic, TCA cycle and fatty acid intermediates (Figure 3). It was also 
shown that the reduced levels of glycolysis, TCA and fatty acid intermediates were associated 
with a corresponding decrease in the expression of key genes in all three metabolic pathways 
including GLUT2, GK, PC, PDH, MEc, CIC DIC, CPT1a and FAS (Figure 4). The novel finding 
that reducing ARNT/HIF-1β levels leads to a profound reduction in PC, DIC, and OGC 
expression levels and a reduction in glycoslysis and TCA metabolites, even though glucose 
oxidation and ATP production were unaltered, is an unexpected result. These collective 
changes in metabolite levels suggest that the oxidative entry of pyruvate into the TCA cycle is 
preserved in the absence of ARNT/HIF-1β at the expense of a loss of anaplerosis. A key role 
for anaplerosis in insulin secretion is supported by the finding that pyruvate flows into 
mitochondrial metabolic pathways, in roughly equal proportions, through the anaplerotic (PC) 
and oxidative (PDH) entry points. Glucose carbon entering through the PC reaction leads to an 
increase in TCA intermediates (called anaplerosis) (Schuit et al., 1997; Khan et al., 1996). In 
addition, beta-cells contain enzymes that allow “cycling” of pyruvate via its PC-catalyzed 
conversion to oxaloacetate (OAA), metabolism of OAA to malate, citrate, or isocitrate in the 
TCA cycle, and subsequent recycling of these metabolites to pyruvate via several possible  
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Fig. 3. Summary of the effects of siRNA mediated suppression of ARNT/HIF-1β in beta-
cells. Several key metabolites in both glycolysis and TCA cycle were negatively affected by 
the knockdown of ARNT/HIF-1β. TCA, tricarboxylic acid cycle; DHAP, dihydroxyacetone 
phosphate; PC, pyruvate carboxylase; PDH, pyruvate dehydrogenase. 

 
Fig. 4. Effects of siRNA mediated suppression of ARNT/HIF-1β on key genes involved in 
the metabolic regulation of β-cell function in 832/13 cells. Gene expression is expressed as a 
percentage of the target gene from siControl treated cells and corrected for by an internal 
control gene cyclophilin E (Cyp). There was no significant difference seen between 
treatment groups for Cyp (n=5). HNF4a, hepatocyte nuclear factor-4α; HNF1a, hepatocyte 
nuclear factor-1α; HIF1a, hypoxia inducible factor 1α; GK, glucokinase; GLUT2, glucose 
transporter-2; PLGg1, phospholipase γ-1; PC, pyruvate carboxylase; PDHa1, pyruvate 
dehydrogenase (α1 subunit); MEc, cytosolic malic enzyme; ICDc, cytosolic isocitrate 
dehydrogenase; CIC, citrate carrier; DIC, dicarboxylate carrier; OGC, α-ketoglutarate carrier; 
FAS, fatty acid synthase; CPT1a, Carnitine palmitoyl transferase 1α. * P<0.05, ** P<0.01, *** 
P<0.001 siControl vs siARNT1. 
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combinations of cytosolic and mitochondrial pathways (MacDonald et al., 1995). Numerous 
groups have shown that both pyruvate cycling and anaplerosis are important to maintain 
normal secretory capacity of beta-cells (Lu et al., 2002; Joseph et al., 2006; MacDonald et al., 
2005; Ronnebaum et al., 2006). Since the amount of pyruvate is substantially lower in 
ARNT/HIF-1β depleted beta-cells, our data also suggests that this gene may play an 
important role in maintaining pyruvate cycling. However a direct link between ARNT/HIF-1β 
and pyruvate cycling has not yet been established. Figure 5 shows the diagrammatic 
representation of the transcriptional network regulated by ARNT/HIF-1β and its involvement 
glucose-stimulated anaplerosis and insulin release. 

 
Fig. 5. Schematic of the transcriptional network regulated by ARNT/HIF-1β and its 
involvement in glucose-stimulated anaplerosis and insulin release from beta-cells. 
ARNT/HIF-1β regulates key genes in glycolysis and TCA cycle (shown in blue), including 
key metabolite carriers such as DIC and OGC. MODY genes regulated by ARNT/HIF-1β are 
shown in green. Interestingly, ARNT/HIF-1β does not seem to play a significant role in the 
regulation ATP production in beta-cells, however, it seems to be very important for glucose-
induced anaplerosis, which provides crucial signals for GSIS. 

3.4 ARNT/HIF-1β regulates beta-cell and hepatic transcriptional networks  

Studies in ARNT/HIF-1β deficient beta-cells suggest that it plays a crucial role in the 
regulation of key genes involved in glucose metabolism and insulin secretion (Gunton et al., 
2005, Pillai et al., 2011). ARNT/HIF-1β target genes in beta-cells include the MODY1 and 
MODY3 genes HNF4α and HNF1α, glucose metabolism genes GK, G6PI, PFK, aldolase, PC, 
PDH, MEc, DIC, OGC and insulin signaling genes IR, IRS2 and AKT2. In non-beta-cells it 
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has been shown that ARNT/HIF-1β is essential for the normal function of HIF-1α, HIF2α, 
and AhR. These heterodimeric complexes are required for cellular responses to hypoxia 
(HIF proteins) and environmental toxins (AhR), respectively (Kozak et al., 1997; Kewley et 
al., 2004). It has been estimated that there are more than 13,000 putative ARNT/HIF-1β 
binding sites in promoters in the human genome (Gunton et al., 2005). Many of the target 
gene promoters have multiple potential binding sites. Thus it is reasonable to estimate that a 
substantial decrease in ARNT/HIF-1β would affect the expression of a large number of 
genes in humans. Although there is a lack of direct biochemical evidence, many of the genes 
found to be altered in association with decreased ARNT/HIF-1β gene expression have 
putative ARNT/HIF-1β-dimer consensus binding sites in their promoters (including 
HNF4α, HNF1α, Akt2, G6PI, PFK, and aldolase), suggesting a direct role for ARNT/HIF-1β 
containing dimers in the regulation of their expression (Figure 6). 

 
Fig. 6. Transcriptional network in pancreatic beta-cells regulated by ARNT/HIF-1β. 
ARNT/HIF-1β regulates several key genes involved in glucose metabolism, insulin 
signaling and MODY. Beta-cell specific knockout of ARNT/HIF-1β in mice leads to reduced 
expression of a number of important beta-cell genes including HNF-4α, HNF-1α, insulin 
receptor (IR), insulin receptor substrate-2 (IRS2), protein kinase b (Akt2), glucokinase (GK), 
glucose-6-phosphoisomerase (G6PI), phosphofructokinase (PFK), aldolase (ALDO), 
pyruvate carboxylase (PC) and pyruvate dehydrogenase (PDH). 

In liver cells ARNT/HIF-1β has been shown to regulate the expression of several genes 
involved in glucose and lipid homeostasis. Support for the involvement of ARNT/HIF-1β 
in liver glucose homeostasis was provided by experiments showing that basal and 
insulin-induced expression of GLUT1, GLUT3, ALDO, PGK and VEGF were significantly 
reduced in ARNT/HIF-1β-defective HepG2 cells (Salceda et al., 1996). Wang et al (2009) 
demonstrated that a reduction of ARNT/HIF-1β in liver cells was associated with an 
increase in the expression of several important gluconeogenic and lipogenic genes 
including PEPCK, G6Pase, SCD1, FXR, C/EBPα, SREBP-1C, FBP-1 and FAS. The 
discovery that ARNT/HIF-1β may contribute to the regulation of beta-cell and hepatic 
genes suggests an essential role for this transcription factor in the regulation of glucose 
and lipid homeostasis (Figure 7). 
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Fig. 7. ARNT/HIF-1β regulates the expression of several key genes involved in 
gluconeogenesis, lipogenesis and ketogenesis in the liver cells. Liver-specific knockout of 
ARNT/HIF-1β in mice leads to increased hepatic gluconeogensis and lipogenesis with a 
corresponding increase in the expression of phosphoenolpyruvate carboxykinase (PEPCK), 
Glucose-6-phosphatase (G6Pase), Fructose-1,6-biphosphatase (FBP1), Steroyl–CoA-
desaturase (SCD1), Fatty acid synthase (FAS), CCAAT enhancer binding protein α 
(C/EBPα), sterol regulatory element binding protein (SREBP-1C) and Farsenoid X receptor 
(FXR). Adapted from Wang et al. (2009). 

3.5 Regulation of ARNT/HIF-1β in beta-cells 

Since ARNT/HIF-1β appears to be a major player in the pathogenesis of T2D, several 
attempts have been made to identify the upstream regulators of the gene in beta-cells. In 
2008, Dror et al., showed that glucose and endoplasmic reticulum Ca 2+ channels regulate the 
expression of ARNT/HIF-1β in beta-cells via presinilin. Presinilin is a protein that has been 
implicated in the cellular response to reduced metabolic activity (Koo and Koppen, 2004). 
Overexpression of presenilin-1 in clonal Min6 beta-cells increased ARNT/HIF-1β suggesting 
that ARNT/HIF-1β may be a downstream target of presenilin (Dror et al., 2008). They 
demonstrated that this pathway is controlled by Ca2+ flux through intracellular channels. 
ARNT/HIF-1β has also recently been shown to be regulated by the carbohydrate-responsive 
element-binding protein (ChREBP), which is a transcription factor shown to regulate 
carbohydrate metabolism in the liver and pancreatic beta-cells in response to elevated 
glucose concentrations (Noordeen et al., 2009). In a genome-wide approach using high-
density oligonucleotide arrays, the study showed that ChREBP binds directly to 
ARNT/HIF-1β promoter in Min6 clonal beta-cells. Accordingly, knockdown of ChREBP 
using siRNA resulted in an increase ARNT/HIF-1β mRNA levels whereas overexpression 
of ChREBP resulted in a decrease in ARNT/HIF-1β mRNA levels in rat. They also showed 
that incubating INS-1 (832/13) cells with glucose led to a substantial decrease in 
ARNT/HIF-1β mRNA levels. 
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Interestingly, it has also been shown that HIF-1α, the highly regulated binding partner for 
ARNT/HIF-1β, may be active under normoxic conditions in mouse and human beta-cells 
(Cheng et al., 2010). Coimmunoprecipitation studies demonstrated that HIF-1α was bound 
to ARNT/HIF-1β at the promoter region providing evidence for an interaction between 
HIF-1α and ARNT/HIF-1β in beta-cells. Treatment of diabetic mice with deferasirox (DFS), 
an agent that increases HIF-1α protein levels, improved glucose tolerance, normalized the 
expression of ARNT/HIF-1β and its target genes in human T2D islets. The same study also 
showed that HIF-2α, but not AhR, is another possible binding partner for ARNT/HIF-1β in 
pancreatic beta-cells. These studies provide a novel mechanism to regulate ARNT/HIF-1β 
gene expression in beta-cells.  

Three studies published from independent laboratories studying the impact of increasing 
HIF-1α levels in beta-cells indicate that one has to be extremely cautious when using 
pharmacological agents, such as DFS, to activate HIF-1α in the islets (Puri et al., 2008; 
Zehetner et al., 2008; Cantley et al., 2009). These studies used the Cre-loxP system to 
conditionally delete VHL gene in beta-cells and showed that there were adverse effects 
associated with an increase in HIF-1α levels on beta-cell function. In all the three studies, 
increased HIF-1α levels were accompanied by severely impaired GSIS and increased lactate 
production, indicating a switch from aerobic to anaerobic glycolysis. Thus there appears to 
be a dose-response curve for the affects HIF-1α protein levels on beta-cell function (Cheng et 
al., 2010). Although complete lack of HIF-1α seems deleterious to GSIS in mice and Min6 
cells, milder increases are beneficial for beta-cell function. As seen in VHL knockout mice, 
very high levels of HIF-1α are detrimental for normal beta-cell function. Therefore, before 
we begin to develop a novel treatment regime that enhances HIF-1α or ARNT/HIF-1β 
activity in human diabetic islets, it is imperative that we understand the expected outcomes 
of such changes to avoid any detrimental effects.  

4. Concluding remarks 
It is well known that ARNT/HIF-1β plays a role in the cellular responses to hypoxia, 
however recent research has demonstrated a broader role for this transcription factor in 
maintaining glucose and lipid homeostasis in type 2 diabetics. It is now clear that a 
significant decrease in ARNT/HIF-1β gene expression in both the pancreatic beta-cells and 
the liver cells is deleterious and can result in T2D. Conversely, targeted disruption of 
ARNT/HIF-1β gene expression in the adipocytes followed by treatment of mice with a high 
fat diet improves insulin sensitivity and decreases adiposity (Jiang et al., 2011). A central role 
for ARNT/HIF-1β in the regulation of key genes involved in glucose sensing, GSIS and 
insulin signaling in rodents as well in human islets suggest it plays an important role in 
maintaining normal beta-cell function. Current studies support the idea that ARNT/HIF-1β 
could act as an upstream regulator of many of the key genes involved in glucose and lipid 
homeostasis. Clearly, the transcriptional network regulated by ARNT/HIF-1β and genes 
that are under direct or indirect control of this transcription factor is very broad and hence 
any change in the regulation of ARNT/HIF-1β may have an impact on many signaling 
pathways. The fact that ARNT/HIF-1β is a binding partner for several other 
Per/ARNT/Sim transcription factor family members like HIF-1α, HIF-2α, HIF-3α and AhR 
makes it a significant member of this family of transcription factors. Improving our 
understanding of the beta-cell transcription factors, establishing their mechanism of action 
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and hierarchy and finding ways to regulate their expression could prove beneficial in 
developing novel tools to prevent or correct beta-cell dysfunction in T2D.  
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1. Introduction 
Glutamate is the major excitatory neurotransmitter in the mammalian central nervous 
system (CNS). In addition to functioning as a neurotransmitter at the majority of brain 
synapses, it is the substrate for synthesis of the major inhibitory transmitter γ-aminobutyric 
acid (GABA). However, glutamate is also a neurotoxin, and a number of molecular control 
mechanisms are responsible for maintaining extracellular glutamate below excitotoxic 
levels. Na+-dependent excitatory amino acid transporters (EAATs) are crucial regulators of 
extracellular glutamate and also act to control the dynamics of excitatory transmission in the 
CNS (Danbolt, 2001). The Na+-dependent excitatory amino acid carrier 1 (EAAC1) is 
expressed in the somata and dendrites of many neuronal types, including pyramidal cells of 
the hippocampal formation and cortex, and many subtypes of GABAergic inhibitory 
neurons (Rothstein et al., 1994). The physiological significance of EAAC1 is unclear because 
the subcellular distribution and kinetic properties of this transporter would not allow for a 
substantial contribution to glutamate clearance from the synaptic cleft; rather, these 
functions are mediated by glial EAATs (EAAT1 and EAAT2) located in the perisynaptic 
region. Recent studies have demonstrated multiple functions for EAAC1 distinct from 
clearance of glutamate from CNS synapses (Kiryu-Seo et al., 2006; Levenson et al., 2002; 
Peghini et al., 1997; Sepkuty et al., 2002). For example, decreased EAAC1 expression in the 
CNS impairs neuronal glutathione (GSH) synthesis, leading to oxidative stress and age-
dependent neurodegeneration (Aoyama et al., 2006), suggesting that aberrant EAAC1 
expression contributes to the pathogenesis of neurodegenerative diseases. 

Studies conducted over the past decade on the kinetics of EAAC1 and regulation of 
transporter expression and function have lead to a greater appreciation of the physiological 
and pathophysiological relevance of EAAC1 (Aoyama et al., 2008b; Danbolt, 2001; Kanai & 
Hediger, 2004; Nieoullon et al., 2006), but there are many issues to be resolved for a 
thorough understanding of the significance of EAAC1 in normal brain function and disease. 
In particular, the regulatory mechanisms of EAAC1-mediated glutamate uptake are largely 
unknown. The recent discovery of addicsin (glutamate transporter-associated protein 3-18, 
GTRAP3-18) as an EAAC1 binding protein has contributed greatly to our understanding of 
the regulatory mechanisms of EAAC1 activity (Lin et al., 2001). Furthermore, we recently 
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proposed a regulatory model of EAAC1-mediated glutamate uptake by addicsin complexes 
(Akiduki & Ikemoto, 2008). In this chapter, we describe the regulation of EAAC1-mediated 
glutamate uptake based on our recent results. To better understand this regulatory 
mechanism, we first explain three key molecules involved in this regulatory pathway—
EAAC1, addicsin, and ADP-ribosylation factor-like 6 interacting protein 1 (Arl6ip1). 

1.1 EAAC1 

The EAAC1 protein was first identified as a Na+-dependent high-affinity glutamate 
transporter by expression cloning in Xenopus oocytes (Kanai & Hediger, 1992). 
Stoichiometric analysis demonstrates that EAAC1 transports L-glutamate, L-aspartate, and 
D-aspartate, accompanied by the cotransport of 3 Na+ and 1 H+, and the countertransport of 
1 K+ (Kanai & Hediger, 2003). In mammalian tissues, there are five different subtypes of 
EAATs—EAAT1 (glutamate/aspartate transporter, GLAST), EAAT2 (glutamate transporter 
1, GLT-1), EAAT3 (EAAC1), EAAT4, and EAAT5 (Danbolt, 2001). These EAATs are 
structurally similar; all have eight transmembrane domains and a pore loop between the 
seventh and eighth domain. Most EAATs play an important role in removing extracellular 
glutamate from the synaptic and extrasynaptic space (Kanai & Hediger, 2003), particularly 
GLAST and GLT-1. These two isoforms are primarily expressed in glial cells and play a 
major role in protecting neurons from glutamate-induced toxicity (Rothstein et al., 1994) as 
well as terminating glutamatergic transmission (Rothstein et al., 1993; Tong & Jahr, 1994). In 
contrast, EAAC1 is diffusely localized to the cell bodies and dendrites of neurons and is 
enriched in cortical and hippocampal pyramidal cells as well as in some inhibitory neurons 
(Conti et al., 1998; Rothstein et al., 1994). This subcellular localization and restricted 
distribution indicate that EAAC1 does not play a major role in glutamate clearance from the 
synaptic cleft (Rothstein et al., 1996). Recent studies suggest that EAAC1 contributes to 
multiple physiological functions distinct from glutamate clearance. Indeed, EAAC1 
transport provides cysteine as a substrate of GSH synthesis (Y. Chen & Swanson, 2003; Himi 
et al., 2003; Watabe et al., 2008; Zerangue & Kavanaugh, 1996). Neurons cannot transport 
extracellular GSH and therefore must transport cysteine from the extracellular space for de 
novo GSH synthesis from cysteine (Aoyama et al., 2008b). In the CNS, the depletion of GSH 
is associated with neurodegenerative disorders, including Alzheimer’s and Parkinson’s 
diseases (Ramassamy et al., 2000; Sian et al., 1994). Consistent with these results, EAAC1 
knockout mice show oxidative stress in neurons and age-dependent neurodegeneration, 
pathologies that are rescued by N-acetylcysteine, a membrane-permeable cysteine precursor 
(Aoyama et al., 2006). These mice also show alteration of zinc homeostasis and increased 
neural damage after transient cerebral ischemia (Won et al., 2010). Furthermore, in a 
knockin mouse model of Huntington’s disease, in which human huntingtin exon 1 with 140 
CAG repeats was inserted into the wild-type low CGA repeat mouse huntingtin gene, 
oxidative stress and cell death were caused by abnormal Rab11-dependent EAAC1 
trafficking to the cell surface (X. Li et al., 2010). In addition, 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine-treated mice, an animal model of Parkinson’s disease, show reduced 
EAAC1-mediated neuronal cysteine uptake, impaired GSH synthesis, and motor 
dysfunction (Aoyama et al., 2008a). These results indicate that dysfunctional EAAC1-
mediated cysteine transport increases neural vulnerability to oxidative stress and could 
contribute to the pathogenesis of neurodegenerative diseases.  
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In addition to cysteine transport, EAAC1 has several other functions unrelated to removal of 
extracellular glutamate. For instance, EAAC1 promotes GABA synthesis by supplying the 
substrate glutamate (Mathews & Diamond, 2003; Sepkuty et al., 2002). Therefore, EAAC1 
can strengthen inhibitory synapses in response to elevations in extracellular glutamate and 
contribute indirectly to GABA release (Mathews & Diamond, 2003). Indeed, a loss of EAAC1 
function leads to epilepsy (Sepkuty et al., 2002), underscoring the importance of EAAC1 in 
GABAergic transmission. Furthermore, EAAC1 plays a crucial role in preventing neuronal 
death by suppressing glutamate excitotoxicity (Kiryu et al., 1995; Murphy et al., 1989) and 
has a mitochondria-mediated anti-apoptotic function in injured motor neurons (Kiryu-Seo et 
al., 2006). These studies and those discussed in Section 3.4 strongly suggest that EAAC1 
contributes to multiple functions in the CNS distinct from glutamate clearance. 

The regulatory mechanisms of EAAC1 have been widely investigated in vitro. Cumulative 
evidence demonstrates that glutamate uptake by EAAC1 is facilitated by cell signaling 
molecules and accessory proteins that promote the redistribution of EAAC1 from the 
endoplasmic reticulum (ER) to the plasma membrane. First, several reports demonstrate that 
several kinase signaling cascades regulate EAAC1 activity. In C6BU-1 glioma cells and 
primary neuronal cultures, phorbol 12-myristate 13-acetate (PMA), a protein kinase C (PKC) 
activator, rapidly increases EAAC1-mediated glutamate uptake (Dowd & Robinson, 1996). 
This effect is regulated by mechanisms that are independent of de novo synthesis of new 
transporters but is related to the redistribution of EAAC1 from subcellular compartments to 
the plasma membrane (Davis et al., 1998; Fournier et al., 2004; Sims et al., 2000). 
Pharmacological analyses demonstrate that PKCα regulates EAAC1 translocation from 
intracellular compartments to the cell surface, and that PKCε increases EAAC1 functional 
activity (Gonzalez et al., 2002). PKCα interacts with EAAC1 in a PKC-dependent manner 
and phosphorylates EAAC1 (Gonzalez et al., 2003). Platelet-derived growth factor (PDGF) 
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containing NR1, NR2A, and/or NR2B interact with EAAC1 and facilitate the cell surface 
expression of EAAC1 in C6BU-1 cells and rat hippocampal neurons (Waxman et al., 2007). 
Moreover, the cell surface expression of EAAC1 is controlled by interactions with Na+/H+-
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While NHERF-3 promotes the delivery of EAAC1 to the plasma membrane, AP-2 regulates 
constitutive endocytosis of EAAC1 in MDCK cells (D’Amico et al., 2010). Furthermore, 



 
Biochemistry 

 

344 

reticulon 2B (RTN2B) interacts with EAAC1 and addicsin/GTRAP3-18, and promotes 
intracellular trafficking of EAAC1 in HEK293 cells and cultured cortical neurons (Liu et al., 
2008). Addicsin/GTRAP3-18 interacts with EAAC1 and inhibits EAAC1 trafficking in 
HEK293 cells (Ruggiero et al., 2008). Thus, multiple regulatory mechanisms control EAAC1 
trafficking and membrane expression, but the molecular details are generally unclear. In this 
study, we focus on the regulation of EAAC1 trafficking by addicsin. 

1.2 Addicsin 

In many papers, human addicsin and rat addicsin are called JWA and GTRAP3-18, 
respectively. Addicsin, GTRAP3-18, and JWA have been independently identified by several 
research groups (Ikemoto et al., 2002; Lin et al., 2001; Zhou et al., GeneBank, AF070523, 
unpublished observations). We first identified addicsin as a novel mRNA encoding a 22-kDa 
hydrophobic protein that is highly expressed in the basomedial nucleus of the mouse 
amygdala following repeated morphine administration (Ikemoto et al., 2002). Meanwhile, 
GTRAP3-18 cDNA was identified as encoding an EAAC1 binding protein by yeast two-
hybrid screening of a rat brain cDNA library using the C-terminal intracellular domain of 
EAAC1 as bait (Lin et al., 2001). The JWA gene was identified as an all-trans retinoic acid 
(RA)-responsive factor from human tracheobronchial epithelial cells (Zhou et al., GeneBank, 
AF070523, unpublished observations). Bioinformatic analysis demonstrates that JWA has a 
prenylated Rab acceptor 1 (PRA1) domain and 62% similarity with Jena-Muenchen 4 (JM4), 
a protein recently identified as PRA1 domain family member 2 (PRAF2) (Schweneker et al., 
2005). Proteins containing a large PRA1 domain form a new family of PRA1 domain family 
proteins (PRAFs) that regulate intracellular protein trafficking. Thus, addicsin is a new 
member of the PRAF family, PRAF3. 

The addicsin cDNA is approximately 1.4 kbp and consists of a 564-bp single open reading 
frame (Ikemoto et al., 2002). The addicsin gene contains three exons separated by two introns, 
and the sequence is highly conserved among vertebrates (Butchbach et al., 2002). 
Furthermore, addicsin is located on mouse chromosome 6, a location corresponding to 
human chromosome 3p (Butchbach et al., 2002; Ikemoto et al., 2002). 

Mouse addicsin is a 22-kDa protein of 188 amino acids with putative transmembrane 
segments (Butchbach et al., 2002; Ikemoto et al., 2002). Mouse addicsin is 98% identical to 
rat GTRAP3-18 and 95% similar to human JWA (Butchbach et al., 2002; Ikemoto et al., 
2002). Moreover, addicsin has two putative PKC phosphorylation motifs (amino acids 18–
20 and 138–140) as well as two putative cAMP-dependent protein kinase and 
calcium/calmodulin-dependent protein kinase II phosphorylation motifs (amino acids 27–
31 and 35–39) (Butchbach et al., 2002; Ikemoto et al., 2002) (Fig. 1). However, there is no 
evidence that these phosphorylation sites are phosphorylated by protein kinases in vitro 
and in vivo.  

Expression profiles of addicsin and addicsin mRNA were investigated in the developing and 
mature brain. In the developing rat brain, the expression levels of addicsin decrease 
significantly from embryonic day 17 to post-natal day 0 (Maier et al., 2009). Meanwhile, 
addicsin mRNA levels increase gradually during early maturation, peaking around post-
natal day 5, and then declining by about 50% by post-natal day 14 (Inoue et al., 2005). This 
developmental expression pattern corresponds to periods of elevated synaptogenesis, 
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suggesting that addicsin is involved in synapse formation. Indeed, later in this chapter, we 
discuss evidence that addicsin participates in intracellular protein trafficking of 
neurotransmitter receptors. Addicsin is widely distributed in the brain (Akiduki et al., 2007; 
Butchbach et al., 2002). In the mature CNS, addicsin is expressed in the cerebral cortex, 
amygdala, striatum, hippocampus (CA1–3 fields), dentate gyrus, and cerebellum. Addicsin 
is expressed in the somata of glutamatergic and GABAergic neurons and exhibits 
presynaptic localization in restricted regions such as CA3 stratum lucidum (Akiduki et al., 
2007). In situ hybridization analysis reveals that addicsin mRNA is widely distributed in the 
brain, predominantly expressed in principal neurons, including glutamatergic and 
GABAergic neurons in the mature CNS (Inoue et al., 2005). However, the precise subcellular 
localization of addicsin remains controversial. Recent reports found that addicsin is an 
integral ER membrane protein that prevents EAAC1 maturation and function by inhibiting 
ER trafficking (Ruggiero et al., 2008). However, our protein fractionation analysis using 
mouse whole brain lysates prepared in PBS, NaCl, or Na2CO3 buffer, all indicate that 
addicsin is predominantly present in the S1 soluble fraction, while the ER transmembrane 
protein calnexin is present in the P2 pellet fraction (Ikemoto et al., 2002). Our subcellular 
fractionation analysis with highly purified synaptic fractions prepared from mouse 
forebrain also support the notion that addicsin is present in the cytoplasmic and presynaptic 
membrane fractions (Akiduki et al., 2007). Furthermore, immunocytochemical studies reveal 
that addicsin is present in both the plasma membrane and the intracellular compartments, 
including the ER (Ikemoto et al., 2002; Watabe et al., 2007, 2008). Consistent with these 
findings, bioinformatic analysis demonstrates that the α-helix is not long enough for a 
transmembrane domain; nevertheless, addicsin is predicted to be a hydrophobic protein 
composed of 62% α-helix and 8% β-sheet (Butchbach et al., 2002), suggesting that it is 
membrane-associated. Further investigations are needed to clarify the subcellular 
localization of addicsin, but it is apparent that this protein can exist in both soluble and 
membrane-associated forms. 

Addicsin easily forms homo- and heteromultimers (Ikemoto et al., 2002; Lin et al., 2001) and 
many reports demonstrate that addicsin can associate with a multitude of proteins (Akiduki 
& Ikemoto, 2008), including Arl6ip1 (Akiduki & Ikemoto, 2008), ARL6 (Ingley et al., 1999), δ 
opioid receptor (Wu et al., 2011), EAAC1 (Lin et al., 2001), Rab1 (Maier et al., 2009), and 
RTN2B (Liu et al., 2008). Moreover, recent studies using the yeast two-hybrid system 
revealed many potential addicsin-binding proteins (M.J. Ikemoto et al., unpublished data), 
strongly suggesting that addicsin exerts multiple physiological functions by forming various 
molecular complexes. It is vital to catalog these interacting proteins and to determine the 
presence and location of these molecular complexes. 

These potential functions remain largely speculative, but molecular studies have provided 
several intriguing candidates (Fig. 2). First, addicsin is involved in apoptosis induced by 12-
O-tetradecanoylphorbol-13-acetate, all-trans RA, N-(4-hydroxyphenyl) retinamide, arsenic 
trioxide, and cadmium (Mao et al., 2006; Zhou et al., 2008). Knockdown of addicsin 
attenuates all-trans RA-induced and arsenic trioxide-induced apoptosis (Mao et al., 2006; 
Zhou et al., 2008). Therefore, addicsin serves as a pro-apoptotic molecule. Second, addicsin 
acts as an environmental stress sensor to protect cells from oxidative stress and subsequent 
genomic damage. Addicsin is also involved in cellular responses to environmental stresses, 
including oxidative stress and heat shock, and in the differentiation of leukemia cells under 
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nonphysiological conditions (Cao et al., 2007; Huang et al., 2006a, 2006b; T. Zhu et al., 2005). 
Addicsin is upregulated after exposure to the pro-oxidants benzo[α]pyrene and hydrogen 
peroxide through activation of the nuclear transcription factor I (NFI) (R. Chen et al., 2007). 
Addicsin facilitates DNA repair by interacting with X-ray cross-complementing group 1 
protein, a regulator of the DNA base excision repair processes that translocates to the 
nucleus in response to oxidative stress (R. Chen et al., 2007; Wang et al., 2009). Thus, NFI-
mediated addicsin upregulation protects against DNA damage induced by benzo[α]pyrene 
and hydrogen peroxide. Third, addicsin also inhibits cancer cell migration as was observed 
in HeLa, B16, and HCCLM3 cancer cells. (H. Chen et al., 2007). Addicsin has an important 
role in maintaining the stability of F-actin and in the initiation of actin cytoskeletal 
rearrangements. Moreover, knockdown of addicsin results in the inactivation of the MEK–
ERK signaling cascade. Thus, addicsin inhibits cell migration by activating the mitogen-
activated protein kinase (MAPK) cascade and regulating the rearrangement of the F-actin 
cytoskeleton (H. Chen et al., 2007). Fourth, addicsin participates in the regulation of GSH 
synthesis; the association of addicsin with EAAC1 at the plasma membrane inhibits the 
uptake of cysteine for GSH synthesis and thus determines the intracellular GSH content in 
vitro and in vivo (Watabe et al., 2007, 2008). This suggests that addicsin is a therapeutic 
target for enhancing GSH levels in patients with neurodegenerative disorders, such as 
Alzheimer’s and Parkinson’s diseases, associated with oxidative stress. Fifth, addicsin 
significantly inhibits neurite growth in differentiated CAD cells by inactivating Rab1, a 
positive regulator of ER-to-Golgi trafficking (Maier et al., 2009). Finally, addicsin 
participates in the regulation of EAAC1-mediated glutamate uptake (Akiduki & Ikemoto, 
2008) and ER protein trafficking (Liu et al., 2008; Ruggiero et al., 2008). We discuss these 
latter two physiological functions in detail (Section 2). 

1.3 Arl6ip1  

The “ADP-ribosylation factor-like 6 interacting protein 1 (Arl6ip1)” is the new name 
assigned to three independently described factors: the original Arl6ip, apoptotic regulator in 
the membrane of the ER (ARMER), and protein KIAA0069. The Arl6ip1 protein was first 
identified by yeast two-hybrid screening using mouse ARL6 as bait (Ingley et al., 1999) and 
as a negative regulatory factor during myeloid differentiation by differential display 
(Pettersson et al., 2000). Moreover, a novel protein, designated ARMER, initially discovered 
as a false-positive clone by yeast two-hybrid screening using Bcl-xL as bait, is also Arl6ip1 
(Lui et al., 2003). In addition, Arl6ip1 has more than 96% homology with the human protein 
KIAA0069, the product of a cDNA isolated from the human myeloblast cell line KG-1 
during a systematic effort to characterize complete cDNAs (Nomura et al., 1994). Amino 
acid analysis of Arl6ip1 demonstrates that it is composed of 203 amino acids and encodes a 
23-kDa protein with four putative transmembrane segments (Pettersson et al., 2000). 
Several studies indicate that Arl6ip1 is an integral membrane protein localized to the ER 
(Lui et al., 2003; Pettersson et al., 2000). Furthermore, computational analysis of the 
topology of Arl6ip1 demonstrates that the N- and C-terminal ends are both exposed to the 
cytoplasm (Lui et al., 2003). Consistent with these results, Arl6ip1 has two putative casein 
kinase II phosphorylation motifs (amino acids 18–21 and 128–131), three putative PKC 
phosphorylation motifs (amino acids 94–96, 115–117, and 128–130), a N-glycosylation 
motif (amino acids 6–9), a prenyl group-binding motif (amino acids 72–75), and an ER 
retention signal in the C-terminal cytoplasmic region (amino acids 200–203) (Akiduki & 
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Ikemoto, 2008; Lui et al., 2003) (Fig. 1). Thus, Arl6ip1 function may be controlled by 
diverse intracellular cell signals, but it is unknown whether these motifs are 
physiologically functional. 

The functions of Arl6ip1 remain largely unknown, but culture studies have provided several 
intriguing possibilities. For example, Arl6ip1 protects HT1080 fibrosarcoma cells from 
apoptosis induced by serum starvation, doxorubicin, UV irradiation, tumor necrosis factor 
, and ER stressors by inhibiting caspase-9 activity (Lui et al., 2003). In addition, Arl6ip1 
suppresses cisplatin-induced apoptosis in CaSki human cervical cancer cells by regulating 
the expression of apoptosis-related proteins caspase-3, caspase-9, p53, NF-B, MAPK, Bcl-2, 
Bcl-xL, and Bax (Guo et al., 2010a). Furthermore, Arl6ip1 is involved in cell growth, cell 
cycle progression, and invasion of cancer cells. Downregulation of Arl6ip1 suppresses cell 
proliferation and colony formation, arrests cell cycling at the G0/G1 phase, and inhibits 
migration of CaSki human cervical cancer cells (Guo et al., 2010b). Most relevant to the 
present discussion, Arl6ip1 is involved in the regulation of EAAC1. Recently, we 
demonstrated that Arl6ip1 is a novel addicsin-associating factor that indirectly promotes 
PKC-dependent EAAC1-mediated glutamate uptake by decreasing the number of addicsin 
molecules available for suppression of EAAC1 (Akiduki & Ikemoto, 2008).  

2. Regulation of EAAC1 function by addicsin 
The mechanisms by which addicsin regulates EAAC1 activity have not been definitively 
established. However, the discovery of addicsin/GTRAP3-18 has contributed greatly to our 
understanding of EAAC1 function. Recent evidence demonstrates two major mechanisms of 
addicsin-mediated regulation of EAAC1 activity. One regulatory pathway is dependent on 
the dynamic competition for free addicsin molecules by other addicsin molecules to form 
the homocomplex and by Arl6ip1 to form a heterocomplex. This addicsin–Arl6ip1 complex 
sequesters addicsin molecules and blocks the interaction of addicsin with EAAC1 in the 
plasma membrane, thereby reducing the inhibitory effect of addicsin on EAAC1-mediated 
glutamate uptake (Akiduki & Ikemoto, 2008; Lin et al., 2001) (Fig. 3). Second, addicsin 
functions as a negative regulator of EAAC1 trafficking through the ER and inhibits the cell 
surface expression of EAAC1 (Liu et al., 2008; Ruggiero et al., 2008). In this section, we 
discuss these two mechanisms in detail. 

2.1 Modulation of EAAC1-mediated glutamate uptake by addicsin 

As an introduction to addicsin/GTRAP3-18-mediated regulation of EAAC1 activity, we 
discuss two early papers in detail. Lin et al. demonstrated that addicsin/GTRAP3-18 binds 
to EAAC1 and inhibits EAAC1-mediated glutamate uptake by this direct interaction (Lin et 
al., 2001). The second is our study showing that addicsin inhibits EAAC1-mediated 
glutamate uptake in a PKC activity-dependent manner while Arl6ip1 promotes glutamate 
uptake (also in a PKC activity-dependent manner) by inhibiting the interaction of addicsin 
with EAAC1 (Akiduki & Ikemoto, 2008). Lin et al. first identified addicsin/GTRAP3-18 as 
an EAAC1-interacting protein by yeast two-hybrid screening of a rat brain cDNA library. To 
evaluate whether addicsin/GTRAP3-18 modulates EAAC1 function, they examined the 
effect of increasing addicsin/GTRAP3-18 expression on EAAC1-mediated glutamate uptake 
in vitro and in vivo. First, they showed that glutamate uptake decreased progressively with 
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increasing expression of addicsin/GTRAP3-18 in HEK293 cells. Subsequent kinetic analyses 
in HEK293, C6BU-1, and COS7 cells revealed that elevated expression of addicsin decreased 
the glutamate affinity of EAAC1 without altering the maximal transport velocity (correlated 
with expression). Furthermore, HEK293 cells coexpressing addicsin/GTRAP3-18 and a 
truncated EAAC1 missing the addicsin/GTRAP3-18 association region showed higher 
glutamate uptake than cells expressing wild-type EAAC1. In addition, this truncated 
EAAC1 had a higher affinity for glutamate, suggesting that addicsin/GTRAP3-18 normally 
reduces EAAC1-mediated glutamate uptake by binding to this association region and 
reducing transporter glutamate affinity. Next, they evaluated the effect of intraventricular 
injection of an addicsin/GTRAP3-18 antisense mRNA on EAAC1-mediated glutamate 
uptake in vivo. The antisense treatment resulted in reduced addicsin/GTRAP3-18 
expression, a significant increase in cortical EAAC1-mediated glutamate uptake, and an 
increase in glutamate affinity compared to saline-treated or sense mRNA-treated control 
animals. In conclusion, addicsin/GTRAP3-18 can negatively modulate EAAC1-mediated 
glutamate uptake by a direct interaction with EAAC1. 

We first isolated addicsin as a novel protein richly expressed in the amygdala of mice under 
chronic morphine treatment. Addicsin has a tendency to form the multimeric complex in 
vitro (Ikemoto et al., 2002; Lin et al., 2001). The initial discovery of addicsin prompted us to 
perform yeast two-hybrid screening of an amygdala cDNA library constructed from chronic 
morphine-administered mice. From this screen, we identified Arl6ip1 as a candidate 
addicsin-interacting protein. As described in section 1.3, Arl6ip1 is an anti-apoptotic protein 
located in the ER. As previously described, addicsin inhibits EAAC1-mediated glutamate 
uptake by direct association at the plasma membrane (Lin et al., 2001), so we speculated that 
Arl6ip1 upregulates EAAC1-mediated glutamate transport by inhibiting the interaction 
between addicsin and EAAC1 (Fig. 3). 

As a first step to verify this hypothesis, we investigated whether addicsin could bind 
Arl6ip1 in vitro and in vivo. To eliminate the possibility of false-positive clones, 
reconfirmation tests using a full length mouse Arl6ip1 as prey or bait were performed. This 
tests revealed the specific interaction with addicsin in the yeast AH109 strain. We next 
examined the reproducibility of this screening result by yeast two-hybrid screening using a 
different cDNA library prepared from whole brains of 7-week-old mice. We obtained 20 
positive clones that clearly displayed α-galactosidase activity (the gene driven by the 
protein–protein interaction in the two-hybrid screen). Among these positive clones, 11 were 
identical to Arl6ip1 cDNA (M.J. Ikemoto et al., unpublished data), confirming the interaction 
with addicsin and Arl6ip1 in the yeast AH109 strain. We then performed 
immunoprecipitation analysis, glycerol gradient analysis, and immunocytochemical 
analysis to directly test the interaction between Arl6ip1 and addicsin in vitro. For this 
purpose, we prepared cell lysates from NG108-15 cells expressing FLAG-tagged Arl6ip1 
(Arl6ip1-FLAG), Myc-tagged addicsin (addicsin-myc), or both. Immunoprecipitation 
analysis of these cell lysates demonstrated that Arl6ip1-FLAG specifically interacted with 
addicsin-myc in the cell lysates prepared from coexpressing cells, but not from cells 
expressing Arl6ip1-FLAG or addicsin-myc alone. Glycerol gradient analysis revealed that 
the elution profile of Arl6ip1-FLAG was similar to that of addicsin-myc. The elution peaks 
of both proteins were observed in the fraction with a deduced molecular mass of 24 kDa. 
Moreover, the elution peak of the addicsin homodimer was present in the 44-kDa fraction, 
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Arl6ip1 upregulates EAAC1-mediated glutamate transport by inhibiting the interaction 
between addicsin and EAAC1 (Fig. 3). 

As a first step to verify this hypothesis, we investigated whether addicsin could bind 
Arl6ip1 in vitro and in vivo. To eliminate the possibility of false-positive clones, 
reconfirmation tests using a full length mouse Arl6ip1 as prey or bait were performed. This 
tests revealed the specific interaction with addicsin in the yeast AH109 strain. We next 
examined the reproducibility of this screening result by yeast two-hybrid screening using a 
different cDNA library prepared from whole brains of 7-week-old mice. We obtained 20 
positive clones that clearly displayed α-galactosidase activity (the gene driven by the 
protein–protein interaction in the two-hybrid screen). Among these positive clones, 11 were 
identical to Arl6ip1 cDNA (M.J. Ikemoto et al., unpublished data), confirming the interaction 
with addicsin and Arl6ip1 in the yeast AH109 strain. We then performed 
immunoprecipitation analysis, glycerol gradient analysis, and immunocytochemical 
analysis to directly test the interaction between Arl6ip1 and addicsin in vitro. For this 
purpose, we prepared cell lysates from NG108-15 cells expressing FLAG-tagged Arl6ip1 
(Arl6ip1-FLAG), Myc-tagged addicsin (addicsin-myc), or both. Immunoprecipitation 
analysis of these cell lysates demonstrated that Arl6ip1-FLAG specifically interacted with 
addicsin-myc in the cell lysates prepared from coexpressing cells, but not from cells 
expressing Arl6ip1-FLAG or addicsin-myc alone. Glycerol gradient analysis revealed that 
the elution profile of Arl6ip1-FLAG was similar to that of addicsin-myc. The elution peaks 
of both proteins were observed in the fraction with a deduced molecular mass of 24 kDa. 
Moreover, the elution peak of the addicsin homodimer was present in the 44-kDa fraction, 
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suggesting that addicsin forms Arl6ip1–addicsin heterodimers and addicsin–addicsin 
homodimers in vitro. Immunocytochemical analysis in NG108-15 cells overexpressing 
Arl6ip1-FLAG and addicsin-myc demonstrated subcellular colocalization (M.J. Ikemoto et 
al., unpublished data). To examine the interaction of both proteins in vivo, we performed in 
vivo immunoprecipitation assays of whole brain lysates using an anti-Arl6ip1 polyclonal 
antibody (generated from a synthetic peptide spanning amino acids 185–199 of mouse 
Arl6ip1) that again revealed a specific interaction between Arl6ip1 and addicsin. Western 
blot analysis demonstrated that Arl6ip1 was widely expressed in the mature brain and 
showed substantial regional overlap with addicsin. In addition, immunohistochemical 
staining confirmed that Arl6ip1 was widely expressed in the mature brain and localized in 
neuron-like cells. The neural expression pattern of Arl6ip1 was the same as addicsin, 
suggesting that Arl6ip1 is colocalized with addicsin in the mature CNS. We concluded that 
addicsin specifically interacted with Arl6ip1 in vitro and in vivo.  

As a second step, we then determined the Arl6ip1- and addicsin-binding regions on 
addicsin. If Arl6ip1 does regulate EAAC1 activity by competitively binding to addicsin 
molecules and thus preventing the formation of addicsin homodimers that downregulate 
EAAC1 activity, the Arl6ip1- and addicsin-binding regions on addicsin should be located 
close enough for such a competitive interaction. Immunoprecipitation assays using several 
addicsin truncation mutants indicated that Arl6ip1 associated with full length addicsin (wt), 
a truncation lacking the C-terminal region at amino acids 145–188 (d1), a deletion mutant of 
the N-terminal domain at amino acids 1–102 (d2), and a mutant missing the region 
containing the C-terminal phosphorylation motif at amino acids 136–144 (d3). However, 
Arl6ip1 could not interact with a mutant lacking a portion of the hydrophobic region at 
amino acids 103–117 (d4). As expected, addicsin was able to associate with the wt, d1, d2, or 
d3 mutant, but not the d4 truncation mutant, indicating that the hydrophobic region at 
amino acids 103–117 of addicsin is a crucial domain for the formation of addicsin–addicsin 
homodimers and addicsin-Arl6ip1 heterodimers (Fig. 1). These results strongly support our 
hypothesis that Arl6ip1 antagonizes addicsin-mediated downregulation of EAAC1 activity 
by sequestering free addicsin. 

As a third step, we investigated whether Arl6ip1 had a positive effect on EAAC1-mediated 
glutamate uptake. For this purpose, we selected C6BU-1 glioma cells that expressed EAAC1 
as the principal or only EAAT (Palos et al., 1996). We created two stably expressing C6BU-1 
cell lines, designated C6BU-1-pSw-addicsin and C6BU-1-pSw-Arl6ip1. In these cell lines, we 
could strictly control the expression levels of V5-tagged addicsin (addicsin-V5) or V5-tagged 
Arl6ip1 (Arl6ip1-V5) by exposure to 10 nM mifepristone (11β-[4-dimethylamino]phenyl-
17β-hydroxy-17-[1-propynyl]estra-4,9-dien-3-one), a synthetic 19-norsteroid. In addition, a 
cell viability assay demonstrated that upregulation of Arl6ip1-V5 or addicsin-V5 by 
exposure to 10 nM mifepristone was not cytotoxic, making these cell lines excellent models 
to evaluate the effects of changing Arl6ip1 and addicsin expression on the functional activity 
of EAAC1. Compared to control cells untreated with mifepristone or the PKC agonist PMA, 
the upregulation of Arl6ip-V5 or addicsin-V5 by 10 nM mifepristone alone did not change 
EAAC1-mediated glutamate uptake. When these cells were stimulated with 100 nM PMA 
alone, the glutamate uptake activity in C6BU-1-pSw-addicsin cells and C6BU-1-pSw-Arl6ip1 
cells increased about two-fold compared to untreated controls. EAAC1-mediated glutamate 
uptake was significantly lower in C6BU-1-pSw-addicsin cells stimulated with both 
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mifepristone and PMA compared to C6BU-1-pSw-addicsin cells treated with PMA alone, 
indicating that activation of addicsin expression inhibited PKC-dependent EAAC1 activity. 
In contrast, C6BU-1-pSw-Arl6ip1 cells treated with PMA and mifepristone exhibited a three-
fold increase in glutamate uptake compared to the same line treated with PMA alone, 
indicating that Arl6ip1 overexpression enhanced PKC-dependent EAAC1 activity. On the 
other hand, the nonstimulating PMA analog 4α phorbol did not increase glutamate uptake 
relative to controls. 

To further support these conclusions, we performed a knockdown experiment by 
transient transfection of double-stranded siRNAs into C6BU-1-pSw-Arl6ip1 cells to 
investigate the effect of decreased addicsin expression on EAAC1-mediated glutamate 
uptake. As expected, cells transfected with either of two alternative addicsin siRNAs 
showed about a two-fold increase in glutamate uptake in response to PMA exposure 
compared to cells treated with control scrambled siRNA. The elevated glutamate uptake 
concomitant with addicsin knockdown strongly supported the proposed mechanism for 
EAAC1 regulation by addicsin and Arl6ip1.  

To investigate the molecular mechanisms for altered EAAC1-mediated glutamate uptake in 
C6BU-1-pSw-Arl6ip1 cells, we performed kinetic analysis of glutamate flux across C6BU-1-
pSw-Arl6ip1 cell membranes. When Arl6ip1 was conditionally overexpressed using 
mifepristone, PMA treatment increased the glutamate affinity but not the maximal velocity 
compared to vehicle-treated controls (PMA: Km = 647 μM, Vmax = 1.5 × 103 pmole/mg/min; 
vehicle: Km = 824 μM, Vmax = 1.5 × 103 pmole/mg/min) with no change of addicsin 
expression levels. Thus, Arl6ip1 promoted EAAC1-mediated glutamate uptake by 
increasing the catalytic efficacy of EAAC1. Specifically, Arl6ip1 blocked the addicsin-
mediated reduction in EAAC1 glutamate affinity. 

As a fourth step, we then examined the subcellular localization of Arl6ip1 in C6BU-1-pSw-
Arl6ip1 cells. Western blot analysis revealed that Arl6ip1-V5 expression levels were 
unaffected by 100 nM PMA exposure. Immunocytochemical analysis demonstrated that 
Arl6ip1-V5 was predominantly localized to cytoplasmic structures such as the ER and that 
this subcellular expression pattern was not changed by PMA. Furthermore, cell biotinylation 
analysis indicated that Arl6ip1 did not interact with the plasma membrane, consistent with 
our previous result that Arl6ip1 failed to interact with EAAC1 by immunoprecipitation. 
Therefore, Arl6ip1 was localized to the ER under all conditions tested and acted to “trap” 
addicsin molecules in Arl6ip1–addicsin heterodimers, thus preventing the direct interaction 
of addicsin with EAAC1. To confirm our hypothesis, we produced an addicsin mutant that 
lacked interaction with Arl6ip1 but not with other addicsin molecules. Fine mutational 
analysis was used to separate the Arl6ip1- and addicsin-binding regions within the addicsin 
d4 region. We compared addicsin sequences among various species and noted that two 
amino acids at positions 110 and 112 of mouse addicsin were completely conserved from 
fruit fly to human. We created a double-mutated form of addicsin that substituted both the 
native tyrosine at amino acid 110 and the leucine at amino acid 112 with alanine. The 
mutant, designated addicsin Y110A/L112A (or addicsinYL), showed markedly less binding 
to Arl6ip1 (40% of wild-type addicsin) but normal wild-type binding to addicsin, as 
revealed by immunoprecipitation. In addition, a cell biotinylation assay indicated that 
addicsinYL was unable to localize to the plasma membrane, suggesting that addicsinYL lost 
EAAC1-binding activity. To evaluate the effect of addicsinYL on EAAC1-mediated 
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mifepristone and PMA compared to C6BU-1-pSw-addicsin cells treated with PMA alone, 
indicating that activation of addicsin expression inhibited PKC-dependent EAAC1 activity. 
In contrast, C6BU-1-pSw-Arl6ip1 cells treated with PMA and mifepristone exhibited a three-
fold increase in glutamate uptake compared to the same line treated with PMA alone, 
indicating that Arl6ip1 overexpression enhanced PKC-dependent EAAC1 activity. On the 
other hand, the nonstimulating PMA analog 4α phorbol did not increase glutamate uptake 
relative to controls. 

To further support these conclusions, we performed a knockdown experiment by 
transient transfection of double-stranded siRNAs into C6BU-1-pSw-Arl6ip1 cells to 
investigate the effect of decreased addicsin expression on EAAC1-mediated glutamate 
uptake. As expected, cells transfected with either of two alternative addicsin siRNAs 
showed about a two-fold increase in glutamate uptake in response to PMA exposure 
compared to cells treated with control scrambled siRNA. The elevated glutamate uptake 
concomitant with addicsin knockdown strongly supported the proposed mechanism for 
EAAC1 regulation by addicsin and Arl6ip1.  

To investigate the molecular mechanisms for altered EAAC1-mediated glutamate uptake in 
C6BU-1-pSw-Arl6ip1 cells, we performed kinetic analysis of glutamate flux across C6BU-1-
pSw-Arl6ip1 cell membranes. When Arl6ip1 was conditionally overexpressed using 
mifepristone, PMA treatment increased the glutamate affinity but not the maximal velocity 
compared to vehicle-treated controls (PMA: Km = 647 μM, Vmax = 1.5 × 103 pmole/mg/min; 
vehicle: Km = 824 μM, Vmax = 1.5 × 103 pmole/mg/min) with no change of addicsin 
expression levels. Thus, Arl6ip1 promoted EAAC1-mediated glutamate uptake by 
increasing the catalytic efficacy of EAAC1. Specifically, Arl6ip1 blocked the addicsin-
mediated reduction in EAAC1 glutamate affinity. 

As a fourth step, we then examined the subcellular localization of Arl6ip1 in C6BU-1-pSw-
Arl6ip1 cells. Western blot analysis revealed that Arl6ip1-V5 expression levels were 
unaffected by 100 nM PMA exposure. Immunocytochemical analysis demonstrated that 
Arl6ip1-V5 was predominantly localized to cytoplasmic structures such as the ER and that 
this subcellular expression pattern was not changed by PMA. Furthermore, cell biotinylation 
analysis indicated that Arl6ip1 did not interact with the plasma membrane, consistent with 
our previous result that Arl6ip1 failed to interact with EAAC1 by immunoprecipitation. 
Therefore, Arl6ip1 was localized to the ER under all conditions tested and acted to “trap” 
addicsin molecules in Arl6ip1–addicsin heterodimers, thus preventing the direct interaction 
of addicsin with EAAC1. To confirm our hypothesis, we produced an addicsin mutant that 
lacked interaction with Arl6ip1 but not with other addicsin molecules. Fine mutational 
analysis was used to separate the Arl6ip1- and addicsin-binding regions within the addicsin 
d4 region. We compared addicsin sequences among various species and noted that two 
amino acids at positions 110 and 112 of mouse addicsin were completely conserved from 
fruit fly to human. We created a double-mutated form of addicsin that substituted both the 
native tyrosine at amino acid 110 and the leucine at amino acid 112 with alanine. The 
mutant, designated addicsin Y110A/L112A (or addicsinYL), showed markedly less binding 
to Arl6ip1 (40% of wild-type addicsin) but normal wild-type binding to addicsin, as 
revealed by immunoprecipitation. In addition, a cell biotinylation assay indicated that 
addicsinYL was unable to localize to the plasma membrane, suggesting that addicsinYL lost 
EAAC1-binding activity. To evaluate the effect of addicsinYL on EAAC1-mediated 
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glutamate uptake, we created a conditional C6BU-1 cell line, designated C6BU-1-pSw-
addicsinYL. This cell line exhibited mifepristone-dependent upregulation of V5-tagged 
addicsinYL and increased glutamate uptake in response to PMA that was unchanged by 
mifepristone-induced upregulation of addicsinYL. That is, glutamate uptake was not 
reduced by induced addicsinYL expression. These data strongly suggest that addicsin is a 
key negative regulator of EAAC1 in the plasma membrane and that Arl6ip1 is a negative 
regulator of addicsin. 

As a final step, we examined the effect of addicsin PKC phosphorylation sites on EAAC1-
mediated glutamate uptake in C6BU-1 cells. Addicsin has putative PKC phosphorylation 
motifs at amino acids 18-20 and 138-140, and PKC activation increases EAAC1-mediated 
glutamate uptake. We established conditional C6BU-1 cell lines, designated C6BU-1-pSw-
addicsinS18A and C6BU-1-pSw-addicsinS138A. C6BU-1-pSw-addicsinS18A cells expressed 
a V5-tagged addicsin point mutant that substituted native serine 18 for alanine in the N-
terminal motif in response to mifepristone, while C6BU-1-pSw-addicsinS138A cells 
expressed a V5-tagged addicsin point mutant that substituted native serine 138 for alanine 
in the C-terminal motif. These cells showed no cytotoxicity in response to 10 nM 
mifepristone. In contrast to cells expressing wild-type addicsin, expression of addicsinS18A 
did not suppress the PMA-induced increase in EAAC1-mediated glutamate uptake. 
Moreover, increased expression of addicsinS18A caused a significant increase in glutamate 
uptake even without PMA stimulation by a dominant negative effect. Similarly, 
addicsinS138A expression did not suppress the PMA-induced increase in EAAC1-mediated 
glutamate uptake. Thus, these mutations abolished the inhibitory effect of addicsin. 
However, in contrast to addicsinS18A, addicsinS138A expression had no influence on 
EAAC1-mediated glutamate uptake activity in the absence of PMA stimulation. Both serine 
18 and serine 138 within the putative PKC phosphorylation motifs are critical for the 
negative regulation of EAAC1-mediated glutamate uptake and suggest that the PKC 
phosphorylation site at serine 138 is functional under physiological conditions. 

Based on these data, we proposed the regulatory model of EAAC1-mediated glutamate 
uptake illustrated in Fig. 3. If addicsin expression is high enough relative to Arl6ip1 to form 
many more addicsin homodimers than addicsin–Arl6ip1 heterodimers, EAAC1-mediated 
glutamate uptake is reduced. Furthermore, activation of the PKC isozyme that 
phosphorylates addicsin at S18 or S138 may further potentiate this negative regulation. On 
the other hand, if addicsin expression is low enough or Arl6ip1 expression high enough that 
formation of heterodimers predominates, fewer addicsin homodimers are available to 
suppress EAAC1 activity. The resulting decrease in addicsin–EAAC1 binding will enhance 
the catalytic efficacy of EAAC1, in a PKC-activity dependent manner. In sum, Arl6ip1 acts 
as a positive regulator of EAAC1-mediated glutamate uptake (Fig. 3) and may therefore 
possess significant neuroprotective efficacy against neurodegenerative diseases linked to 
excitotoxicity and oxidative stress.  

2.2 Modulation of ER protein trafficking by addicsin 

Addicsin is a member of the PRAF protein family with homology to PRA1 and PRAF2 (JM4) 
(Schweneker et al., 2005). PRA1 is associated with the Golgi membrane and interacts with 
Rab, a member of the Ras superfamily of small GTP-binding proteins, which regulates 
intracellular protein trafficking (Bucci et al., 1999; Liang & Li, 2000; Martincic et al., 1997). 
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Immunocytochemical studies reveal that mature addicsin is present in both the plasma 
membrane and the intracellular compartment, including the ER (Ikemoto et al., 2002; 
Watabe et al., 2007, 2008). Thus, addicsin may also be involved in intracellular protein 
trafficking. To investigate this possibility, we examined EAAC1 oligosaccharide residues 
under conditions of varying addicsin expression. The oligosaccharide residues on EAAC1 
are an excellent indicator of the extent of ER-to-Golgi trafficking and plasma membrane 
localization because the newly synthesized EAAC1 is N-glycosylated with high mannose 
oligosaccharide chains that are subsequently processed into more complex sugar chains by 
resident Golgi enzymes (Yang & Kilberg, 2002). In HEK293T cells coexpressing addicsin, 
EAAC1 is predominantly modified by high mannose oligosaccharides, suggesting that 
EAAC1 proteins are largely confined to the ER. Furthermore, addicsin delays 
oligosaccharide maturation of EAAC1 but does not induce EAAC1 degradation (Ruggiero et 
al., 2008). These data suggest that addicsin delays ER-to-Golgi trafficking of EAAC1. 
Moreover, addicsin inhibits ER-to-Golgi trafficking of dopamine transporter, GABA 
transporter 1, and several G-protein-coupled receptors, including β2-adrenergic receptor, α1-
β receptor, and D2 receptor (Ruggiero et al., 2008). Furthermore, addicsin inhibits the 
function of RTN2B, a member of the reticulon protein family localized in the ER, which 
enhances ER-to-Golgi trafficking of EAAC1 (Liu et al., 2008). As addicsin, RTN2B, and 
EAAC1 are coexpressed in neurons, they may interact in one complex. Indeed, addicsin and 
EAAC1 can interact with RTN2B by binding to different regions of the protein. In addition, 
coexpression of RTN2B and EAAC1 in HEK293 cells increases EAAC1 cell surface 
expression, while increasing addicsin expression blocks this effect. Thus, EAAC1 trafficking 
is inhibited by addicsin and facilitated by RTN2B (Liu et al., 2008). Based on these data, Liu 
et al. proposed a model in which the regulation of ER trafficking governs the activity and 
density of EAAC1 at the plasma membrane. Under normal conditions, RTN2B facilitates 
EAAC1 trafficking from the ER because basal expression of addicsin is too low to have an 
inhibitory effect. Under stressful conditions, such as oxidative and chemical stress, addicsin 
expression is upregulated and the inhibitory effect on EAAC1 trafficking predominates over 
the facilitating effect of RTN2B (Liu et al., 2008). Addicsin can delay ER-to-Golgi trafficking 
of structurally and functionally distinct proteins in addition to EAAC1. Thus, addicsin is a 
stress-induced multifunctional protein that participates in various physiological and 
pathological functions by regulating ER trafficking of many membrane effector proteins, 
including receptors and transporters. 

3. Addicsin & neurological disorders 
Recent studies have also linked addicsin to the pathophysiology of several neurological 
diseases, including drug addiction, schizophrenia, and epilepsy. In this section, we focus on 
these diseases and review the putative pathophysiological functions of addicsin in the 
mammalian CNS.  

3.1 Drug abuse 

Several studies demonstrate that addicsin is involved in drug abuse, the development of 
morphine dependence (Ikemoto et al., 2002; Wu et al., 2011), and ethanol tolerance (C. Li 
et al., 2008). In an effort to clarify the molecular mechanism of opiate addiction, we 
performed subtractive hybridization of mRNA expressed in the amygdala of mice treated 
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Immunocytochemical studies reveal that mature addicsin is present in both the plasma 
membrane and the intracellular compartment, including the ER (Ikemoto et al., 2002; 
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trafficking. To investigate this possibility, we examined EAAC1 oligosaccharide residues 
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are an excellent indicator of the extent of ER-to-Golgi trafficking and plasma membrane 
localization because the newly synthesized EAAC1 is N-glycosylated with high mannose 
oligosaccharide chains that are subsequently processed into more complex sugar chains by 
resident Golgi enzymes (Yang & Kilberg, 2002). In HEK293T cells coexpressing addicsin, 
EAAC1 is predominantly modified by high mannose oligosaccharides, suggesting that 
EAAC1 proteins are largely confined to the ER. Furthermore, addicsin delays 
oligosaccharide maturation of EAAC1 but does not induce EAAC1 degradation (Ruggiero et 
al., 2008). These data suggest that addicsin delays ER-to-Golgi trafficking of EAAC1. 
Moreover, addicsin inhibits ER-to-Golgi trafficking of dopamine transporter, GABA 
transporter 1, and several G-protein-coupled receptors, including β2-adrenergic receptor, α1-
β receptor, and D2 receptor (Ruggiero et al., 2008). Furthermore, addicsin inhibits the 
function of RTN2B, a member of the reticulon protein family localized in the ER, which 
enhances ER-to-Golgi trafficking of EAAC1 (Liu et al., 2008). As addicsin, RTN2B, and 
EAAC1 are coexpressed in neurons, they may interact in one complex. Indeed, addicsin and 
EAAC1 can interact with RTN2B by binding to different regions of the protein. In addition, 
coexpression of RTN2B and EAAC1 in HEK293 cells increases EAAC1 cell surface 
expression, while increasing addicsin expression blocks this effect. Thus, EAAC1 trafficking 
is inhibited by addicsin and facilitated by RTN2B (Liu et al., 2008). Based on these data, Liu 
et al. proposed a model in which the regulation of ER trafficking governs the activity and 
density of EAAC1 at the plasma membrane. Under normal conditions, RTN2B facilitates 
EAAC1 trafficking from the ER because basal expression of addicsin is too low to have an 
inhibitory effect. Under stressful conditions, such as oxidative and chemical stress, addicsin 
expression is upregulated and the inhibitory effect on EAAC1 trafficking predominates over 
the facilitating effect of RTN2B (Liu et al., 2008). Addicsin can delay ER-to-Golgi trafficking 
of structurally and functionally distinct proteins in addition to EAAC1. Thus, addicsin is a 
stress-induced multifunctional protein that participates in various physiological and 
pathological functions by regulating ER trafficking of many membrane effector proteins, 
including receptors and transporters. 

3. Addicsin & neurological disorders 
Recent studies have also linked addicsin to the pathophysiology of several neurological 
diseases, including drug addiction, schizophrenia, and epilepsy. In this section, we focus on 
these diseases and review the putative pathophysiological functions of addicsin in the 
mammalian CNS.  

3.1 Drug abuse 

Several studies demonstrate that addicsin is involved in drug abuse, the development of 
morphine dependence (Ikemoto et al., 2002; Wu et al., 2011), and ethanol tolerance (C. Li 
et al., 2008). In an effort to clarify the molecular mechanism of opiate addiction, we 
performed subtractive hybridization of mRNA expressed in the amygdala of mice treated 
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with repeated doses of morphine and identified addicsin mRNA as a factor selectively 
upregulated relative to drug-naïve mice (Ikemoto et al., 2000, 2002). Upregulation of 
addicsin mRNA was specifically induced by chronic, but not acute, morphine 
administration and was completely inhibited by coadministration of naloxone, an opiate 
receptor antagonist (Ikemoto et al., 2002). In that study, we used a morphine 
administration protocol that had been previously shown to induce morphine dependence 
and tolerance (Kaneto et al., 1973). Thus, our data strongly suggested that addicsin was 
involved in the development of morphine dependence in this animal model. Later reports 
have confirmed our findings by directly demonstrating that addicsin is directly involved 
in the development of morphine dependence (Wu et al., 2011). Chronic morphine 
treatment upregulated addicsin in prefrontal cortex, nucleus accumbens, and amygdala, 
which are regions known to be critical for the development of morphine dependence and 
other addictive behaviors. Furthermore, addicsin knockdown by infusion of addicsin 
antisense nucleotides into the cerebral ventricles significantly decreased withdrawal 
behaviors following chronic morphine treatment in rats (Wu et al., 2011). Addicsin 
knockdown suppressed the upregulation of δ opioid receptors, the activation of the 
dopamine- and cAMP-regulated phosphoprotein of 32 kDa (DARPP-32), and MAPK 
activation normally induced by chronic morphine treatment. Furthermore, addicsin 
knockdown enhanced the degradation of δ opioid receptors through the ubiquitin–
proteasome pathway (Wu et al., 2011). These data suggest that addicsin directly 
contributes to the regulation of δ opioid receptor stability and the development of 
morphine dependence by suppressing δ opioid receptor expression and the activation of 
DARPP-32 and MAPK. The δ opioid receptor knockout mice do not develop analgesic 
tolerance to morphine without affecting the development of physical dependence (Kieffer 
& Gaveriaux-Ruff, 2002; Nitsche et al., 2002; Y. Zhu et al., 1999). Thus, further 
investigations are needed to clarify whether addicsin is involved in analgesic tolerance. 

Ethanol-induced cellular responses are analogous to those elicited by heat shock stresses 
(Piper, 1995; Wilke et al., 1994). Similarly, addicsin expression is enhanced in response to 
various environmental stressors, such as oxidative stress and heat shock stress (R. Chen et 
al., 2007). Furthermore, our study demonstrated that addicsin plays an important role in the 
development of morphine dependence and tolerance (Ikemoto et al., 2002). In the light of 
these observations, addicsin is considered to be essential for the development of ethanol 
tolerance. To address this issue, addicsin knockdown flies were generated. To estimate 
ethanol tolerance objectively, the inebriation test was performed (Bellen, 1998). Flies were 
exposed to ethanol vapor, and the mean elution time (MET) was measured three times after 
inebriation. The addicsin knockdown flies showed no difference between the first MET and 
third MET, while wild-type flies exhibited a significant higher third MET (C. Li, et al., 2008), 
indicating that addicsin knockdown flies failed to acquire ethanol tolerance.  

3.2 Schizophrenia 

Glutamatergic neurotransmission and plasticity are disrupted in patients with 
schizophrenia (Javitt, 2010; Kantrowitz & Javitt, 2010; Paz et al., 2008). This has led some 
researchers to speculate that EAATs and EAAT-interacting proteins that regulate glutamate 
transport efficacy or transporter expression may be abnormal in patients with schizophrenia 
(Bauer et al., 2008; Huerta et al., 2006). Indeed, addicsin/JWA transcripts were 
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overexpressed in the thalamus (Huerta et al., 2006) and the anterior cingulate cortex of 
schizophrenics as shown by in situ hybridization (Bauer et al., 2008). In these studies, the 
protein expression levels of addicsin/JWA were not determined. In addition, expression of 
EAAT3, the human homolog of EAAC1, was also upregulated in the anterior cingulate 
cortex of schizophrenic patients (Bauer et al., 2008). Furthermore, a microarray study of 
multiple human brain regions demonstrates that the anterior cingulate cortex is more 
vulnerable to these aberrant gene expression patterns (Katsel et al., 2005), and 
hypofrontality is a key feature of schizophrenia. Addicsin is thus a promising target for 
further research focusing on the role of glutamate transporters in schizophrenia. Moreover, 
addicsin regulates trafficking of a plethora of other membrane proteins, including dopamine 
receptors, suggesting another pathway through which addicsin participates in the 
pathogenesis of schizophrenia. 

3.3 Epilepsy 

Anatomical analysis of EAAT expression reveals that EAAC1 is enriched in neurons and 
particularly localized to inhibitory GABAergic neurons (Conti et al., 1998; He et al., 2000; 
Rothstein et al., 1994). Cerebroventricular injection of EAAC1 antisense oligonucleotides 
caused no elevation of extracellular glutamate in the rat striatum but did produce mild 
neurotoxicity and epileptiform activity (Rothstein et al., 1996). Furthermore, epilepsy in 
EAAC1 knockdown rats is caused by decreased GABA synthesis (Sepkuty et al., 2002). 
Glutamate is a precursor for GABA synthesis, so molecules that alter the intracellular 
availability of glutamate in GABAergic interneurons, including addicsin/GTRAP3-18, may 
have an important role in epileptogenesis or ictogenesis. In a recent study of the 
antiepileptic drug levetiracetam (LEV), changes in the expression of addicsin/GTRAP3-18, 
glutamate transporters, and GABA transporters were examined in a rat post-traumatic 
epilepsy model induced by FeCl3 injection into the amygdala. Administration of LEV 
increased expression of EAAC1 and GABA transporter 3 (GAT-3) but decreased expression 
of addicsin/GTRAP3-18 in the rat hippocampal formation (Ueda et al., 2007). These results 
suggest that both the suppression of glutamatergic excitation and the enhancement of 
GABAergic inhibition induced by chronic LEV administration are due to the upregulation of 
EAAC1 and GAT-3 subsequent to downregulation of addicsin/GTRAP3-18. A long-lasting 
suppression of addicsin/GTRAP3-18 expression was observed in the rat pentylenetetrazole 
(PTZ)-induced kindling model of epilepsy (Ueda et al., 2006). Similarly, antisense-mediated 
knockdown of addicsin/GTRAP3-18 decreases seizure threshold and promotes PTZ 
kindling. In addition, addicsin/GTRAP3-18 knockdown increases basal release of glutamate 
and GABA in the rat hippocampal formation, indicating that knockdown of 
addicsin/GTRAP3-18 promotes GABA synthesis (Ueda et al., 2006). These studies, 
demonstrating that addicsin can increase GABA synthesis by increasing the substrate (i.e., 
glutamate) supply, define addicsin as a novel therapeutic target in epilepsy. 

3.4 Other neurological disorders 

Addicsin directly modulates glutamate and cysteine uptake by EAAC1, suggesting that 
addicsin participates in the pathogenesis of neurological disorders associated with 
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mice developed age-dependent brain atrophy and behavioral abnormalities in the cognitive 
and motivational domains. In addition, EAAC1 knockout mice displayed impaired GSH 
homeostasis and age-dependent neurodegeneration, and these pathologies were rescued by 
treatment with the membrane permeable cysteine precursor N-acetylcysteine (Aoyama et 
al., 2006). These EAAC1 knockout mice also display dicarboxylic aminoaciduria and 
significant motor impairments (Peghini et al., 1997). These results indicate that EAAC1 
functions as a cysteine transporter in neurons and sustains intracellular GSH to ameliorate 
oxidative stress in vivo. Furthermore, neuronal glutamate uptake can also regulate memory 
formation (Levenson et al., 2000; Maleszka et al., 2000). The increase of EAAC1-mediated 
neuronal glutamate uptake is associated with the induction and expression of early phase 
long-term potentiation (LTP) in the CA1 area of the hippocampal formation and with 
contextual fear conditioning, a form of hippocampus-dependent memory thought to depend 
on induction of LTP (Levenson et al., 2002). These results suggest that regulation of 
glutamate uptake by EAAC1 is a physiologically important mechanism for the modulation 
of synaptic strength during long-term changes in synaptic efficacy (plasticity). Thus, 
dysfunction of EAAC1 induced by aberrant addicsin expression may lead to 
neurodegeneration and cognitive decline. Of particular interest is the role of addicsin in the 
pathogenesis of neurodegenerative diseases such as Alzheimer’s and Parkinson’s diseases. 
These questions warrant further research. 

 

 
 

Fig. 1. A schematic presentation of addicsin and Arl6ip1 
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4. Future research perspective 
Despite these advances, our understanding of the regulatory mechanisms of addicsin 
expression and the range of addicsin functions is far from complete. The elucidation of the 
regulatory mechanism of addicsin expression under basal and pathological conditions is 
essential for understanding the physiological and pathological roles of addicsin. For 
instance, while addicsin has consensus PKC phosphorylation sequences, it is unclear 
whether PKC actually phosphorylates addicsin and controls addicsin functions in vivo. It 
is also unknown whether or how PKC phosphorylation affects the interaction between 
addicsin and Arl6ip1. To overcome these challenges, it is crucial to clarify whether PKC 
phosphorylation sites of addicsin are physiologically controlled by PKC signaling and by 
which PKC isoforms. Furthermore, it remains controversial whether addicsin is an 
integral membrane protein. Our results strongly support the notion that addicsin is a 
membrane-associating protein with a soluble and membrane-localized form. Thus, it is 
important to clarify the different molecular features and functions of the soluble and 
membrane-localized forms of addicsin. 

 
Fig. 2. A scheme of the proposed physiological functions of addicsin 

Second, in vivo functional studies are still needed to clarify the physiological and 
pathological functions of addicsin. Accumulating evidence suggests that addicsin 
participates in various physiological and pathological processes in vivo, but the molecular 
mechanisms controlling the selective interaction of addicsin with multiple targets, including 
receptors and transporters, are unknown. Furthermore, many reports demonstrate that the 
physiological and pathological roles of addicsin are observed when expression of addicsin is 
increased by various stresses, including oxidative and chemical stress. Thus, the production 
of animal models that overexpressed addicsin in a tissue- or region-specific manner may be 
useful to analyze addicsin functions in various tissues, including the brain. At present, no 
studies have been undertaken in tissues outside the brain, although addicsin is ubiquitously 
expressed in kidney, heart, and liver (Butchbach et al., 2002; Ikemoto et al., 2002). 
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We believe that studies using transgenic or conditional knockin/knockout animal models will 
lead to novel insights into addicsin function. Of particular interest is whether dysfunctional 
addicsin expression or function can lead to neurodegenerative diseases through dysregulation 
of EAAC1 or other proteins. Finally, we hope that studies on addicsin will continue to advance 
our understanding of the role of addicsin in the pathogenesis of diseases, such as drug abuse, 
and lead to the development of curative therapies.  

5. Conclusion 
In this chapter, we argued that Arl6ip1 is a novel addicsin-interacting protein that indirectly 
promotes PKC-dependent, EAAC1-mediated glutamate uptake by inhibiting the interaction 
of addicsin with EAAC1 at the plasma membrane. Based on these findings, we proposed the 
regulatory model of EAAC1-mediated glutamate uptake illustrated in Fig. 3. In this model, 
EAAC1-mediated glutamate uptake activity can be negatively and positively regulated by 
PKC activity depending on dynamic modulation by addicsin complexes. Thus, the cellular 
dynamics of addicsin is a key element regulating EAAC1-mediated glutamate uptake. The 
study of addicsin is still in its infancy, but future findings on the physiological and 
pathophysiological functions of addicsin could greatly clarify the role of EAAC1 (and other 
proteins regulated by addicsin) in health and disease. 

 

 

 
 

Fig. 3. A regulatory model of EAAC1-mediated glutamate uptake in C6BU-1 cells 
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1. Introduction 
In addition to the most recently reported aerobic anoxygenic phototrophic bacterium 
Chloroacidobacterium thermophilium [1], five phyla of phototrophic bacteria have been reported, 
including four phyla anoxygenic phototrophic bacteria (anaerobic and aerobic anoxygenic 
phototrophic Proteobacteria, filamentous anoxygenic phototrophs (FAPs), green sulfur 
bacteria and heliobacteria) and oxygenic phototrophic bacteria (cyanobacteria). According to 
16S rRNA analysis, Chloroflexi species in FAPs are the earliest branching bacteria capable of 
photosynthesis [2,3] (Fig. 1), and the thermophilic bacterium Chloroflexus [Cfl.] aurantiacus 
among the Chloroflexi species has been long regarded as a key organism to resolve the 
obscurity of the origin and early evolution of photosynthesis. Cfl. aurantiacus can grow 
phototrophically under anaerobic conditions or chemotrophically under aerobic and dark 
conditions [4]. During phototrophic growth of Cfl. aurantiacus, the light energy is first absorbed 
by the peripheral light-harvesting complex chlorosomes, then transferred to the integral 
membrane B808-866 core antenna complex and finally to the reaction center (RC). Cfl. 
aurantiacus contains a chimeric photosystem that comprises some characters of green sulfur 
bacteria (chlorosomes) and anoxygenic phototrophic Proteobacteria (the B808-866 core antenna 
complex), and also has some unique electron transport proteins compared to other 
photosynthetic bacteria. The complete genomic sequence of Cfl. aurantiacus has been recently 
determined, analyzed and compared to the genomes of other photosynthetic bacteria [5]. 

Significant contributions of horizontal/lateral gene transfer among uni-cellular [6] and 
multi-cellular [7] organisms during the evolution, including the evolution of photosynthesis 
[8,9], have been recognized. Various perspectives on evolution of photosynthesis have been 
reported in literature [8-25], whereas our understanding of transition from anaerobic to 
aerobic world is still fragmentary. The recent genomic report on Cfl. aurantiacus [5], along 
with previous physiological, ecological and biochemical studies, indicate that the 
anoxygenic phototroph bacterium Cfl. aurantiacus has many interesting and certain unique 
features in its metabolic pathways. The Cfl. aurantiacus genome contains numerous 
aerobic/anaerobic gene pairs and oxygenic/anoxygenic metabolic pathways in the Cfl. 
aurantiacus genome [5], suggesting numerous gene adaptations/replacements in Cfl. 
aurantiacus to facilitate life under both anaerobic and aerobic growth conditions. These  
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Fig. 1. Phylogenetic tree of photosynthetic bacteria. 
The tree was constructed with un-rooted neighbor joining 16S rRNA dendrogram from five 
phyla of photosynthetic microbes, including cyanobacteria, heliobacteria, phototrophic 
anoxygenic Proteobacteria, green sulfur bacteria and filamentous anoxygenic phototrophs 
(FAPs). Bacterial names and accession numbers of 16S rRNA genes: (1) Phototrophic 
anoxygenic Proteobacteria: Roseobacter denitrificans OCh114 (CP000362), Roseobacter litoralis 
(X78312), Rhodobacter capsulatus (D16428), Rhodobacter sphaeroides 2.4.1 (X53853), 
Rhodopseudomonas faecalis strain gc (AF123085), Rhodopseudomonas palustris (D25312), 
Rhodopseudomonas acidophila (FR733696), Rhodopseudomonas viridis DSM 133 (AF084495), 
Rubrivivax gelatinosus (D16213); (2) heliobacteria: Heliobacterium gestii (AB100837), 
Heliobacterium modesticaldum (CP000930); (3) cyanobacteria: Oscillatoria amphigranulata str. 19-
2 (AF317504), Oscillatoria amphigranulata str. 11-3 (AF317503), Oscillatoria amphigranulata str. 
23-3 (AF317505), Microcystis aeruginosa NIES-843 (AP009552), Nostoc azollae 0708 
(NC_014248); (4) green sulfur bacteria: Chlorobaculum thiosulfatiphilum DSM 249 (Y08102), 
Pelodictyon luteolum DSM 273 (CP000096), Chlorobium limicola DSM 245 (CP001097), 
Chlorobaculum tepidum TLS (M58468), Chlorobium vibrioforme DSM 260 (M62791); and (5) 
FAPs: Chloroflexus aurantiacus J-10-fl (M34116), Chloroflexus aggregans (D32255), Oscillochloris 
trichoides (AF093427), Roseiflexus castenholzii DSM 13941 (AB041226) 
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include duplicate genes and gene clusters for the alternative complex III (ACIII) [26,27], 
auracyanin (a type I blue copper protein) [28,29] and NADH:quinone oxidoreductase 
(complex I); and several aerobic/anaerobic enzyme pairs in central carbon metabolism 
(pyruvate metabolism and the tricarboxylic acid (TCA) cycle) and tetrapyrroles and nucleic 
acids biosynthesis [5]. Overall, genomic information is consistent with a high tolerance for 
oxygen that has been reported in the growth of Cfl. aurantiacus.  

Phylogenetic analyses on the photosystems and comparisons to the genome and reports of 
other photosynthetic bacteria suggest lateral or horizontal gene transfers between Cfl. 
aurantiacus and other photosynthetic bacteria [3,30,31]. The Cfl. aurantiacus genome 
suggests possible evolutionary connections of photosynthesis. Here we probe some 
proposed lateral gene transfers using the phylogenetic analyses on important 
proteins/enzymes on chlorophyll biosynthesis, photosynthetic electron transport chain, 
and central carbon metabolism. Further, we also discuss the evolutionary perspectives on 
assembling photosynthetic machinery, autotrophic carbon assimilation and unique 
components on the electron transport chains of Cfl. aurantiacus and other phototrophic 
and non-phototrophic bacteria. 

2. Results and discussion    
a. Photosynthetic components 

The photosystem of Cfl. aurantiacus is a chimeric system with contains a peripheral light 
harvesting complex chlorosomes and an integral membrane B808-866-type II RC (quinone-
type) core complex. Chlorosomes are typically found in type I (Fe-S type) RC phototrophic 
organisms, such as green sulfur bacteria (GSBs) [32] and the recently discovered aerobic 
anoxygenic bacterium Chloroacidobacterium thermophilium [1], whereas the B808-866-RC core 
complex is arranged similarly to the LH-RC core complex in phototrophic Proteobacteria 
[33]. Thus, the Cfl. aurantiacus photosystem indicates little correlation between the RC type 
and light-harvesting antenna complexes in the assembly of the photosystem of anoxygenic 
phototrophic bacteria [8,34]. Two hypotheses, which are selective loss and fusion, for 
evolutionary of photosynthetic RCs have been proposed [8,35]. The phylogenic analyses and 
evolutionary perspectives of the integral membrane-RC core complex in Cfl. aurantiacus and 
other phyla of phototrophic bacteria are presented in several reports [8,36,37] for readers 
who are interested in further information. It is possible that during the evolution of 
photosynthesis chlorosomes were transferred between Cfl. aurantiacus and GSBs, which 
have larger chlorosomes and more genes encoding chlorosome proteins [38,39], and that the 
integral membrane core antenna complex and a type II RC in Cfl. aurantiacus were possibly 
transferred either to or from photosynthetic anoxygenic Proteobacteria. 

b. Electron transfer complexes 

Four copies of auracyanin genes have been identified in the Cfl. aurantiacus genome and two 
aurancyanin proteins have been characterized biochemically and structurally [28]. 
Auracyanin has also been biochemically characterized in Roseiflexus castenholzii [40], which 
only has one copy of aurancyanin gene in the genome [5]. The gene encoding a putative 
auracyanin has been identified in the genome of the non-photosynthetic aerobic 
thermophilic bacterium Thermomicrobium roseum DSM 5159, which is evolutionally related to 
Cfl. aurantiacus [41]. Genes encoding auracyanin may have been transferred either to or from 
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Thermomicrobium roseum. Further, higher plants, green algae and cyanobacteria operate the 
photosynthetic electron transport via a water-soluble mobile type I blue copper protein 
plastocyanin. Auracyanin may have evolved from or to plastocyanin in cyanobacteria.  

Most of phototrophic bacteria use the cytochrome bc1 or b6/f complex for transferring 
electrons during phototrophic growth, whereas Chloroflexi species operate photosynthetic 
electron transport using a unique complex, namely alternative complex III (ACIII) [1,26,27]. 
Two sets of ACIII gene clusters, one containing seven genes and the other containing 
thirteen genes, have been identified in the Cfl. aurantiacus genome [5]. The seven subunit 
complex has been characterized biochemically [27]. In contrast, Roseiflexus castenholzii, which 
is a member of a familia Chloroflexaceae and phylogenetically closely related to Cfl. 
aurantiacus [42], contains only one copy of the ACIII operon with a six-gene cluster 
(Rcas_1462-1467) [5]. In addition to Cfl. aurantiacus and other members of Chloroflexaceae,  
genes encoding ACIII, which contains seven subunits [27], have also been identified in the 
Chloroacidobacterium thermophilium genome [1]. ACIII has also been identified in non-
phototrophic bacterium Rhodothermus marinus [43] and suggested to wide-spread in 
prokayrotes [44]. Genes encoding ACIII may have been transferred either from or to evolved 
from or to Chloroacidobacterium thermophilium (and/or Rhodothermus marinus). Further, ACIII 
may have evolved from or to the cytochrome bc1 or b6/f complex.  

NADH:quinone oxidoreductase (Complex I, EC 1.6.5.3) is known to be responsible for the 
electron transport in the respiratory chain. Two sets of the Complex I genes, one of which 
forms a gene cluster, have been identified in the Cfl. aurantiacus genome [5]. Two Complex I 
gene clusters have also been identified in some anaerobic anoxygenic phototrophic 
Proteobacteria (AnAPs), such as Rhodobacter [Rba.] sphaeroides and Rhodopseudomonas [Rps.] 
palustris, and gene expression profile in Rba. sphaeroides suggests that one of the gene 
clusters is responsible for photosynthetic electron transport during phototrophic and 
anaerobic growth and the other is required for the respiratory chain during aerobic and dark 
growth [45]. Fig. 2 shows the phylogenetic trees constructed based on the amino acid 
sequences of the subunit F of Complex I (encoded by the nuoF gene) in phototrophic 
bacteria. The subunit F protein in Fig. 2A is encoded by the gene locus Caur_2901 in the 
gene cluster (Caur_2896 to Caur_2909), and the subunit F protein in Fig. 2B is encoded by 
the gene locus Caur_1185. No Complex I genes have been identified in the green sulfur 
bacteria, which cannot respire or grow in darkness. Note that one subunit F protein in Cfl. 
aurantiacus is more related to the protein in anoxygenic phototrophic Proteobacteria than to 
the protein in heliobacteria and cyanobacteria (Fig. 2A) and the other Cfl. aurantiacus subunit 
F protein is more related to the protein in heliobacteria and cyanobacteria than to the protein 
in anoxygenic Proteobacteria (Fig. 2B), suggesting different biological functions for two 
NADH:quinone oxidoreductase complexes found in the Cfl. aurantiacus genome. 

c. (Bacterio)chlorophyll biosynthesis  

AcsF (aerobic cyclase) and BchE (anaerobic cyclase) are suggested to be responsible for 
biosynthesis of the isocyclic ring of (bacterio)chlorophylls and conversion of Mg-
protoporphyrin monomethyl ester (MgPMMe) to Mg-divinyl-protochlorophyllide a 
(PChlide) under aerobic and anaerobic growth conditions, respectively [46-51] (Fig. 3A). 
Both MgPMMe and PChlide are suggested to be photosensitizers of higher plants and green 
algae that produce reactive oxygen species in response to the excess light [52]. Both acsF 
(Caur_2590) and bchE (Caur_3676) are detected in the Cfl. aurantiacus genome [5]. AcsF has  
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(b) 

Fig. 2. Phylogenetic tree of the NADH:quinine oxidoreductase (Complex I) in phototrophic 
bacteria.  
The subunit F proteins of Cfl. aurantiacus, Roseiflexus [Rof.] castenholzii (FAPs), Rhodobacter 
[Rba.] sphaeroides and Rhodopseudomonas [Rps.] palustris (anoxygenic Proteobacteria) in 
Fig. 2A and 2B are encoded by different nuoF genes. Two Complex I are identified in Cfl. 
aurantiacus, Rof. castenholzii, Rba. sphaeroides and Rps. palustris, and one Complex I gene 
cluster is found in heliobacteria, cyanobacteria and some phototrophic anoxygenic 
Proteobacteria (e.g., Rba. capsulatus and Roseobacter [Rsb.] denitrificans). The trees are 
constructed based on amino acid sequences using the phylogenetic software MEGA5 [65] 
with un-rooted neighbor jointing method. 

not been identified in any strictly anaerobic phototrophic bacteria (e.g., green sulfur bacteria 
and heliobacteria). In addition to Proteobacteria (including aerobic and anaerobic 
anoxygenic phototrophic Proteobacteria) and cyanobacteria, several non-phototrophic α-
Proteobacteria also contain the acsF gene, including several facultative methotrophic 
bacteria (e.g., Methylocella silvestris, Methylobacterium [Mtb.] sp. 4-46, Mtb. populi, Mtb. 
chloromethanicum, Mtb. radiotolerans and Mtb. extorquens) and the environmental bacterium 
Brevundimonas subvibrioides (Fig. 3B). Roles of the gene encoding the putative AcsF in these 
non-phototrophic bacteria are unclear. AcsF has also been characterized for Cfl. aurantiacus 
grown under anaerobic conditions [50]. Together, the role of AcsF remains to be further 
understood. BchE is widely spread in all phyla of anoxygenic phototrophic bacteria (e.g., 
anoxygenic phototrophic Proteobacteria, green sulfur bacteria, heliobacteria and FAPs) and 
some facultative methyltrophic bacteria and cynaobacteria also contain the gene encoding 
the putative BchE (Fig. 3C). Experimental evidence indicates that the bchE genes in the 
cyanobacterium Synechocystis sp. PCC 6803 are important but do not contribute to the 
formation of the isocyclic ring of chlorophylls [47]. 



 
Biochemistry 

 

370 

N N

NN

O OMeOH

Mg

Mg-protoporphyrin
monomethyl ester

(MgPMMe)

O

N N

NN

O OMeOH

Mg

O

O

Mg-divinyl-protochl-
orophyllide a (Pchlide)

N N

NN

O OMeOH

Mg

O

O

Mg-divinyl-protochl-
orophyllide a (Pchlide)

AcsF

BchE

Fe, NADPH,
O2

AdoCbl,
[4Fe-4S]/SAM,

H2O

 
(a) 

Anoxygenic Phototrophic
Proteobacteria

Methylotrophic/Chemotrophic
Proteobacteria

Higher Plants and 
Green Algae

Cyanobacteria

FAPs (Chloroflexaceae)

 
(b) 



 
Biochemistry 

 

370 

N N

NN

O OMeOH

Mg

Mg-protoporphyrin
monomethyl ester

(MgPMMe)

O

N N

NN

O OMeOH

Mg

O

O

Mg-divinyl-protochl-
orophyllide a (Pchlide)

N N

NN

O OMeOH

Mg

O

O

Mg-divinyl-protochl-
orophyllide a (Pchlide)

AcsF

BchE

Fe, NADPH,
O2

AdoCbl,
[4Fe-4S]/SAM,

H2O

 
(a) 

Anoxygenic Phototrophic
Proteobacteria

Methylotrophic/Chemotrophic
Proteobacteria

Higher Plants and 
Green Algae

Cyanobacteria

FAPs (Chloroflexaceae)

 
(b) 

Functional Genomics of Anoxygenic Green Bacteria  
Chloroflexi Species and Evolution of Photosynthesis 

 

371 
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Fig. 3. Reactions of aerobic cyclase (AcsF) and anaerobic cyclase (BchE) and the phylogenetic 
trees.  
Conversion of MgPMMe into PChlide is suggested to be catalyzed by AcsF and BchE under 
aerobic and anaerobic conditions, respectively (A). The phylogenetic relationships of AcsF 
(B) and BchE (C) are shown. The trees are constructed based on amino acid sequences using 
the phylogenetic software MEGA5 [65] with un-rooted neighbor jointing method. 

Phylogenetic analyses suggest that the acsF gene in Cfl. aurantiacus and other Chloroflexaceae 
species are more evolutionarily related to the genes in anoxygenic phototrophic 
Proteobacteria than to the genes in oxygenic phototrophs (cyanobacteria, green algae and 
higher plants) (Fig. 3B), and that the bchE gene in Cfl. aurantiacus is more evolutionarily 
related to the genes in strictly anaerobic phototrophs (green sulfur bacteria and 
heliobacteria) than to the genes in phototrophic and non-phototrophic Proteobacteria (Fig. 
3C). It is possible that the Cfl. aurantiacus acsF gene was transferred either to or from 
Proteobacteria, and the Cfl. aurantiacus bchE gene was transferred either to or from 
heliobacteria and green sulfur bacteria. The phylogenetic analyses of AcsF and BchE in Fig. 
3 likely suggest horizontal gene transfers among phototrophic bacteria and also between 
phototrophic and non-phototrophic bacteria. 

d. Central carbon metabolism  

Here we analyze enzymes/gene products for pyruvate metabolism, which takes place in 
every living organism, and the TCA cycle. In contrast to other phyla of phototrophic 
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bacteria, Cfl. aurantiacus and other members of Chloroflexaceae are only bacteria containing 
both anaerobic and aerobic gene pairs for pyruvate and α-ketoglutarate metabolism: 
pyruvate/α-ketoglutarate dehydrogenase (aerobic enzymes) and pyruvate/α-ketoglutarate 
synthase (or pyruvate/α-keto-glutarate:ferredoxin oxidoreductase (PFOR/KFOR)) 
(anaerobic enzymes).  

Fig. 4A shows the phylogenetic analyses of the E1 protein of α-ketoglutarate dehydrogenase 
(encoded by sucA) from FAPs and anoxygenic phototrophic Proteobacteria. Note that the 
Cfl. aurantiacus α-ketoglutarate dehydrogenase has higher sequence identities to many 
gram-(+) non-phototrophic Bacillus strains (~50%) than phototrophic anoxygenic 
Proteobacteria (~40%). Similar results also find in the sequence alignments of the E1 protein 
of pyruvate dehydrogenase, and the Cfl. aurantiacus enzyme has ~51-55% identities with 
Thermobifida fusca, Streptomyces cattleya, Acidothermus cellulolyticus, Saccharopolyspora 
erythraea, and Sanguibacter keddieii and ~38-44% or lower identities with the phosynthetic 
Proteobacteria and cyanobacteria (data not shown). These results support the horizontal 
gene transfer between microbial genomes. Fig. 4B shows the phylogenetic tree of the E1 
protein of pyruvate dehydrogenase. The Cfl. aurantiacus enzyme is less related to 
cyanobacteria and anoxygenic phototrophic Proteobacteria. 

Fig. 4C suggests that α-ketoglutarate synthase in Cfl. aurantiacus are more closely related to 
the enzyme in heliobacteria than in green sulfur bacteria. While the biochemical studies of 
the Cfl. aurantiacus α-ketoglutarate synthase have not been reported, the phylogenetic 
analyses of α-ketoglutarate synthase are consistent with the central carbon flow in these 
three phyla of photosynthetic bacteria: the green sulfur bacteria operate the reductive 
(reverse) TCA cycle, and Cfl. aurantiacus and heliobacteria have strong carbon flow via either 
a complete or a partial oxidative (forward) TCA cycle [34].  

Fig. 4D suggests that pyruvate synthase in heliobcteria evolved prior to the enzymes in 
other phyla of photosynthetic bacteria, and that the enzyme in Cfl. auranticus is remotely 
related to the enzymes in GSBs and cyanobacteria, which are likely from the same origins, 
similar to the tree of the E1 protein of pyruvate dehydrogenase (Fig. 4B). Together, the 
phylogenetic analyses suggest pyruvate metabolism of anoxygenic phototrophic 
Proteobacteria is more related to cyanobacteria than to Cfl. aurantiacus (and perhaps FAPs). 
Compared to the experimental data, acetate can support the growth of Cfl. aurantiacus 
during anaerobic growth in the light and during aerobic growth in darkness [53], and 
acetate excretion has been reported during the pyruvate-grown heliobacteria [54,55] but not 
on other phyla of photosynthetic bacteria. Cfl. aurantiacus likely uses pyruvate synthase for 
assimilate acetyl-CoA. Since heliobacteria do not have pyruvate dehydrogenase, their 
pyruvate synthase is supposed to convert pyruvate to acetyl-CoA, which is then converted 
to acetate. Further, pyruvate synthase is essential for the growth of green sulfur bacteria 
because it is required to convert acetyl-CoA generated from the reductive TCA cycle to 
pyruvate, whereas the role of pyruvate synthase in oxygenic phototrophic bacteria 
(cyanobacteria) is not clear, as pyruvate synthase is sensitive to oxygen during biochemical 
characterization in vitro.   

e. Autotrophic carbon assimilation  

Cfl. aurantiacus can grow photoautotrophically and uses the 3-hydroxypropionate (3HOP) 
bi-cycle to assimilate inorganic carbon [5,56-58]. Both 3HOP bi-cycle and the widely 
distributed Calvin-Benson cycle can operate in both aerobic and anaerobic conditions.  
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Fig. 4. The phylogenetic trees of α-ketoglutarate dehydrogenase (A), pyruvate 
dehydrogenase (B), α-ketoglutarate synthase (C) and pyruvate synthase (D).  
The trees are constructed based on amino acid sequences using the phylogenetic software 
MEGA5 [65] with un-rooted neighbor jointing method. 

However, one significant problem leading to low photosynthesis efficiency of higher plants 
and oxygenic phototrophs is photorespiration and energy waste resulting from the 
interactions of oxygen with RuBisCO (ribulose 1,5-bisphosphate carboxylase/oxygenase) 
[12], the carboxylase in the Calvin-Benson cycle. Different from the Calvin-Benson cycle, the 
3HOP bi-cycle assimilates bicarbonate instead of CO2 (Fig. 5A). The 3HOP bi-cycle, which 
operates in Cfl. aurantiacus and most likely in other members of Chloroflexaceae [57], is similar 
to 3-hydroxypropionate/4-hydroxybutyrate (3HOP/4HOB) cycle reported in several 
archaea [59,60] (Fig. 5B). Several enzymes operate in both 3HOP bi-cycle and 3HOP/4HOB 
cycle, including enzymes for assimilating inorganic carbon: acetyl-CoA carboxylase and 
propionyl-CoA carboxylase. 16S rRNA analyses suggest that Archaea developed earlier than 
the bacteria capable of using light as the energy sources [3], so the 3HOP bi-cycle may have 
evolved from the 3HOP/4HOB cycle. 

Other horizontal gene transfers can be also found in the autotrophic carbon assimilation on 
other members of Chloroflexales. For example, several strains in the family of 
Oscillochloridaceae assimilate inorganic carbon via the Calvin-Benson cycle and have an 
incomplete TCA cycle [61]. In addition to oxygenic phototrophs, anaerobic anoxygenic 
phototrophic Proteobacteria (AnAPs) also operate the Calvin-Benson cycle. In contrast to 
oxygenic phototrophs, poor substrate specificity of RuBisCO should not be a serious concern 
for anoxygenic phototrophs like AnAPs and Oscillochloridaceae. It is possible that the genes 
in the Calvin-Benson cycle in may transfer between Oscillochloridaceae, AnAPs and 
cyanobacteria. Furthermore, Dehalococcoides ethanogenes strain 195, a Gram-positive non-
phototrophic bacteria in the subphylum 2 of Chloroflexi [62], uses (Re)-citrate synthase [63] 
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and has a branched TCA cycle [63,64]. Together, three members of the phylum Chloroflexi, 
Cfl. aurantiacus, Oscillochloridaceae and Dehalococcoides ethanogenes have distinct central 
carbon metabolic pathways.  

 
(a) 

 
(b) 

Fig. 5. Autotrophic carbon assimilations through 3-hydroxypropionate bi-cycle (A) and 3-
hydroxypropionate/4-hydroxybutyrate cycle.  
Several enzymes, including acetyl-CoA carboxylase and propionyl-CoA carboxylase, 
operate in both 3HOP bi-cycle and 3HOP/4HOB cycle.  
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3. Conclusions  
Previous physiological, ecological and biochemical studies [4] as well as genomic analyses 
[5], indicate that the anoxygenic phototroph bacterium Cfl. aurantiacus has many interesting 
and certain unique features in its metabolic pathways. The evolutionary links of Cfl. 
aurantiacus and other phototrophic bacteria suggested from this report are summarized in 
Table 1. It has been recognized that the type II RCs were transferred between the Chloroflexi 
species (or FAPs) and the anoxygenic phototrophic Proteobacteria. Sequence alignments and 
phylogenetic analyses illustrated in this report suggest: (i) Some Cfl. aurantiacus enzymes in 
essential metabolic pathways are more related to the anoxygenic phototrophic 
Proteobacteria than other phototrophic bacteria, whereas other enzymes are more related to 
other phototrophic bacteria than anoxygenic phototrophic Proteobacteria; and (ii) some Cfl. 
aurantiacus enzymes in essential carbon metabolic pathways are more related to non-
photosynthetic microbes than other phyla of phototrophic bacteria. Together, our studies 
support lateral/horizontal gene transfers among microbes, and suggest that photosynthesis 
is likely an adaption to the environments [9].  

 
Anoxygenic 
Phototrophic 

Proteobacteria

Green 
Sulfur 

Bacteria
Heliobacteria Cyanobacteria 

Photosynthetic Machinery
Chlorosomes √  
B808-866 core 
antenna complex √    

Reaction center √  
Electron Transport Chain
Complex I -Aa more related less related less related 
Complex I –Bb less related related more related 
Auracyanin √ 
Pigment Biosynthesis
Aerobic cyclase 
(AcsF) more related   less related 

Anaerobic cyclase 
(BchE) less related more 

related more related ?c 

Central Carbon Metabolism
Pyruvate 
dehydrogenase √   √ 

Pyruvate synthase related more 
related less related more related 

α-ketoglutarate 
dehydrogenase √    

α-ketoglutarate 
synthase  less related more related  

a The Cfl. aurantiacus complex I with clustered genes (Fig. 2A) 
b The Cfl. aurantiacus complex I without clustered genes (Fig. 2B) 
c The putative bchE genes in some cyanobacteria have been reported not to function as anaerobic cyclase. 

Table 1. Evolutionary perspectives of selective proteins/enzymes/cellular complexes in Cfl. 
aurantiacus versus other phyla of phototrophic bacteria 
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4. Abbreviations 
AnAPs:    anaerobic anoxygenic phototrophic Proteobacteria 
AcsF:    aerobic cyclase 
ACIII:    alternative complex III 
BchE:    anaerobic cyclase 
FAPs:    filamentous anoxygenic phototrophs (or green non-sulfur  
   bacteria or green gliding bacteria) 
GSBs:    green sulfur bacteria 
3HOP bi-cycle:   3-hydroxypropionate bi-cycle 
3HOP/4HOB cycle:  3-hydroxypropionate/4-hydroxybutyrate cycle  
RC:    reaction center 
RuBisCO:   ribulose 1,5-bisphosphate carboxylase/oxygenase 
TCA cycle:   tricarboxylic acid cycle 
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1. Introduction 
Autophagy is an intracellular bulk degradation system conserved among eukaryotes from 
yeast to mammals. It is responsible for the degradation of cytosolic components and organelles 
in response to nutrient deprivation. There are three main types of autophagy: 
macroautophagy, microautophagy and chaperone-mediated autophagy (CMA). 
Microautophagy sequesters cytoplasmic components and delivers them for degradation by 
direct invagination or protrusion/septation of the lysosomal or vacuolar membrane (Mijaljica 
et al., 2011; Uttenweiler and Mayer, 2008). CMA targets specific cytosolic proteins that are 
trapped by the heat shock cognate protein of 70 kDa (hsc70) and, through interaction with 
lysosome-associated membrane protein type 2A (LAMP-2A), they are then translocated into 
the lysosomal lumen for rapid degradation (Orenstein and Cuervo, 2010). Macroautophagy, 
hereafter referred to as autophagy, is the most well characterized process of the three. During 
autophagy, double membrane structures called autophagosomes sequester a portion of the 
cytoplasm and fuse with the lysosome (or vacuole in the case of yeast and plants) to deliver 
their inner contents into the organelle lumen (Mizushima, 2007; Mizushima et al., 2010). 
Analyses of autophagy-related (Atg) proteins have unveiled dynamic and diverse aspects of 
mechanisms that underlie membrane formation during autophagy (Mizushima et al., 2010; 
Nakatogawa et al., 2009). As the contents of autophagosomes are indistinguishable from their 
surrounding cytoplasm (Baba et al., 1994), autophagy has long been considered a nonselective 
catabolic pathway. Recent studies, however, have provided evidence for the selective 
degradation of various targets by autophagy. In autophagy-deficient neuronal cells, 
intracellular protein aggregates accumulate and eventually lead to neurodegeneration, 
suggesting that autophagy selectively degrades harmful protein aggregates (Hara et al., 2006; 
Komatsu et al., 2006). Damaged or superfluous organelles, such as mitochondria and 
peroxisomes, and even intracellular infectious pathogens are also selectively degraded by 
autophagy (Goldman et al., 2010; Gutierrez et al., 2004; Manjithaya et al., 2010; Nakagawa et 
al., 2004; Noda and Yoshimori, 2009). In the budding yeast Saccharomyces cerevisiae, α-
mannosidase and aminopeptidase I are selectively transported to the vacuole through 
autophagic pathways (Baba et al., 1997; Hutchins and Klionsky, 2001).  

Although the precise molecular mechanisms of cargo selection by autophagy are yet to be 
established, an increasing number of autophagic receptors that are responsible for 
recognition of specific cargoes have been identified. These include Atg19 and Atg34 in the 
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selective transport of vacuolar enzymes to the vacuole through autophagy (Leber et al., 
2001; Scott et al., 2001; Suzuki et al., 2010), p62 and neighbor of BRCA1 gene 1 (NBR1) in the 
autophagic degradation of ubiquitinated protein aggregates (Bjorkoy et al., 2005; Kirkin et 
al., 2009), PpAtg30 in pexophagy (autophagic degradation of peroxisome) (Farre et al., 2008), 
and Atg32 and Nix1 in mitophagy (autophagic degradation of mitochondria) (Kanki et al., 
2009; Novak et al., 2010; Okamoto et al., 2009). Most of these receptors interact directly with 
Atg8-family proteins, which are crucial factors in autophagosome biogenesis.  

We have been studying the mechanisms of specific cargo recognition during autophagy, 
especially those of the selective delivery of vacuolar enzymes into the vacuole in yeast. We 
summarize here the current knowledge of such mechanisms as revealed by biochemical and 
structural studies. 

2. Recognition of vacuolar enzymes by Atg19 and Atg34 
2.1 Selective transport of vacuolar enzymes by autophagic pathways 

In the budding yeast S. cerevisiae, α-mannosidase (Ams1) and a precursor form of 
aminopeptidase I (prApe1) are selectively delivered into the vacuole through the cytoplasm 
to vacuole targeting (Cvt) pathway under vegetative conditions, and via autophagy under 
starvation conditions. The Cvt pathway is topologically and mechanistically similar to 
autophagy (Lynch-Day and Klionsky, 2010); therefore, studies on the molecular mechanisms 
of cargo recognition in the Cvt pathway will provide insight into the basic mechanism of 
selective autophagy. prApe1, the primary Cvt cargo, is synthesized in the cytosol as a 
precursor form with a cleavable propeptide consisting of 45 amino acid residues at the N 
terminus (Klionsky et al., 1992) and assembles into a dodecamer. The prApe1 dodecamer 
further self-assembles into a higher order structure called the Ape1 complex. The existence 
of a specific receptor for prApe1 was proposed when it was observed that prApe1 transport 
to the vacuole by the Cvt pathway is both specific and saturable.  

Two groups simultaneously discovered that Atg19 has all of the characteristics needed to be 
a receptor for prApe1 in Cvt transport (Leber et al., 2001; Scott et al., 2001). Characterization 
of the protein revealed that Atg19 is needed for the stabilization of prApe1 binding to the 
Cvt vesicle membrane, and that in atg19Δ cells, prApe1 maturation is inhibited while 
autophagy is not affected (Suzuki et al., 2002). In addition, Atg19 binds to prApe1 in a 
propeptide-dependent manner, suggesting that the propeptide region is responsible for the 
recognition of prApe1 by the Cvt pathway machinery (Shintani et al., 2002). A secondary-
structure prediction suggested that the prApe1 propeptide forms a helix-turn-helix structure 
and that the first helix exhibits the characteristics of an amphipathic α helix (Martinez et al., 
1997). Our previous study revealed that the region containing the first helix of the prApe1 
propeptide (residues 1-20) is sufficient for interaction with Atg19 (Watanabe et al., 2010). 
This is consistent with a previous report showing that the first helix of the prApe1 
propeptide is critical for prApe1processing (Oda et al., 1996). In vitro pull-down assays 
showed that the coiled coil domain of Atg19 (residues 124-253), which contains a predicted 
coiled coil between amino acids 160 and 187, directly interacts with the prApe1 propeptide. 
This is consistent with a previous report showing that the prApe1-binding site of Atg19 is 
located in the region between amino acid residues 153 and 191 (Shintani et al., 2002).  

Ams1, another Cvt cargo, oligomerizes after synthesis and associates with the Ape1 
complex through the action of Atg19. Atg19 has two stable domains, the N-terminal 
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domain (residues 1-123) and the Ams1 binding domain (ABD; residues 254-367, see below 
for further details). Ams1 associates with Atg19 via the ABD that is distinct from the 
prApe1 binding site and therefore Atg19 can simultaneously interact with both prApe1 
and Ams1. prApe1, Ams1, and Atg19 assemble into a large complex called the Cvt 
complex, which was identified as an electron-dense structure localized close to the 
vacuole by electron microscopy (Baba et al., 1997). Atg11 interacts with Atg19 to recruit 
the Cvt complex to the preautophagosomal structure (PAS), which plays a central role in 
autophagosome formation near the vacuole (Shintani et al., 2002; Suzuki and Ohsumi, 
2010). Atg19 further interacts with Atg8, which is localized at the PAS and involved in the 
elongation of autophagosomes, using the Atg8 family-interacting motif (AIM; 412-WEEL-
415) to induce formation of the Cvt vesicle (Noda et al., 2008). Atg8 is conjugated to 
phosphatidylethanolamine (PE) and associates with autophagosomes or the Cvt vesicle 
(Ichimura et al., 2000). This explains why the vesicle selectively surrounds only the cargo. 
After transport to the vacuole, the prApe1 propeptide is removed via a proteinase B-
dependent reaction to generate mature Ape1 (mApe1), and the Ape1 complex 
disassembles back into dodecamers. Atg34, an Atg19 paralog, functions as an additional 
receptor protein for Ams1 but not prApe1 only under starvation conditions (Suzuki et al., 
2010). Although Atg34, similar to Atg19, has the predicted coiled coil (residues 130-157), 
Atg34 is not capable of interacting with prApe1. 

Recently, two cargoes that are selectively delivered to the vacuole have been identified: 
leucine aminopeptidase III (Lap3) (Kageyama et al., 2009) and aspartyl aminopeptidase 
(Ape4) (Yuga et al., 2011). Lap3 is transported to the vacuole for degradation only when it is 
overproduced under nitrogen starvation conditions. Lap3 forms a homohexameric complex 
of ~220 kDa, which further forms an aggregate independently of prApe1. Although this 
transport is partially mediated by Atg19, it remains to be determined whether Lap3 can 
interact with Atg19. Ape4 is the third Cvt cargo, which is similar in primary structure and 
subunit organization to Ape1. Ape4 lacks the N-terminal propeptide that is used by prApe1 
for binding to Atg19. As the Ape4-binding site in Atg19 is located between the prApe1- and 
Ams1-binding sites (residues 204-247), these enzymes are unlikely to compete with each 
other for binding to Atg19. As Atg34 did not interact with Ape4, it might not be involved in 
Ape4 transport. More recently, Suzuki et al. elucidated that selective autophagy 
downregulates Ty1 transposition by eliminating Ty1 virus-like particles (VLPs) from the 
cytoplasm under nutrient-limited conditions (Suzuki et al., 2011). Although Ty1 VLPs are 
not vacuolar enzymes, they are targeted to autophagosomes by an interaction with Atg19. 
The N-terminal domain of Atg19 is specifically required for selective transport of Ty1 VLPs 
to the vacuole, though Atg19 is able to interact with Ty1 Gag without the N-terminal 
domain. Selective autophagy might safeguard genome integrity against excessive insertional 
mutagenesis caused during nutrient starvation by transposable elements in eukaryotic cells. 

2.2 Structural basis for Ams1 recognition by Ag19 and Atg34 

Scott et al. suggested that Ams1 is delivered to the vacuole in an Atg19-dependent manner 
(Scott et al., 2001). Ams1 was found to associate with Atg19, and a defect in the Ape1-Atg19 
complex formation was shown to severely affect the import of Ams1 into the vacuole, 
whereas Ams1 was dispensable for transport of the Ape1-Atg19 complex. This suggests that 
Ams1 might exploit the prApe1 import system to achieve its own effective transport to the 
vacuole and that it is tethered to the Ape1-Atg19 complex through interaction with Atg19. In 
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our recent study, we identified the Ams1 binding domain (ABD) in Atg19 and Atg34 by 
limited proteolysis of full-length Atg19, an in vitro pull-down assay as well as sequence 
alignment (Watanabe et al., 2010). In atg19Δ cells expressing Atg19ΔABD, Ams1 transport to 
the vacuole was inhibited, suggesting that the Atg19 ABD is required for Ams1 transport to 
the vacuole through the Cvt pathway. In such cells, prApe1 transport to the vacuole is the 
normal process. These results indicate that the Atg19 ABD is specifically responsible for the 
transport of Ams1, but not prApe1, to the vacuole through the Cvt pathway. 

The Atg19 and Atg34 ABD structures were determined in solution using NMR spectroscopy 
(Figure 1A and B) (Watanabe et al., 2010). Both ABDs comprise eight β-strands (A-H), of 
which A, B, E, and H form an antiparallel β-sheet; the surface of this sheet faces a second 
antiparallel β-sheet comprising C, D, F, and G, thus forming a typical immunoglobulin-like 
β-sandwich fold. The Atg19 and Atg34 ABD structures are similar to each other with a root 
mean square difference of 2.1 Å for 102 residues (Z-score calculated by the Dalilite program 
(Holm and Park, 2000) is 12.8). There are relatively large structural differences between the 
Atg19 and Atg34 ABDs in the loops located at the bottom of the immunoglobulin fold (the 
loop connecting strands A and B (AB loop), CD, EF, and GH loops). In contrast, the loops 
located at the top of the immunoglobulin fold (the BC, DE, and FG loops) have a similar 
conformation. Furthermore, the residues comprising the top loops, especially those of the 
DE loop, are more strongly conserved between the Atg19 and Atg34 ABDs than those 
comprising the bottom loops (Figure 1). In the DE loop, His-310/296, Glu-311/297, Ile-
314/300, and Lys-315/301 of Atg19/Atg34 are exposed. Among these exposed residues, 
His-310/296 and/or Glu-311/297 of the Atg19/Atg34 ABD are essential for Ams1 
recognition. Further analysis showed that in atg19Δatg34Δ cells expressing Atg19H310A 
(substitution of His-310 with alanine) but not Atg19E311A, transport of Ams1-GFP to the 
vacuole under autophagy-inducing conditions is inhibited. This indicates that the conserved 
His residue in the DE loop of the Atg19 ABD plays a critical role in Ams1 recognition and 
that Ams1 binding of the Atg19 ABD is essential for Ams1 transportation to the vacuole. 
Similar experiments using Atg34 mutants showed that His-296 of Atg34 ABD, which 
corresponds to His-310 of Atg19 ABD, also plays a critical role in Ams1 recognition. 

The ABDs in Atg19 and Atg34 have a β-sandwich fold that is observed in a variety of 
immunoglobulins and immunoglobulin-like domains responsible for recognizing various 
proteins. Because antibodies generally recognize antigens using the hypervariable loops 
from both the VH and VL regions, their manner of antigen binding should differ from that 
of monomeric ABDs with Ams1. Interestingly, however, the ABD-Ams1 interaction 
resembles that observed between camelid antibody fragments and their antigens, as camelid 
antibodies lack a light chain and function as a monomer where hypervariable loops of the 
VH are responsible for antigen binding (Muyldermans, 2001). It also mimics the interaction 
of monobodies (artificially designed proteins that use a fibronectin type III domain as a 
scaffold) and their targets, as monobodies interact with their targets using similar loops in a 
monomeric immunoglobulin fold. Camelid antibody fragments and monobodies interact 
with their target proteins using loops clustered at one side of their immunoglobulin fold; 
these loops are topologically equivalent to the BC, DE, and FG loops of the Atg19 and Atg34 
ABDs, one of which was shown to be crucial for Ams1 recognition as mentioned above. 
Therefore, they might recognize Ams1 using these loops in a similar manner with camelid 
antibodies and monobodies. In order to further elucidate the recognition mechanism of 
Ams1 by the ABD, structural determination of the Ams1-ABD complex by X-ray 
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our recent study, we identified the Ams1 binding domain (ABD) in Atg19 and Atg34 by 
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crystallography is needed. We have already succeeded in overexpressing S. cerevisiae Ams1 
in Pichia pastoris and purifying it on a large scale (Watanabe et al., 2009). Crystallization and 
structural determination of the Ams1-ABD complex are now in progress. 

 
Fig. 1. Solution structures of Atg19 and Atg34 ABDs. (A), (B) Ribbon diagrams of the Atg19 
ABD and Atg34 ABD structures, respectively. Strands are colored light blue and labeled. 
Loop residues conserved between Atg19 and Atg34 are colored red. Left and right are related 
by a 180° rotation along the vertical axis. (C) Sequence alignment between Atg19 and Atg34 
ABDs. Gaps are introduced to maximize the similarity. Conserved or type-conserved 
residues are colored red. Secondary structure elements of the Atg19 and Atg34 ABDs are 
shown above and below the sequence, respectively. 
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3. Receptor proteins required for the selective degradation of organelles by 
autophagy 
Damaged or superfluous organelles, such as mitochondria and peroxisomes, are also 
selectively degraded by autophagy. To date, several receptor proteins which function in 
these selective types of autophagy have been identified. 

3.1 Receptor proteins in mitophagy 

The mitochondrion is an organelle that produces energy through oxidative phosphorylation 
and simultaneously generates reactive oxygen species (ROS), causing oxidative damage to 
mitochondrial DNA, protein and lipids, and often inducing cell death. Therefore, an 
appropriate quality control of mitochondria is important to maintain proper cellular 
homeostasis. Selective degradation of mitochondria via autophagy, known as mitophagy, is 
the primary mechanism for mitochondrial quality control. Two groups independently 
identified Atg32 as a receptor protein for mitophagy in yeast (Kanki et al., 2009; Okamoto et 
al., 2009). Atg32 is a single-pass mitochondrial outer membrane protein, and its N- and C-
terminal domains are oriented towards the cytoplasm and the intermembrane space, 
respectively. Mitochondria-anchored Atg32 binds Atg11 during mitophagy to recruit 
mitochondria to the PAS. When mitophagy is induced, Atg32 is phosphorylated, for which 
Ser-114 and Ser-119 of Atg32 are required. , The phosphorylation of Atg32 is required for 
Atg32-Atg11 interaction and mitophagy (Aoki et al., 2011). By controlling the activity 
and/or localization of the kinase that phosphorylates Atg32, cells may regulate the amount 
of mitochondria or remove damaged or aged mitochondria through mitophagy. Similarly to 
other receptor proteins, Atg32 binds to Atg8 using the AIM sequence, 86-WQAI-89, and this 
binding is required for the efficient sequestration of mitochondria by the autophagosome. 
The Atg32-Atg8 interaction may restrict autophagosome formation to the neighborhood of 
the targeted mitochondrion by gathering surrounding Atg proteins. Although no homolog 
of Atg32 has been identified in mammals, Nix was recently shown to be a mammalian 
mitophagy receptor protein (Novak et al., 2010). Similarly to Atg32, Nix has a 
transmembrane domain in its C terminus that can target the protein to the mitochondrial 
outer membrane and has a functional AIM, 35-WVEL-38, that directly interacts with 
mammalian Atg8 homologs. Thus Nix may fulfill the function of Atg32 in mammals. 

3.2 Receptor protein in pexophagy 

Peroxisomes have diverse functions, including the decomposition of hydrogen peroxide 
and the oxidation of fatty acids. The specific degradation of peroxisomes by autophagy, 
pexophagy, is conserved from yeast to humans and is triggered physiologically to allow 
cells to clear an excess of peroxisomes. The study of methylotrophic yeasts, particularly P. 
pastoris and Hansenula polymorpha, has led to the current understanding of the molecular 
mechanism governing pexophagy. Farre et al. identified Atg30 as a receptor protein for 
pexophagy in P. pastoris (Farre et al., 2008). PpAtg30 interacts with peroxisomes via two 
peroxisomal membrane proteins, Pex3 and Pex14, and with autophagy machinery via 
PpAtg11 and PpAtg17, which organize the PAS. Several residues on PpAtg30 are 
phosphorylated under pexophagy conditions and, similarly to Atg32, such 
phosphorylation, especially that of Ser-112, is required for PpAtg11 interaction. The 
isolation membrane then expands and surrounds the PpAtg30-localizing peroxisomes, in 
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order to selectively degrade surplus peroxisomes. Unlike other receptor proteins, PpAtg30 
has no AIMs, so that PpAtg30 is unable to interact directly with PpAtg8. It is important to 
understand how the isolation membrane expands around the peroxisome surface while 
excluding cytosolic contents, and this is speculated to involve the interaction of PpAtg30 
with an unidentified protein in the isolation membrane, or the interaction of PpAtg8 with 
another protein on the peroxisome surface. 

4. Receptor protein for selective autophagy in C. elegans 
Germ granules are restricted to the germ cells of many higher eukaryotes and are believed 
to carry germ cell determinants (Strome and Lehmann, 2007). Germ granules in 
Caenorhabditis elegans, also known as P granules, are maternally contributed and dispersed 
throughout the cytoplasm of a newly fertilized embryo. During C. elegans embryogenesis, 
some P granules are left in the cytoplasm destined for the somatic daughter cell and these P 
granules are quickly disassembled and/or degraded (Hird et al., 1996). Recently, Zhang et 
al. provided evidence that the P granule components PGL-1 and PGL-3 that remain in the 
cytoplasm destined for somatic daughters are selectively removed by autophagy through 
the receptor protein SEPA-1 (Zhang et al., 2009). In autophagy-deficient somatic cells, PGL-1 
and PGL-3 extensively accumulate in the P granules, and SEPA-1 mediates the accumulation 
of these P granules into aggregates, termed PGL granules, through its self-oligomerization 
and direct interaction with PGL-3. SEPA-1 can also directly interact with LGG-1, an Atg8 
homolog. Thus, PGL granules associated with SEPA-1 could be incorporated into 
autophagosomes through the interaction of SEPA-1 with LGG-1. Because the expression of 
SEPA-1 is restricted to somatic cells, the selective exclusion of P granules is ensured only in 
these cells. An in vitro pull-down assay showed that the SEPA-1 fragment containing amino 
acids 39 to 160 is required for both self-oligomerization and interaction with PGL-3 and that 
the SEPA-1 fragment containing amino acids 289 to 575 is required for interaction with 
LGG-1. The SEPA-1 fragment that interacts with LGG-1 contains a canonical AIM sequence, 
469-YQEL-472 (Noda et al., 2010). Thus, the YQEL sequence in SEPA-1 is a potential 
candidate for a functional AIM. 

5. Recognition of ubiquitinated cargoes by p62 and NBR1 
Autophagic degradation of ubiquitinated protein aggregates is important for cell survival. 
Defects in autophagy cause the accumulation of ubiquitin-positive protein inclusions, 
leading to severe liver injury (Komatsu et al., 2005) and neurodegeneration (Hara et al., 
2006; Komatsu et al., 2006). The polyubiquitin-binding protein p62, also called sequestosome 
1 (SQSTM1), is a common component of protein aggregates found in both the brain and the 
liver of patients suffering from protein aggregation diseases. These include Lewy bodies in 
Parkinson’s disease, neurofibrillary tangles in Alzheimer’s disease, and huntingtin 
aggregates (Kuusisto et al., 2001, 2002; Nagaoka et al., 2004; Zatloukal et al., 2002). In the 
liver, Mallory bodies, hyaline bodies in hepatocellular carcinoma, and α1 antitrypsin 
aggregate contain p62 (Zatloukal et al., 2002); all of these aggregates contain 
polyubiquitinated proteins. p62 interacts with ubiquitin via its C-terminal UBA domain 
(Vadlamudi et al., 1996) and self-assembles via its N-terminal PB1 domain (Ponting et al., 
2002), thereby forming large aggregates containing ubiquitinated proteins. p62 further 
interacts with LC3, a mammalian homolog of Atg8, via the LC3 interacting region (LIR; 
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residues 321-342), so that ubiquitinated protein aggregates containing p62 are selectively 
degraded by autophagy (Bjorkoy et al., 2005; Komatsu et al., 2007; Pankiv et al., 2007). 
Therefore, it is implied that p62 functions as a receptor protein for ubiquitinated proteins to 
be degraded in lysosomes. It is also hypothesized that p62 functions as a receptor for 
organelles such as peroxisomes and mitochondria (Kim et al., 2008; Kirkin et al., 2009), and 
for intracellular bacteria (Dupont et al., 2009; Yoshikawa et al., 2009; Zheng et al., 2009). 
Recently, neighbor of BRCA1 gene 1 (NBR1) has been identified as another autophagy 
receptor (Kirkin et al., 2009). The structure of NBR1 is similar to that of p62, and NBR1 can 
bind both LC3 via the LIR and ubiquitinated proteins via the UBA domain. Like p62, NBR1 
is sequestered into the autophagosome via LC3-interaction and/or p62-interaction and 
markedly accumulates in autophagy-deficient tissues. 

To clarify the molecular mechanism of ubiquitinated cargo recognition by p62 and NBR1, 
it is necessary to elucidate which proteins conjugated with either K48-linked or K63-
linked polyubiquitin chains are targeted to the autophagy/lysosomal degradation 
pathway. Classically, proteins conjugated with K48-linked polyubiquitin chains are 
recognized as the proteolytic substrate by the UBD-containing proteasomal receptors. 
Recently, K63-linked chains have been implicated in proteolytic degradation of misfolded 
and aggregated proteins (Olzmann et al., 2007; Tan et al., 2008; Wooten et al., 2008). Given 
the reported preference of the known ubiquitin-binding autophagy receptors for K63-
linked ubiquitin chains, cargoes conjugated with K63-linked ubiquitin chains may be 
preferentially targeted to the autophagy/lysosomal degradation pathway. However, p62 
has been shown to compete for ubiquitinated cargo with the classical proteasomal 
receptors. Accumulation of p62 resulting from inhibition of autophagy compromised 
degradation of proteasomal substrates, most likely due to the excessive interaction 
between p62 and substrates conjugated with K48-linked polyubiquitin chains (Korolchuk 
et al., 2009). It remains to be clarified how p62 distinguishes between K48-linked and K63-
linked polyubiquitin chains. 

To date, several structural studies have been performed on p62. Isogai et al. determined the 
crystal structure of the UBA domain of mouse p62 and the solution structure of its 
ubiquitin-bound form (Isogai et al., 2011). In crystals, the p62 UBA domain adopts a dimeric 
structure, which is distinct from that of other UBA domains. In solution, the domain exists 
in equilibrium between the dimer and monomer forms, and ubiquitin-binding shifts the 
equilibrium toward the monomer to form a 1:1 complex between the UBA domain and 
ubiquitin. The extreme C-terminal end of the p62 UBA domain is responsible for 
dimerization of the domain. Mutations that inhibit dimerization of the p62 UBA domain 
increase the affinity of p62 for ubiquitin. These results suggest an autoinhibitory mechanism 
in the p62 UBA domain to avoid self-degradation by the ubiquitin-proteasomal system. The 
interaction between the p62 LIR and LC3 is structurally and functionally well characterized 
(Ichimura et al., 2008; Noda et al., 2008). In the structure of the p62 LIR in complex with LC3, 
the tryptophan and leucine residues in the p62 LIR, DDDWTHL, interact with two 
hydrophobic pockets, the W-site and the L-site, where tryptophan and leucine residues 
respectively interact (Noda et al., 2010) on the surface of LC3. In agreement with the 
structure of the p62 LIR in complex with LC3, the tryptophan and leucine residues are 
involved in the turnover of p62 via autophagy. Recently, the structure of the NBR1 LIR in 
complex with GABARAP, a LC3 paralog, has also been determined (Rozenknop et al., 2011). 
Similar to the interaction between p62 LIR and LC3, the tyrosine and the third isoleucine 
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residues in the NBR1 LIR, EDYIII, interact with GABARAP in a manner typical of the 
interaction of AIM with Atg8 homologs. 

6. Receptor proteins required for the restriction of infectious bacterial growth 
by autophagy 
Autophagy also serves as a cell-autonomous effector mechanism of innate immunity in the 
cytosol. It does this through restricting bacterial proliferation by separating bacteria from 
the nutrient-rich cytosol and delivering them into bactericidal autolysosomes. Several 
examples showing that these types of autophagy are mediated by cytosolic bacteria-
recognizing receptor proteins have been recently reported. In Drosophila melanogaster, PGRP-
LE, a receptor protein for bacterial peptidoglycans, induces autophagy of wild-type but not 
listeriolysin-deficient Listeria monocytogenes, suggesting that this pathway specifically selects 
cytosolic bacteria for autophagy (Yano et al., 2008). However, it is unknown how PGRP-LE 
induces the autophagic degradation of L. monocytogenes and whether PGRP-LE binds the D. 
melanogaster Atg8 orthologs. 

Salmonella enterica Typhimurium (S. Typhimurium) typically occupies a membrane bound 
compartment, the Salmonella-containing vacuole (SCV), in host cells. In mammalian cells, 
S. Typhimurium and other bacteria enter the cytosol and are released from SCVs, then 
become coated with a dense layer of ubiquitin (Perrin et al., 2004) and are delivered to 
lysosomes via autophagy (Birmingham et al., 2006). It was reported that p62 functions as a 
receptor protein for delivering such ubiquitin-coated bacteria into autophagosomes 
(Dupont et al., 2009; Zheng et al., 2009). In addition to p62, two other receptor proteins 
were identified, NDP52 (Thurston et al., 2009) and Optineurin (Wild et al., 2011), both of 
which recognize ubiquitin-coated bacteria. NDP52 is recruited by ubiquitin-coated S. 
Typhimurium and binds both ubiquitin via a zinc-finger domain (residues 420-446) and 
LC3. Although NDP52 interacts with LC3, it has not been clarified whether NDP52 has an 
AIM. NDP52 also coordinates a signaling complex including Tank-binding kinase (TBK1), 
Sintbad and Nap1. In vitro binding studies revealed that a SKICH domain (residues 1-127) 
in NDP52 is required for direct Nap1 binding. Thereby, NDP52 recruits TBK1 to 
ubiquitin-coated S. Typhimurium. The ability of NDP52 to serve as an adaptor for TBK1 
also seems to be critical in the cell-autonomous response, but it remains to be determined 
what role TBK1 plays in association with NDP52. OPTN is another autophagy receptor 
protein that binds and co-localizes with LC3 via an AIM (178-FVEI-181) and ubiquitin via 
its ubiquitin binding in ABIN and NEMO (UBAN) domains. The N-terminal region of 
OPTN (residues 1-127) also interacts with TBK1 (Morton et al., 2008). When TBK1 is 
recruited into S. Typhimurium via OPTN, it becomes activated and phosphorylates OPTN 
at Ser-177, one residue N-terminal to the OPTN AIM. The phosphorylation of Ser-177 
increases the affinity between OPTN and LC3, which is consistent with the previous 
review showing that acidic residues are preferred at the N-terminal side of the AIM for 
higher affinity with Atg8 homologs (Noda et al., 2010). Although p62, NDP52 and OPTN 
target the same bacteria, NDP52 and OPTN localize to microdomains on the surface of 
ubiquitinated bacteria where p62 does not co-localize (Cemma et al., 2011; Wild et al., 
2011). Because these autophagy receptors have their respective ubiquitin-binding 
domains, the distinct specificities for different ubiquitin chains may result in partitioning 
of the receptors to different subdomains on the bacterium. However, it is still unknown 
which type of ubiquitin chains are conjugated to the bacterial surface components. 
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7. Concluding remarks 
Autophagy receptor proteins have two main functions: recognizing autophagic cargoes, and 
interacting with Atg8 homologs. Because of these functions, autophagy receptor proteins 
can tether autophagic cargoes to the isolation membrane (e.g., Atg19; Figure 2) so that the 
cargoes are selectively and efficiently engulfed by an autophagosome and transported into 
the vacuole/lysosome. Although the mechanism of direct interaction with Atg8 homologs  
 

 
Fig. 2. Atg19 tethers autophagic cargoes to the isolation membrane. Atg19 interacts with 
prApe1 and Ams1 via the coiled coil domain and ABD, respectively. Atg19 also interacts 
with Atg8, which is conjugated to phosphatidylethanolamine (PE) and associates with the 
isolation membrane, via the AIM. Therefore, autophagic cargoes are tethered to the 
isolation membrane. 

via the AIM is common among most autophagy receptor proteins, the recognition 
mechanisms of autophagic cargoes by autophagy receptor proteins are too divergent to be 
elucidated. We reported that Atg19 and Atg34 ABDs, similarly to the camelid antibody and 
monobody, recognize Ams1, an autophagic cargo, using the loops clustered at one side of 
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their immunoglobulin fold. Recent proteomics analysis has identified proteins that are 
selectively degraded by autophagy (Onodera and Ohsumi, 2004). Although the recognition 
mechanism of these target proteins by autophagy has not been established, autophagy-
specific receptor proteins possessing an ABD-like fold might be responsible. Identification 
and structural analysis of other autophagy receptor proteins are required for further 
clarification of the molecular mechanism of specific cargo recognition during autophagy. 
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1. Introduction 
Cell and tissue homeostasis is essential for normal development of an organism. When this 
is altered, metabolic dysfunctions and disease are prone to occur. Therefore, the 
maintenance of an appropriate balance in the activation / inhibition of the different 
metabolic pathways and cell signaling systems is simply vital.  

Many lipids, including simple sphingolipids, are known to regulate cell activation and 
metabolism (Gomez-Munoz et al., 1992; Gomez-Munoz, 1998; Gomez-Munoz, 2004; Gomez-
Munoz, 2006; Hannun & Obeid, 2008; Chen et al., 2011; Hannun & Obeid, 2011) . Some of 
them, including sphingosine, ceramides and their phosphorylated forms, sphingosine 1-
phosphate (S1P) and ceramide 1-phosphate (C1P) have been described as crucial regulators 
of key processes that are essential for normal development, and have also been involved in 
the establishment and progression of different diseases (Gangoiti et al., 2008a; Arana et al., 
2010). In particular, ceramides can induce cell growth arrest and cause apoptosis, when they 
are generated (Hannun et al., 1986; Kolesnick, 1987; Kolesnick & Hemer, 1990; Merrill & 
Jones, 1990; Merrill, 1991; Hannun, 1994; Kolesnick & Golde, 1994; Hannun & Obeid, 1995; 
Hannun, 1996; Spiegel & Merrill, 1996; Merrill et al., 1997; Kolesnick et al., 2000; Hannun & 
Obeid, 2002; Merrill, 2002). Nonetheless, although in general, ceramides are negative signals 
for cell survival, in neurons they can induce cell growth (Goodman & Mattson, 1996; Ping & 
Barrett, 1998; Brann et al., 1999; Song & Posse de Chaves, 2003; Plummer et al., 2005). Also, 
ceramides play important roles in the regulation of cell differentiation, inflammation, tumor 
development (Okazaki et al., 1990; Mathias et al., 1991; Dressler et al., 1992; Hannun, 1994; 
Kolesnick & Golde, 1994; Hannun & Obeid, 1995; Gomez-Munoz, 1998; Menaldino et al., 
2003), bacterial and viral infections, and ischemia-reperfusion injury(Gulbins & Kolesnick, 
2003). More recently, ceramides have been associated with insulin resistance through 
activation of protein phosphatase 2A and the subsequent dephosphorylation and 
inactivation of protein kinase B (PKB) (Schmitz-Peiffer, 2002; Adams et al., 2004; Stratford et 
al., 2004), and toll-like receptor 4 (TLR4)-dependent induction of inflammatory cytokines, a 
fact essential for TLR4-dependent insulin resistance (Holland et al., 2011).  

Concerning ceramide generation, there are three different mechanisms by which these 
molecules can be synthesized in cells. Ceramides can be generated by i) de novo synthesis, 
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which takes place in the endoplasmic reticulum (ER), ii) by the action of different 
sphingomyelinases (SMases) in the plasma membrane, lysosomes, or mitochondria, and iii) 
by reacylation of sphingosine, a pathway known as the salvage or recycled pathway 
(Hannun & Obeid, 2011). The biosynthetic and degradative pathways of ceramide are 
shown in figure 1, where further products of ceramide metabolism are also indicated. 

Natural ceramides tipically have long N-acyl chains ranging from 16 to 26 carbons in length 
(Merrill, 2002; Pettus et al., 2003a; Merrill et al., 2005), and some times longer in tissues such 
as skin. Many studies have used a short-chain analog (N-acetylsphingosine, or C2-ceramide) 
in experiments with cells in culture because it can be incorporated into cells more easily and 
rapidly than long-chain ceramides. Of note, although C2-ceramide was suggested not to 
occur in vivo, recent studies demonstrated that C2-ceramide does exist in mammalian 
tissues. In particular, C2-ceramide was found in rat liver cells (Merrill et al., 2001; Van 
Overloop et al., 2007), and brain tissue (Van Overloop et al., 2007). Ceramide generation is 
also relevant because this sphingolipid is the precursor of important bioactive molecules 
that can also regulate cellular functions. For instance, stimulation of ceramidases results in 
generation of sphingosine (Fig. 1), which was first described as a physiological inhibitor of 
protein kinase C (PKC) (Hannun et al., 1986). There are numerous reports in the scientific 
literature showing that PKC is inhibited by exogenous addition of sphingosine to cells in 
culture. Moreover, Merrill and co-workers demonstrated that addition of the ceramide 
synthase inhibitor fumonisin B1 to J774.A1 macrophages to increase the levels of 
endogenous sphingoid bases, also inhibited protein kinase C (Smith et al., 1997). Further 
work showed that sphingosine can affect the activity of other important enzymes that are 
involved in the regulation of metabolic or cell signaling pathways such as the Mg2+ 
dependent form of phosphatidate phosphohydrolase (Jamal et al., 1991; Gomez-Munoz et 
al., 1992), phospholipase D (PLD) (Natarajan et al., 1994), or diacylglycerol kinase (DAGK) 
(Sakane et al., 1989; Yamada et al., 1993). Sphingosine, in turn, can be phosphorylated by 
the action of sphingosine kinases to generate S1P, which is a potent mitogenic agent and 
can also inhibit apoptosis in many cell types (Olivera & Spiegel, 1993; Wu et al., 1995; 
Spiegel et al., 1996; Spiegel & Merrill, 1996; Spiegel & Milstien, 2002; Spiegel & Milstien, 
2003). More recently, we demonstrated that S1P stimulates cortisol (Rabano et al., 2003) 
and aldosterone secretion (Brizuela et al., 2006) in cells of the zona fasciculata or zona 
glomerulosa, respectively, of bovine adrenal glands, suggesting that S1P plays an 
important role in the regulation of steroidogenesis. 

A major metabolite of ceramide in cells is ceramide-1-phosphate (C1P), which is formed 
directly through phosphorylation of ceramide by the action of ceramide kinase (CerK) (Fig. 
1). There is increasing evidence suggesting that C1P can regulate cell proliferation and 
apoptosis (Reviewed in (Gomez-Munoz, 1998; Gomez-Munoz, 2004)), and Chalfant and co-
workers have implicated C1P in inflammatory responses (Reviewed in (Chalfant & Spiegel, 
2005; Lamour & Chalfant, 2005)). In addition, Shayman’s group demonstrated that C1P 
plays a key role in phagocytosis (Hinkovska-Galcheva & Shayman; Hinkovska-Galcheva et 
al., 1998; Hinkovska-Galcheva et al., 2005). 

The aim of the present chapter is to review and update recent progress on the regulation of 
cell survival and inflammation by C1P. 
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Fig. 1. Biosynthesis of simple sphingolipids in mammalian cells. Ceramide is the central 
core of sphingolipid metabolism. It can be produced by de novo synthesis through the 
concerted action of serine palmitoyltransferase and dihydroceramide synthase or by 
degradation of sphingomyelin (SM) through sphingomyelinase (SMase) activation. 
Ceramides can also be generated through metabolism of more complex sphingolipids. 
Phosphorylation of ceramide by ceramide kinase gives rise to ceramide-1-phosphate. The 
reverse reaction is catalyzed by ceramide-1-phosphate phosphatase, or by lipid phosphate 
phosphatases. Alternatively, ceramide can be degraded by ceramidases to form 
sphingosine, which can, in turn, be phosphorylated to sphingosine-1-phosphate by 
sphingosine kinases. The reverse reaction is catalyzed by sphingosine-1-phosphate 
phosphatases, or by lipid phosphate phosphatases. Sphingosine-1-phosphate lyase breaks 
down Sphingosine-1-phosphate to hexadecenal and ethanolamine phosphate, both of 
which can be recycled back to generate phosphatidylethanolamine. Sphingomyelin N-
deacylase generates sphingosylphosphorylcholine, also known as lysosphingomyelin.  
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2. Biosynthesis of ceramide 1-phosphate. The essential role of ceramide 
kinase 
At present, the only enzyme known to produce C1P in mammalian cells is ceramide kinase 
(CerK). This enzyme was first observed in brain synaptic vesicles (Bajjalieh et al., 1989), and 
was later found in human leukemia HL-60 cells (Kolesnick & Hemer, 1990). Cerk was first 
reported to be confined to the microsomal membrane fraction, but more recent studies 
indicate that it is mainly located in the cytosol (Mitsutake et al., 2004). These contradictory 
observations may arise from the different degrees of enzyme expression in different cell 
types, and it may also be possible that subcellular localization of this enzyme varies 
depending on cell metabolism. In this connection, Van Veldhoven and co-workers found 
that tagged forms of human CerK (FLAG-HsCerK and EGFP-HsCerK fusions), upon 
expression in Chinese Hamster Ovary (CHO) cells, were mainly localized to the plasma 
membrane, whereas no evidence for association with the ER was observed (Van Overloop et 
al., 2006). These findings are in agreement with those of Boath et al. (Boath et al., 2008) who 
showed that ceramides are not phosphorylated at the ER but must be transported to the 
Golgi apparatus for phosphorylation by CerK. When C1P is synthesized, it traffics from the 
Golgi network along the secretory pathway to the plasma membrane, where it can be back-
exchanged into the extracellular environment and then bind to acceptor proteins such as 
albumin or lipoproteins (Boath et al., 2008). These observations are consistent with 
published work by Chalfant’s group (Lamour et al., 2007), and it was demonstrated that 
CerK utilizes ceramide transported to the trans-Golgi apparatus by ceramide transport 
protein (CERT). In fact, downregulation of CERT by RNA interference resulted in strong 
inhibition of newly synthesized C1P, suggesting that CERT plays a critical role in C1P 
formation. However, Boat et al (Boath et al., 2008) reported that the transport of ceramides 
to the vicinity of CerK is not dependent upon CERT intervention. The reason for such 
discrepancy is unknown at the present time, but it is possible that the different experimental 
approaches used in those studies rendered different results. Specifically, whilst Lamour and 
co-workers used siRNA technology to inhibit CERT (Lamour et al., 2007), Boath and co-
workers utilized pharmacological inhibitors (Boath et al., 2008). Also, it might be possible 
that different cell types may have different subcellular distribution of CerK, and / or that 
expression of this enzyme activity is not the same in all cell types.  

With regards to the regulation of CerK, its ability to move intracellularly from one 
compartment to another and the dependency on cations (mainly Ca2+ ions) for activity seem 
to be well established. More recently, CerK has been proposed to be regulated by 
phosphorylation/dephosphorylation processes (Baumruker et al., 2005), and that it can be 
myristoylated at its N-terminus, a feature that is related to targeting proteins to membranes. 
Nonetheless, cleavage of the myristoylated moiety did not affect the intracellular 
localization of the enzyme. In addition, both CerK location and activity seem to require the 
integrity of its PH domain, which actually includes the myristoylation site, as deletion of 
this domain abolishes both the specific subcellular localization of the enzyme, as well as its 
activity (Baumruker et al., 2005). 

Although CerK is thought to be the only enzyme for production of C1P, it was reported that 
bone marrow-derived macrophages (BMDM) from CerK-null mice (CerK-/-) still had 
significant levels of C1P (Boath et al., 2008). This observation suggests that there are other 
metabolic pathways, at least in mammals, capable of generating C1P independently of CerK. 
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Specifically, formation of C16-C1P, which is a major species of C1P in cells, was not 
abolished in CerK-/- BMDM. Two alternative pathways for generation of C1P in cells might 
be: i) acylation of S1P by a putative acyl transferase that would catalyze the formation of a 
N-linked fatty acid in the S1P moiety to form C1P, and ii) cleavage of sphingomyelin (SM) 
by the action of a D-type SMase (SMase D), which would generate choline and C1P in an 
analogous manner to that of phospholipase D acting on phosphatidylcholine to produce 
choline and phosphatidic acid (PA). However, work from our own lab (Gomez-Munoz et al., 
1995a) and that of others (Boath et al., 2008) demonstrated that acylation of S1P to form C1P 
does not occur in mammalian cells. Also, formation of C1P by the action of a putative SMase 
D has not yet been reported for mammalian cells. SMase D is a major component of the 
venom of a variety of arthropods including spiders of the gender Loxosceles (the brown 
recluse spider), such as L. reclusa. SMase D is also present in the toxins of some bacteria 
including Corynebacterium pseudotuberculosis, or Vibrio damsela (Truett & King, 1993). The 
bites of this spider result in strong inflammatory responses and may lead to renal failure, 
and occasionally lead to death (Lee & Lynch, 2005). Although we found no evidence for an 
analogous activity of SMase D in rat fibroblasts (Gomez-Munoz et al., 1995a), this possibility 
should be explored in more detail using different types of cells; so it is possible that SMase 
D may still be the cause for C1P generation in selective tissues.  

Concerning regulation, mammalian CerK was demonstrated to be highly dependent on Ca2+ 
ions for activity (Van Overloop et al., 2006). More recently, it has been shown that treatment 
of human lung adenocarcinoma A549 cells and Chinese hamster ovary cells (CHO) with 
orthovanadate, a potent inhibitor of tyrosine phosphatases, increased CerK expression 
potently (Tada et al., 2010), suggesting a possible regulation of CerK by 
phosphorylation/dephosphorylation processes on tyrosine residues. Also, it has been 
suggested that CerK expression can be regulated through activation of Toll-like receptor 4 
(TLR-4) by agonists such as the bacterial toxin lipopolysaccharide (Rovina et al., 2010). 

The cloning of CerK (Sugiura et al., 2002) opened a new avenue of research that led to 
determination of important structural properties of this enzyme. The protein sequence has 
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important biologic effects, as previously demonstrated (i.e. stimulation of cell proliferation 
(Gomez-Munoz et al., 1995a)). These observations suggested that substrate presentation is 
an important factor when testing CerK activity and that the use of different vehicles may 
result in different outcomes. Also, it should be borne in mind that CerK expression may not 
be the same in all cell types. The importance of CERK in cell signaling was emphasized in 
experiments using specific small interfering RNA (siRNA) to silence the gene encoding for 
CerK. Downregulation of CerK blocked the response of the enzyme to treatment with ATP, 
the calcium ionophore A23187, or interleukin 1-betta (Pettus et al., 2003b; Chalfant & 
Spiegel, 2005), and led to a potent inhibition of arachidonic acid release and PGE2 formation 
in A549 lung adenocarcinoma cells. The relevance of CerK in cell biology was also 
highlighted in studies using CerK null mice; specifically, a potent reduction in the amount 
of neutrophils in the blood and spleen of these animals compared to their wild type 
counterparts was observed, whereas de amount of leukocytes, other than neutrophils, was 
increased in those mice. These observations suggested an important role of CerK in 
neutrophil biology (Graf et al., 2008). In addition to CerK, a ceramide kinase-like (CERKL) 
protein was identified in human retina (Tuson et al., 2004), and this was subsequently 
cloned (Bornancin et al., 2005). However, CERKL failed to phosphorylate ceramide or other 
related lipids, under conditions commonly used to measure CERK activity. Therefore, the 
role of this protein in cell biology is unclear at the present time. 

CerK has also been reported to exist in dicotyledonous plants, where it was associated to the 
regulation of cell survival (Bi et al., 2011). Also, it has been recently found that a conserved 
cystein motif is critical for rice CerK activity and function (Bi et al., 2011). However, no 
reports on the possible existence of Cerk in monocot plants are available at the present time.  

3. Catabolism of ceramide 1-phosphate 
From the above discussion, it should be apparent that C1P is a bioactive metabolite, capable 
of altering cell metabolism rapidly and potently. So, the existence of enzymes capable of 
degrading C1P seemed to be feasible for regulation of C1P levels. The identification of a 
specific C1P phosphatase in rat brain (Shinghal et al., 1993), and hepatocytes (Boudker & 
Futerman, 1993), together with the existence of CerK suggested that ceramide and C1P are 
interconvertible in cells. C1P phosphatase is enriched in brain synaptosomes and liver 
plasma membrane fractions, and appeared to be distinct from PA phosphohydrolase, the 
phosphatase that hydrolyzes PA. Nonetheless, C1P can also be converted to ceramide by the 
action of a PA phosphohydrolase that is specifically located in the plasma membrane of cells 
(Waggoner et al., 1996). The latter enzyme belongs to a family of at least three mammalian 
lipid phosphate phosphatases (LPPs) (Brindley & Waggoner, 1998). LPPs have recently been 
shown to regulate cell survival by controlling the levels of intracellular PA and S1P pools 
(Long et al., 2005), and also to regulate leukocyte infiltration and airway inflammation 
(Zhao et al., 2005). Dephosphorylation of C1P might be a way of terminating its regulatory 
effects, although the resulting formation of ceramide could potentially be detrimental for 
cells. Controlling the levels of ceramide and C1P by the coordinated action of CERK and 
C1P phosphatases, may be of crucial importance for the metabolic or signaling pathways 
that are regulated by these two sphingolipids. It could be speculated that another possibility 
for degradation of C1P might be its deacylation to S1P, which could then be cleaved by lyase 
activity to render a fatty aldehyde and ethanolamine phosphate (Merrill & Jones, 1990), or to 
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sphingosine by the action of S1P phosphatases (Fig. 1). However, no C1P deacylases or 
lyases have so far been identified in mammalian tissues, suggesting that the only pathway 
for degradation of C1P in mammals is through phosphatase activity. 

4. Ceramide 1-phosphate and the control of cell growth and death 
The first report showing that C1P was biologically active was published in 1995 (Gomez-
Munoz et al., 1995a). C1P was found to have mitogenic properties as it stimulated DNA 
synthesis and cell division in rat or mouse fibroblasts (Gomez-Munoz et al., 1995a; Gomez-
Munoz et al., 1997). Subsequent studies using primary macrophages, demonstrated that like 
for most growth factors, the mechanisms whereby C1P exerted its mitogenic effects 
implicated stimulation of the mitogen-activated protein kinase kinase 
(MEK)/Extracellularly regulated kinases 1-2 (ERK1-2), phosphatidylinositol 3-kinase (PI3-
K)/protein kinase B (PKB, also known as Akt), and c-Jun terminal kinase (JNK) pathways 
(Gangoiti et al., 2008b). In addition, C1P caused stimulation of the DNA binding activity of 
the transcription factor NF-κB, and the selective inhibitors of MEK, PI3-K, and JNK 
(PD98059, LY290042, and SP600125), respectively) completely blocked NF-κB activation. 
Another major target of PKB is glycogen synthase kinase-3β (GSK-3 β), which expression 
was increased in the presence of C1P. This led to up-regulation of cyclin D1, and c-Myc, two 
important markers of cell proliferation that are targets of GSK-3β.  

In addition, we found that C1P-stimulated macrophage proliferation, involved activation of 
sphingomyelin synthase (SMS), an enzyme that catalyzes the transfer of phosphocholine 
from phosphatidylcholine (PC) to ceramide to synthesize sphingomyelin (SM). The other 
by-product of this reaction is diacylglycerol (DAG), which is a well-established activator of 
protein kinase C (PKC). Conventional and novel PKC isoforms respond to DAG by 
translocating to the plasma membrane so that these enzymes can then express their activity 
and act on signaling events. In this connection, C1P stimulated the translocation and 
activation of the alpha isoform of PKC (PKC-α) in macrophages, and this resulted to be 
essential for stimulation of cell growth by C1P (Gangoiti et al., 2010c). 

In a more recent report, it has been demonstrated that another essential kinase involved in 
the regulation of cell proliferation by C1P is the mammalian target of rapamycin (mTOR) 
(Gangoiti et al., 2010a). Activation of this kinase was tested my measuring the 
phosphorylation state of its downstream target p70S6K after treatment with C1P. Activation 
of mTOR/ p70S6K was dependent upon prior activation of PI3-K, as selective inhibition of 
this kinase blocked mTOR phosphorylation and activation. In addition, C1P caused 
phosphorylation of PRAS40, a component of the mTOR complex 1 (mTORC1) that is absent 
in mTORC2, and inhibition of the small G protein Ras homolog enriched in brain (Rheb), 
which is also a specific component of mTORC1, completely blocked C1P-stimulated mTOR 
phosphorylation, DNA synthesis and macrophage growth. C1P also caused 
phosphorylation of another Ras homolog gene family member, RhoA, and inhibition of its 
downstream effector RhoA-associated kinase (ROCK) also blocked C1P-stimulated mTOR 
and cell proliferation. It was concluded that mTORC1, and RhoA/ROCK are essential 
components of the mechanism whereby C1P stimulates macrophage proliferation. However, 
phospholipase D (PLD), and cAMP are not involved in the mitogenic effect of C1P (Gomez-
Munoz et al., 1995a; Gomez-Munoz et al., 1997). Concerning intracellular calcium levels, which 
have also been implicated in the regulation of cell proliferation, the situation is controversial. 
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Although short-chain C1Ps failed to induce Ca2+ mobilization in fibroblasts (Gomez-Munoz et 
al., 1995a; Gomez-Munoz et al., 1997) or neutrophils (Rile et al., 2003), and natural C16-C1P did 
not alter intracellular Ca2+ concentrations in A549 cells (Pettus et al., 2004), C2-C1P- or C8-C1P, 
caused intracellular Ca2+ mobilization in calf pulmonary artery endothelial (CAPE) cells 
(Gijsbers et al., 1999), thyroid FRTL-5 (Hogback et al., 2003), or Jurkat T-cells (Colina et al., 
2005), suggesting that regulation of Ca2+ homeostasis may be cell type specific. 

Finally, it should be pointed out that C1P has been recently shown to be a key mediator in 
the development and survival of retina photoreceptors, and to also play a critical role in 
photoreceptor differentiation (Miranda et al., 2011)  

Apart from its mitogenic effect, another mechanism by which C1P controls cell homeostasis 
is by prevention of apoptosis (reviewed in (Gangoiti et al., 2010b)). We previously 
demonstrated that natural C1P blocked apoptosis in bone marrow-derived macrophages 
(Gomez-Munoz et al., 2004; Gomez-Munoz et al., 2005), and this was confirmed by Mitra 
and co-workers (Mitra et al., 2007) who found that down-regulation of CerK in mammalian 
cells reduced growth, and promoted apoptosis. Also, downregulation of CerK blocked 
epithelial growth factor-induced cell proliferation. However, in contrast to these 
observations, it was reported that addition of the cell-permeable C2-ceramide to cells 
overexpressing CerK led to C2-C1P formation and stimulation of apoptosis (Graf et al., 
2007). This controversy can be explained by the fact that overexpression of CerK would 
substantially increase the intracellular levels of C1P, especially when cells are supplied with 
high concentrations of exogenous cell permeable C2-ceramide; this action would cause 
overproduction of C2-C1P inside the cells, which is toxic at high concentrations (Gomez-
Munoz et al., 1995a; Gomez-Munoz et al., 2004). 

When cells become apoptotic, their metabolism undergoes important changes from early 
stages. For example, apoptotic bone marrow-derived macrophages express high acid 
sphingomyelinase (A-SMase) activity and show high levels of ceramides compared to non-
apoptotic cells (Gomez-Munoz et al., 2003; Hundal et al., 2003). Of interest, inhibition of A-
SMase activation resulted to be one of the mechanisms by which C1P blocks apoptosis 
(Gomez-Munoz et al., 2004). C1P also blocked the activity of A-SMase in cell-free systems (in 
vitro), suggesting that inhibition of this enzyme takes place by direct physical interaction of 
C1P with the enzyme.  

Recent work by our group (Granado et al., 2009a) showed that ceramide levels are also 
increased in alveolar NR8383 macrophages when they become apoptotic. However, A-
SMase activity was only slightly enhanced in these cells under apoptotic conditions. This 
suggested the intervention of a different pathway for ceramide generation in these cells. In 
subsequent work we demonstrated that the mechanism whereby ceramide levels increased 
in apoptotic alveolar macrophages involved activation of serine palmitoyltransferase (SPT), 
the key regulatory enzyme of the de novo pathway of ceramide synthesis. Like for A-SMase, 
inhibition of SPT activation by treatment with C1P prevented the alveolar macrophages 
from entering apoptosis. These findings led to conclude that C1P promotes macrophage 
survival by blocking ceramide accumulation, and action that can be brought about through 
inhibition of either A-SMase activity, or SPT, depending on cell type. 

The prosurvival effect of C1P was highlighted by the demonstration that intracellular levels 
of C1P were substantially decreased when the cells became apoptotic. It was hypothesized 



 
Biochemistry 

 

406 

Although short-chain C1Ps failed to induce Ca2+ mobilization in fibroblasts (Gomez-Munoz et 
al., 1995a; Gomez-Munoz et al., 1997) or neutrophils (Rile et al., 2003), and natural C16-C1P did 
not alter intracellular Ca2+ concentrations in A549 cells (Pettus et al., 2004), C2-C1P- or C8-C1P, 
caused intracellular Ca2+ mobilization in calf pulmonary artery endothelial (CAPE) cells 
(Gijsbers et al., 1999), thyroid FRTL-5 (Hogback et al., 2003), or Jurkat T-cells (Colina et al., 
2005), suggesting that regulation of Ca2+ homeostasis may be cell type specific. 

Finally, it should be pointed out that C1P has been recently shown to be a key mediator in 
the development and survival of retina photoreceptors, and to also play a critical role in 
photoreceptor differentiation (Miranda et al., 2011)  

Apart from its mitogenic effect, another mechanism by which C1P controls cell homeostasis 
is by prevention of apoptosis (reviewed in (Gangoiti et al., 2010b)). We previously 
demonstrated that natural C1P blocked apoptosis in bone marrow-derived macrophages 
(Gomez-Munoz et al., 2004; Gomez-Munoz et al., 2005), and this was confirmed by Mitra 
and co-workers (Mitra et al., 2007) who found that down-regulation of CerK in mammalian 
cells reduced growth, and promoted apoptosis. Also, downregulation of CerK blocked 
epithelial growth factor-induced cell proliferation. However, in contrast to these 
observations, it was reported that addition of the cell-permeable C2-ceramide to cells 
overexpressing CerK led to C2-C1P formation and stimulation of apoptosis (Graf et al., 
2007). This controversy can be explained by the fact that overexpression of CerK would 
substantially increase the intracellular levels of C1P, especially when cells are supplied with 
high concentrations of exogenous cell permeable C2-ceramide; this action would cause 
overproduction of C2-C1P inside the cells, which is toxic at high concentrations (Gomez-
Munoz et al., 1995a; Gomez-Munoz et al., 2004). 

When cells become apoptotic, their metabolism undergoes important changes from early 
stages. For example, apoptotic bone marrow-derived macrophages express high acid 
sphingomyelinase (A-SMase) activity and show high levels of ceramides compared to non-
apoptotic cells (Gomez-Munoz et al., 2003; Hundal et al., 2003). Of interest, inhibition of A-
SMase activation resulted to be one of the mechanisms by which C1P blocks apoptosis 
(Gomez-Munoz et al., 2004). C1P also blocked the activity of A-SMase in cell-free systems (in 
vitro), suggesting that inhibition of this enzyme takes place by direct physical interaction of 
C1P with the enzyme.  

Recent work by our group (Granado et al., 2009a) showed that ceramide levels are also 
increased in alveolar NR8383 macrophages when they become apoptotic. However, A-
SMase activity was only slightly enhanced in these cells under apoptotic conditions. This 
suggested the intervention of a different pathway for ceramide generation in these cells. In 
subsequent work we demonstrated that the mechanism whereby ceramide levels increased 
in apoptotic alveolar macrophages involved activation of serine palmitoyltransferase (SPT), 
the key regulatory enzyme of the de novo pathway of ceramide synthesis. Like for A-SMase, 
inhibition of SPT activation by treatment with C1P prevented the alveolar macrophages 
from entering apoptosis. These findings led to conclude that C1P promotes macrophage 
survival by blocking ceramide accumulation, and action that can be brought about through 
inhibition of either A-SMase activity, or SPT, depending on cell type. 

The prosurvival effect of C1P was highlighted by the demonstration that intracellular levels 
of C1P were substantially decreased when the cells became apoptotic. It was hypothesized 

 
Role of Ceramide 1-Phosphate in the Regulation of Cell Survival and Inflammation 

 

407 

that depletion of intracellular C1P could result in the release of A-SMase from inhibition, 
thereby triggering ceramide generation an apoptotic cell death (Gomez-Munoz et al., 2004). 
Once generated, ceramides act on different intracellular targets to induce apoptosis. One of 
these targets is protein kinase B (or Akt), a kinase that lies downstream of PI3-K, a major 
signaling pathway through which growth factors promote cell survival. Using two different 
experimental approaches, it was demonstrated that PI3-K was also a target of C1P (Gomez-
Munoz et al., 2005). On one hand, PI3-K activation was demonstrated by 
immunoprecipitation of the enzyme from whole cell lysates and assayed in vitro using 32P-
phosphatidylinositol. On the other hand, an in vivo approach provided evidence of 
phosphatidylinositol (3,4,5)-trisphosphate (PIP3) formation in intact cells that were 
prelabeled with 32P-orthophosphate (Gomez-Munoz et al., 2005). PIP3 is a major product of 
PI3-K, and was shown to directly inhibit A-SMase (Testai et al., 2004). Therefore, it could be 
speculated that PI3-K activation might potentiate the inhibitory effect of C1P on A-SMase 
through generation of PIP3. C1P stimulated the phosphorylation of PKB, which was 
sensitive to inhibition by wortmannin or LY294002, thereby confirming that PI3-K was the 
enzyme responsible for its phosphorylation. These two PI3-K inhibitors also blocked the 
prosurvival effect of C1P, as expected (Gomez-Munoz et al., 2005). Another relevant finding 
was that C1P caused IkB phosphorylation and stimulation of the DNA binding activity of 
NF-kB in primary cultures of mouse macrophages (Gomez-Munoz et al., 2005). Of note, C1P 
up-regulated the expression of anti-apoptotic Bcl-XL, which is a downstream target of NF-
kB. The latter results provided the first evidence for a novel biological role of natural C1P in 
the regulation of cell survival by the PI3-K/PKB/NF-kB pathway in mammalian cells 
(Gomez-Munoz et al., 2005). 

As mentioned above, C1P can be metabolized to ceramide by different phosphatases, and 
then further converted to sphingosine and S1P by the coordinated actions of ceramidases 
and sphingosine kinases. Therefore, it could be speculated that the effects of C1P might be 
mediated through C1P-derived metabolites. However, usually ceramides and C1P exert 
opposing effects, (i.e. on PLD activation, adenylyl cyclase inhibition, or Ca2+ mobilization), 
and C1P is not able to reproduce the effects of S1P (Gomez-Munoz et al., 1995a; Gomez-
Munoz et al., 1995b; Gomez-Munoz et al., 1997; Gomez-Munoz, 1998). Also, ceramides can 
decrease the expression of Bcl-XL (Chalfant & Spiegel, 2005), whereas C1P causes its up-
regulation (Gomez-Munoz et al., 2005). Finally, no ceramidases capable of converting C1P 
into S1P have so far been reported to exist in mammalian cells, and S1P and C1P inhibit A-
SMase through different mechanisms (Gomez-Munoz et al., 2003; Gomez-Munoz et al., 
2004). Therefore, it can be concluded that C1P acts on its own right to regulate cell 
homeostasis. The above observations suggest that regulation of the enzyme activities 
involved in ceramide and C1P metabolism is essential for cell fate. Elucidation of the 
mechanisms controlling ceramide and C1P levels may help develop new molecular 
strategies for preventing metabolic disorders, or designing novel therapeutic agents for 
treatment of disease. 

5. Ceramide 1-phosphate and the control of inflammation 
Inflammation is, in principle, a beneficial process for protecting the organism against 
infection or injury. However, it can be detrimental when it becomes out of control. Apart 
from the classical signaling pathways and metabolites that are involved in the regulation of 
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inflammation, it is now well accepted that ceramides are key elements in the inflammatory 
response (Lamour & Chalfant, 2005; Wijesinghe et al., 2008; Gomez-Munoz et al., 2010). For 
instance, it was reported that activation of A-SMase and the subsequent formation of 
ceramides play an important role in pulmonary infections as it facilitates internalization of 
bacteria into lung epithelial cells (Gulbins & Kolesnick, 2003). In this context, inhibition of 
A-SMase by C1P could be important to reduce or prevent infection in the lung.  

Inflammatory mediators include chemokines, cytokines, vasoactive amines, products of 
proteolytic cascades, phospholipases, or lipids such as eicosanoids and sphingolipids. A 
major mediator of inflammation is PLA2 activity. In particular, group IV cytosolic cPLA2 ( or 
cPLA2-alpha) has been involved in receptor-dependent and independent production of 
eicosanoids, which are major components of inflammatory responses. Sphingolipids, 
including ceramides, have also been described as key mediators of inflammation 
(Hayakawa et al., 1996; Serhan et al., 1996; Manna & Aggarwal, 1998; Newton et al., 2000). 
More recently a role for ceramide in the development of allergic asthmatic responses and 
airway inflammation was established (Masini et al., 2008), and exogenous addition of C2-
ceramide to cultured astrocytes induced 12-lipoxigenase leading to generation of reactive 
oxygen species (ROS) and inflammation (Prasad et al., 2008). Also, A-SMase-derived 
ceramide was involved in platelet activating factor (PAF)-mediated pulmonary edema 
(Goggel et al., 2004). Subsequently, it was proposed that at least some of the pro-
inflammatory effects of ceramides might in fact be mediated by its further metabolite C1P. 
The first report on the regulation of arachidonic acid (AA) release and the production of 
prostaglandins by C1P was from the laboratory of Charles Chalfant (Pettus et al., 2003b). 
This group demonstrated that C1P was able to stimulate AA release and prostanoid 
synthesis in A549 lung adenocarcinoma cells. In a follow up report, the same group showed 
that the mechanism whereby C1P stimulates AA release occurs through direct activation of 
cPLA2 (Pettus et al., 2004). Subsequently, it was found that C1P is a positive allosteric 
activator of cPLA2-alpha, and that it enhances the interaction of the enzyme with PC 
(Subramanian et al., 2005). In further work, the same group demonstrated that activation of 
cPLA2-alpha by C1P is chain length-specific; in particular, C1P bearing acyl chains equal or 
higher than six carbons were able to efficiently activate cPLA2-alpha in vitro, whereas 
shorter acyl chains (in particular C2-C1P) were unable to activate the enzyme. It was 
concluded that the biological activity of C2-C1P does not occur via eicosanoid synthesis 
(Wijesinghe et al., 2008). Also, C1P was shown to act in coordination with S1P to ensure 
maximal production of prostaglandins. Specifically, S1P was shown to induce 
cyclooxigenase-2 (COX-2) activity, which then uses cPLA2-derived AA as substrate to 
synthesize prostaglandins (Pettus et al., 2005). Further details on the role of C1P in 
inflammatory response can be found in different reviews (Chalfant & Spiegel, 2005; Lamour 
et al., 2007; Wijesinghe et al., 2007), Wijesinghe et al., and recent work by Murayama and co-
workers (Nakamura et al., 2011).  

6. Ceramide 1-phosphate and the control of cell migration 
Macrophage populations in tissues are determined by the rates of recruitment of monocytes 
from the bloodstream into the tissue, the rates of macrophage proliferation and apoptosis, 
and the rate of macrophage migration or efflux. Recently, our group demonstrated that 
exogenous addition of C1P to cultured Raw 264.7 macrophages stimulated cell migration 
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maximal production of prostaglandins. Specifically, S1P was shown to induce 
cyclooxigenase-2 (COX-2) activity, which then uses cPLA2-derived AA as substrate to 
synthesize prostaglandins (Pettus et al., 2005). Further details on the role of C1P in 
inflammatory response can be found in different reviews (Chalfant & Spiegel, 2005; Lamour 
et al., 2007; Wijesinghe et al., 2007), Wijesinghe et al., and recent work by Murayama and co-
workers (Nakamura et al., 2011).  

6. Ceramide 1-phosphate and the control of cell migration 
Macrophage populations in tissues are determined by the rates of recruitment of monocytes 
from the bloodstream into the tissue, the rates of macrophage proliferation and apoptosis, 
and the rate of macrophage migration or efflux. Recently, our group demonstrated that 
exogenous addition of C1P to cultured Raw 264.7 macrophages stimulated cell migration 
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(Granado et al., 2009b). Interestingly, this action could only be observed when C1P was 
applied to the cells exogenously, and not by increasing the intracellular levels of C1P (i.e. 
through agonist stimulation of CerK, or by using the ‘‘caging” strategy to deliver C1P 
intracellularly (Lankalapalli et al., 2009)). This observation led us to identify a specific 
receptor through which C1P stimulates chemotaxis. This putative receptor seems to be 
located in the plasma membrane, has low affinity for C1P and has an apparent Kd of 
approximately 7.8 µM. The receptor is specific for C1P and is coupled to Gi proteins. 
Ligation of this receptor with C1P caused phosphorylation of ERK1–2, and PKB, and 
inhibition of either of these pathways completely abolished C1P-stimulated macrophage 
migration. Moreover, C1P stimulated the DNA binding activity of NF-kB, and blockade of 
this transcription factor resulted in full inhibition of macrophage migration. These 
observations suggest that MEK/ERK1-2, PI3-K/PKB (or Akt) and NF-kB are crucial 
signaling pathways for regulation of cell migration by C1P. It was concluded that this 
newly identified receptor could be an important drug target for treatment of illnesses in 
which cell migration is a major cause of pathology, as it occurs in atherosclerosis or in the 
metastasis of tumors.  

7. Other relevant biological actions of C1P 
In a previous report, Hinkovska-Galcheva et al (Hinkovska-Galcheva et al., 1998) showed that 
endogenous C1P can be generated during the phagocytosis of antibody-coated erythrocytes in 
human neutrophils that were primed with formylmethionylleucylphenylalanine. More 
recently, the same group demonstrated that C1P is a key mediator of neuthophil phagocytosis 
(Hinkovska-Galcheva et al., 2005). In addition, it was reported that C1P can be formed in 
neutrophils upon incubation with cell-permeable [3H]N-hexanoylsphingosine (C6-ceramide) 
(Rile et al., 2003), and Riboni and co-workers (Riboni et al., 2002) found that C1P can be 
generated in cerebellar granule cells both from SM-derived ceramide and through the 
recycling of sphingosine produced by ganglioside catabolism. C1P can be also generated by 
the action of interleukin 1-betta on A549 lung adenocarcinoma cells (Pettus et al., 2003b), or 
by stimulation of bone marrow-derived macrophages with macrophage-colony stimulating 
factor (M-CSF) (Gangoiti et al., 2008b). We found that C1P is present in normal bone 
marrow-derived macrophages isolated from healthy mice (Gomez-Munoz et al., 2004), and 
that C1P levels are substantially decreased in apoptotic macrophages. These observations 
are consistent with recent findings showing that CerK plays a key role in the stimulation of 
cell proliferation in A549 human lung adenocarcinoma cells (Mitra et al., 2007), and the 
induction of neointimal formation via cell proliferation and cell cycle progression in 
vascular smooth muscle cells by C1P (Kim et al., 2011).  

8. Conclusion 
The implication of simple sphingolipids in the regulation of cell activation and metabolism 
has acquired special relevance in the last two decades. Most attention was first paid to the 
effects elicited by ceramide because this sphingolipid turned out to be essential in the 
regulation of cell death, differentiation, senescence, and various metabolic disorders and 
diseases. However, its phosphorylated form, C1P, was thought not to be so important. 
However, C1P has emerged as a crucial bioactive sphingolipid, and this chapter 
highlights the relevance of C1P in cell biology. Specifically, C1P has now been established 
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as key regulator of cell growth and survival, and its relevance in the regulation of cell 
migration is beginning to emerge. Also importantly, the discovery that C1P can act both 
intracellularly or as receptor ligand opens a broad avenue to investigate its implication in 
controlling cell metabolism. In addition to this, C1P has been postulated to be a potent 
proinflammatory agent, acting directly on cPLA2 to trigger eicosanoid production. 
Therefore, C1P and CerK, the major enzyme responsible for its biosynthesis, may be key 
targets for developing new pharmacological strategies for treatment of illnesses associated 
to cell growth and death, and cell migration , such as chronic inflammation, 
cardiovascular diseases, neurodegeneration, or cancer. 
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1. Introduction 
Most of the discussions on cardiovascular diseases include the relative level of total plasma 
cholesterol whereas complete lipid profile is very important as clinical diagnotics for 
cardiovascular risk. For example, the status of triglycerides, low density lipoprotein cholesterol 
(LDL cholesterol), high density lipoprotein cholesterol (HDL cholesterol), thyroid functions, 
insulin and lipid peroxides etc as these lipids are related to cardiovascular disease either as 
markers of another underlying disturbance or along the same pathways of cholesterol 
metabolism. According to latest World Health Organization (WHO) report about 50% of the 
heart attacks occur in individual with high level of cholesterol. The most abundant sterol in 
animal system is in the form of cholesterol whereas plants lack cholesterol but they contain 
structurally similar other sterol and similar biosynthetic pathway exist both in plants and 
animals as well as some prokaryotes also synthesize some specific sterols. In 1948, the 
Framingham Heart Study - under the direction of the National Heart Institute (now known as 
the National Heart, Lung, and Blood Institute or NHLBI) - embarked on an ambitious project 
in health research. At the time, little was known about the general causes of heart disease and 
stroke, but the death rates for CVD had been increasing steadily since the beginning of the 
century and had become an American epidemic. The Framingham Heart Study became a joint 
project of the National Heart, Lung and Blood Institute and Boston University. The concern 
about cholesterol was largely fueled by this study and others that provided strong evidence 
that when large populations are observed, persons with higher than average serum total 
cholesterol have a higher incidence of coronary artery disease (CAD). Laboratory reports often 
mention two main types of cholesterol, the HDL cholesterol (often termed the "good" 
cholesterol) and LDL cholesterol (often mis-named the "bad" one. Even if the total LDL is 
lowered, the important fraction is actually the small LDL, which is more easily oxidized into a 
potentially atherogenic particle than its larger, more buoyant counterpart. Bacteria or other 
infectious agents are being looked at as part of the culprits as causative factors in initiating 
injury to the arterial wall. Cholesterol is then attracted to this ‘rough’ site on the blood vessel 
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wall in an attempt to heal the wall so that blood will flow smoothly over the injured area. 
Cholesterol itself is not the cause of CAD. The blood cholesterol is rather only a reflection of 
other metabolic imbalances in the vast majority of cases. If we assume blood lipid (fats) status 
are associated with some risk of cardiovascular disease. The question is which lipids are the 
important markers, and even more important what should we do about them.  

Lowering cholesterol too aggressively or in artificial circumstances or having too low total 
cholesterol is also undesirable. Plasma cholesterol level below 200mg% is desirable whereas as 
200-239mg% and above 240mg% is considered as borderline and high level of cholesterol, 
respectively. Ingested cholesterol comes from animal sources (plants and prokaryotes do not 
contain cholesterol (Gylling and Miettinen, 1995) such as eggs, meat, dairy products, fish, and 
shellfish or biosynthesized from the breakdown of carbohydrates, lipids, or proteins available 
in the food. One study has estimated that the complete abolition of dietary cholesterol 
absorption would reduce plasma cholesterol by up to 62% (Gylling and Miettinen, 1995). 
About 50% of dietary cholesterol is absorbed through intestinal enterocytes, while the rest is 
excreted through feces (Ostlund et al., 1999). It is estimated that half of ingested cholesterol 
enters the body while the other half excreated in the feces. Normally, the more cholesterol we 
absorb, the less our bodies make. There is slight increase in plasma cholesterol with increase in 
the amount of cholesterol ingested each day, usually is not changed more than  15 percent by 
altering the amount of cholesterol in the diet. Although the response of individuals differs 
markedly. Cholesterol is integeral part of membranes and perform a number of vital functions 
in the cell and due to this property of cholesterol, each cell has the capability to biosynthesize 
cholesterol if it is required. Cholesterol is a component of steroid hormones, including 
pregnenolone, estrogens, progesterone, testosterone, vitamin D and bile acids. Bile acids are 
involved in lipid digestion, absorption, and excretion.  

In this chapter, mode of intracellular and extracellular cholesterol transport through 
acceptors-donors and thereafter cholesterol trafficking pathways will be described in detail. 
Furthermore, we will discuss the regulation of cholesterol at enzymatic/transcriptional level 
and diverse functions of cholesterol in our body. Taken together, this book chapter will 
address recent advances in cholesterol metabolism both in vitro and in vivo models related to 
absorptions, biosynthesis, transport, excretion and therapeutic targets for new drugs and 
natural compounds.  

1.1 Cholesterol biosynthetic pathway  

As early as 1926, studies by Heilbron, Kamm and Owens suggested that squalene is 
precursor of cholesterol biosynthesis (Garrett & Grisham, 2007). In the same year, H.J. 
Channon, demonstrated first time that animals fed on shark oil produced more cholesterol 
in the tissues. In 1940, Bloch and Rittenberg, first time demonstrated that mice fed on 
radiolabled acetate showed significant radiolabeled cholesterol (Bloch et al., 1945; Kresge et 
al., 2005). In 1952, Konard Bloch and Robert Langdon showed conclusively that squalene as 
well as cholesterol are synthesized from acetate for which Fyodor Lynen and Bloch were 
awarded the Noble Prize in Medicine/Physiology in 1964. Cholesterol is biosynthesized 
from 2-carbon metabolic intermediate, acetyl-CoA hooked end to end involving a number of 
enzymatic reactions and finally get converted into the 27-carbon molecule of cholesterol. 
Metabolism (catabolism) of lipids, carbohydrates and proteins lead to the formation Acetyl-
CoA. Proteins are generally are not catabolized for the purpose of energy and usually 
broken down into amino acids for denovo protein biosynthesis, under excessive protein 
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consumption or during certain disease states, certain proteins can be catabolized to acetyl-
CoA. Non-essential fatty acids, trans-fatty acids, and saturated fats, and refined 
carbohydrates are general source of excessive acetyl-CoAwhich pressurize our body to 
biosynthesize cholesterol. In other words, cholesterol is formed from excess calories which 
usually are generated most often from carbohydrates and fats.  

1= Mevalonate kinase
2= Phosphomevalonate kinase

3=Pyrophosphomevalonate decarboxylase
4= Isopentenyl pyrophosphate isomerase

Acetyl-CoA +
Acetoacetyl-CoA

Hydroxymethyl-glutaryl-CoA
*HMG= hydroxymethyl-glutaryl

L-mevalonic
acid

5-pyrophosphomevalonic 
acid 

5-isopentenyl pyrophosphoric
acid 

3,3-dimethylallyl
Pyrophosphoric acid 

Farnesylated proteins

Dolichol

Ubiquinones

Heme A
Farnesyl pyrophosphate 

Squalene synthase

Squalene synthase
Pre-squalene diphosphate

HMG-CoA*

synthase

HMG-CoA*

reductase

Squalene 

Squalene
monooxygenase 

Squalene-2,3- epoxide

Squalene-2,3-epoxidase Lanosterol
synthase

Lanosterol

Cholesterol  
Fig. 1. Cholesterol Biosynthetic Pathway 

The process of cholesterol synthesis has five major steps: 

1. Acetyl-CoAs are converted to 3-hydroxy-3-methylglutaryl-CoA (HMG-CoA)  
2. HMG-CoA is converted to mevalonate 
3. Mevalonate is converted to the isoprene based molecule, isopentenyl pyrophosphate 

(IPP), with the concomitant loss of CO2 
4. IPP is converted to squalene 
5. Squalene is converted to cholesterol.  

Acetyl-CoA units are converted to mevalonate by a series of reactions that begins with the 
formation of HMG-CoA (Figure 1). Unlike the HMG-CoA formed during ketone body 
synthesis in the mitochondria, this form is synthesized in the cytoplasm. However, the 
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pathway and the necessary enzymes are the same as those in the mitochondria. Two moles 
of acetyl-CoA are condensed in a reversal of the thiolase reaction, forming acetoacetyl-CoA. 
Acetoacetyl-CoA and a third mole of acetyl-CoA are converted to HMG-CoA by the action 
of HMG-CoA synthase. HMG-CoA is converted to mevalonate by HMG-CoA reductase, 
HMGR (this enzyme is bound in the endoplasmic reticulum, ER). HMGR absolutely 
requires NADPH as a cofactor and two moles of NADPH are consumed during the 
conversion of HMG-CoA to mevalonate. The reaction catalyzed by HMGR is the rate 
limiting step of cholesterol biosynthesis, and this enzyme is subject to complex regulatory 
controls which will be discussed in separate section of this book chapter.  
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Fig. 2. Post squalene pathway of cholesterol and other sterol Biosynthesis 

Mevalonate is then activated by three successive phosphorylations, yielding 5-
pyrophosphomevalonate. Phosphorylation mevalonate and successive reactions maintain its 
solubility, since otherwise these are insoluble in water. After phosphorylation, an ATP-
dependent decarboxylation yields isopentenyl pyrophosphate, IPP, an activated isoprenoid 
molecule. Isopentenyl pyrophosphate is in equilibrium with its isomer, dimethylallyl 
pyrophosphate, DMPP. One molecule of IPP condenses with one molecule of DMPP to 
generate geranyl pyrophosphate, GPP. GPP further condenses with another IPP molecule to 
yield farnesyl pyrophosphate, FPP. Finally, the NADPH-requiring enzyme, squalene 
synthase catalyzes the head-to-tail condensation of two molecules of FPP, yielding squalene 
(squalene synthase also is tightly associated with the endoplasmic reticulum). Squalene 
undergoes a two step cyclization to yield lanosterol catalyzed by sequalene mono- 
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undergoes a two step cyclization to yield lanosterol catalyzed by sequalene mono- 
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oxygenase and sequalene 2, 3 epoxidase enzymes. Sequalene mono oxygenase is the second 
committed step in cholesterol biosynthesis and lead to the formation squalene 2, 3 epoxide. 
This enzymatic reaction require supernatant protein factor (SPF) and NADPH as a cofactor 
to introduce molecular oxygen as an epoxide at the 2, 3 position of squalene. The activity of 
supernatant protein factor itself is regulated by phosphorylation/dephosphorylation (Singh 
et al., 2003). Through a series of 19 additional reactions, lanosterol is converted to 
cholesterol. The first sterol intermediate, lanosterol, is formed by the condensation of the 30 
carbon isoprenoid squalene as explained above and figure 1., and subsequent enzymatic 
reactions define the ‘post-squalene’ half of the pathway figure 2. 

The conversion of lanosterol to cholesterol involves the reduction of the C-24 double bond, 
removal of three methyl groups at the C-14 and C-4 positions, and ‘migration’ of the C-8(9) 
double bond (Figure 2) (for a review, see (Herman, 2003)). Some of the enzymatic reactions 
must occur in sequence; for example, Δ8–Δ7 isomerization cannot precede C-14α 
demethylation. The saturation of the C-24 double bond of lanosterol can occur at multiple 
points in the pathway, creating two immediate precursors for cholesterol, desmosterol 
[cholesta-5(6), 24-dien-3β-ol] and 7-dehydrocholesterol (7DHC), whose relative abundance 
may vary among different tissues. Desmosterol, in particular, appears to be abundant in the 
developing mammalian brain (Herman, 2003). Several post-squalene sterol intermediates 
serve additional cellular functions as well. The C-14 demethylated derivatives of lanosterol, 
4,4-dimethyl-5α-cholesta-8,14,24-trien-3β-ol and 4,4-dimethyl-5α-cholesta-8,24-dien-3β-ol, 
have meiosis-stimulating activity and accumulate in the ovary and testis, respectively 
(Rozman et al., 2002). 7-Dehydrocholesterol is the immediate precursor for vitamin D 
synthesis. Selected human enzymes of post-squalene cholesterol biosynthesis have also been 
identified based on homology to sterol biosynthetic enzymes from Arabidopsis thaliana 
(Herman, 2003; Waterham et al., 2001). In addition, cholesterol and other sterol 
intermediates can be converted to oxysterols that can act as regulatory signaling molecules 
and bind orphan nuclear receptors such as LXRα (Fitzgerald et al., 2002).  

Normal healthy adults synthesize cholesterol at a rate of approximately 1g/day and 
consume approximately 0.3g/day. A relatively constant level of cholesterol in the body (150 
- 200 mg/dL) is maintained primarily by controlling the level of de novo synthesis which is 
partly regulated in part by the dietary intake of cholesterol. Cholesterol from both diet and 
synthesis is utilized in the formation of membranes and in the synthesis of the steroid 
hormones and bile acids. The greatest proportion of cholesterol is used in bile acid synthesis. 

1.1.1 Regulation of cholesterol biosynthetic pathway  

Regulation of the pathway includes sterol-mediated feedback of transcription of several of 
the genes, including the rate-limiting enzyme HMGR and HMG-CoA synthase, as well as a 
variety of post-transcriptional mechanisms. Recently, increased attention has been focused 
on the regulated degradation of HMGR in the ER. The cellular supply of cholesterol is 
maintained at a steady level by four distinct mechanisms:  

1. Regulation of HMGR activity and levels (upstream regulation of cholesterol 
biosynthesis) 

2. Regulation of sequalene mono-oxygenase activity by sequalene supernant protein factor 
(down stream biosynthesis of cholesterol). Once this step is taken place then it ends up 
biosynthesis of cholesterol.  
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3. Regulation of excess intracellular free cholesterol through the activity of acyl-CoA: 
cholesterol acyltransferase, ACAT (internalization of excessive cholesterol). 

4. Regulation of plasma cholesterol levels via LDL receptor-mediated uptake and HDL-
mediated reverse transport.  

The first seven enzymes of cholesterol biosynthesis are soluble proteins with the exception 
of 3-hydroxy-3-methylglutaryl CoA reductase (HMGR), which is an integral endoplasmic 
reticulum (ER) membrane protein (Gaylor, 2002; Goldstein and Brown, 1990; Kovacs et al., 
2002). HMG-CoA for cholesterol biosynthesis is generated within the cytosol. It is also 
synthesized within the mitochondria where its hydrolysis by HMG-CoA lyase generates 
ketones for energy during fasting (Herman, 2003). Reactions generating mevalonate can also 
occur within the peroxisome, and the subsequent reactions that result in the production of 
farnesyl-pyrophosphate are exclusively peroxisomal. The remainder of the biosynthetic 
reactions occurs in the ER with enzymes and substrates that are membrane-bound. Thus, 
cholesterol biosynthetic enzymes are compartmentalized in the cytosol, ER and/or 
peroxisome, adding another level of complexity to the regulation of this metabolic pathway. 
Particularly, direct regulation of HMGCoA reductase activity means for controlling the level 
of cholesterol biosynthesis. Recently, increased attention has been focused on the regulated 
degradation of HMGR in the ER.  
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Fig. 3. Regulation of HMGCoA reductase 

In vivo system, the activity of HMGCoA reductase is controlled by four distinct mechanisms: 
feed-back inhibition, control of gene expression, rate of enzyme degradation and 
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3. Regulation of excess intracellular free cholesterol through the activity of acyl-CoA: 
cholesterol acyltransferase, ACAT (internalization of excessive cholesterol). 

4. Regulation of plasma cholesterol levels via LDL receptor-mediated uptake and HDL-
mediated reverse transport.  
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of 3-hydroxy-3-methylglutaryl CoA reductase (HMGR), which is an integral endoplasmic 
reticulum (ER) membrane protein (Gaylor, 2002; Goldstein and Brown, 1990; Kovacs et al., 
2002). HMG-CoA for cholesterol biosynthesis is generated within the cytosol. It is also 
synthesized within the mitochondria where its hydrolysis by HMG-CoA lyase generates 
ketones for energy during fasting (Herman, 2003). Reactions generating mevalonate can also 
occur within the peroxisome, and the subsequent reactions that result in the production of 
farnesyl-pyrophosphate are exclusively peroxisomal. The remainder of the biosynthetic 
reactions occurs in the ER with enzymes and substrates that are membrane-bound. Thus, 
cholesterol biosynthetic enzymes are compartmentalized in the cytosol, ER and/or 
peroxisome, adding another level of complexity to the regulation of this metabolic pathway. 
Particularly, direct regulation of HMGCoA reductase activity means for controlling the level 
of cholesterol biosynthesis. Recently, increased attention has been focused on the regulated 
degradation of HMGR in the ER.  
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phosphorylation-dephosphorylation. Cholesterol controls the first three mechanisms itself 
as cholesterol acts as a feed-back inhibitor of pre-existing HMGR as well as inducing rapid 
degradation of the enzyme. The latter is the result of cholesterol-induced polyubiquitination 
of HMGR and its degradation in the proteosome (explained in separate section in details). 
This ability of cholesterol is a consequence of the sterol sensing domain, SSD of HMGR. In 
addition, when cholesterol is in excess the amount of mRNA for HMGR is reduced as a 
result of decreased expression of the gene. By covalent modification of HMGreductase 
through the process phosphorylation/ dephosphorylation plays a very important role in 
regulation of HMGR. The enzyme is most active in its unmodified form. Phosphorylation of 
the enzyme decreases its activity (Figure 3). HMGR is phosphorylated by adenosine mono 
phosphate-activated protein kinase, (AMPK)which is itself activated via phosphorylation 
catalyzed by 2 enzymes. LKB1 is the primary kinase sensitive to rising AMP levels which 
was first identified as a gene in humans carrying an autosomal dominant mutation in Peutz-
Jeghers syndrome, PJS and mutated in lung adenocarcinomas. The second AMPK 
phosphorylating enzyme is calmodulin-dependent protein kinase kinase-beta (CaMKKβ) 
which induces phosphorylation of AMPK due to increase in the level of intracellular Ca2+ as 
a result of muscle contraction. The activity of HMGR is additionally controlled by the cAMP 
signaling pathway (Figure 3). Enhanced level of cAMP lead to activation of cAMP-
dependent protein kinase, PKA. In the context of HMGR regulation, PKA phosphorylates 
phosphoprotein phosphatase inhibitor-1 (PPI-1) leading to an increase in its activity. PPI-1 
can inhibit the activity of numerous phosphatases including protein phosphatase 2C (PP2C) 
and HMG-CoA reductase phosphatase which remove phosphates from AMPK and HMGR, 
respectively. This maintains AMPK in the phosphorylated and active state, and HMGR in 
the phosphorylated and inactive state. As the stimulus leading to increased cAMP 
production is removed, the level of phosphorylations decreases and that of 
dephosphorylations increases. The net result is a return to a higher level of HMGR activity. 
The intracellular level of cAMP itself is regulated by hormonal stimuli, thus regulation of 
cholesterol biosynthesis is hormonally controlled. One of the most common hormone, 
insulin leads to a decrease in cAMP, which in turn activates cholesterol biosynthesis. 
Alternatively, glucagon and epinephrine increase the level of cAMP in turn lead to 
inhibition of cholesterol biosynthesis. The basic function of epinephrine and glucagon 
hormones is to control the availability and delivery of energy in all the cells in our body. 
Degradation of HMGR and inhibition of its biosynthesis, are the two long term regulatory 
processes for cholesterol biosynthesis as when the levels of cholesterol are high, resulted in 
reduction in the expression of the HMGR gene. On other hand, low levels of cholesterol 
activate its expression.  

1.1.2 Proteolytic regulation of HMG-CoA  

The stability of HMGR is regulated as the rate of flux through the mevalonate synthesis 
pathway changes. When the flux is high the rate of HMGR degradation is also high. When 
the flux is low, degradation of HMGR decreases. This phenomenon can easily be observed 
in the presence of the statin drugs. HMGR is localized to the ER and like SREBP contains a 
sterol-sensing domain, SSD. When sterol levels increase in cells there is a concomitant 
increase in the rate of HMGR degradation. The degradation of HMGR occurs within the 
proteosome, multiprotein complex dedicated for protein degradation.The primary signal 
directing proteins to the proteosome is ubiquitination. Ubiquitin is a 7.6kDa protein that is 
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covalently attached to proteins targeted for degradation by ubiquitin ligases (Kimura and 
Tanaka, 2010). These enzymes attach multiple copies of ubiquitin allowing for recognition 
by the proteosome. HMGR has been shown to be ubiquitinated prior to its degradation. The 
primary sterol regulating HMGR degradation is cholesterol itself. As the levels of free 
cholesterol increase in cells, the rate of HMGR degradation increases.  

1.2 Disorders of post-sequalene cholesterol biosynthesis 

Seven disorders (Smith-Lemli-Opitz, desmosterolosis, X-linked dominant chondrodysplasis 
punctata, child syndrome, lathosterolosis and hydrops-ectopic calcification-moth-eaten 
skeletal dysplasia) of post-squalene cholesterol biosynthesis have been reported, only the 
most commonly disorder, Smith-Lemli-Opitz syndrome (SLOS) will be discussed in this 
section of the book as described and reviewed else where (Herman, 2003). SLOS was the 
first described disorder of post-squalene cholesterol biosynthesis and is by far the most 
common, with an incidence of approximately 1/40 000 to 1/50 000 in the USA (reviewed in 
(Kelley and Hennekam, 2000). It was initially described in 1964 as an autosomal recessive 
major malformation syndrome. In 1993, Irons et al.(Irons et al., 1993) detected decreased 
plasma cholesterol levels and elevated 7DHC in several patients with SLOS, suggesting an 
enzymatic efficiency of 7-dehydrocholesterol reductase (7DHCR).  

1.3 Regulation of cholesterol biosynthesis at transcriptional level 

As cells need more sterol they will induce their synthesis and uptake, conversely when the 
need declines synthesis and uptake are decreased. Regulation of these events is brought 
about primarily by sterol-regulated transcription of key rate limiting enzymes and by the 
regulated degradation of HMGR. Activation of transcriptional control occurs through the 
regulated cleavage of the membrane-bound transcription factor sterol regulated element 
binding protein (SREBP). As discussed earlier in this book chapter, degradation of HMGR 
is controlled by the ubiquitin-mediated pathway for proteolysis. Sterol control of 
transcription affects more than 30 genes involved in the biosynthesis of cholesterol, 
triacylglycerols, phospholipids and fatty acids. Transcriptional control requires the presence 
of an octamer sequence in the gene termed the sterol regulatory element-1 (SRE-1). It has 
been shown that SREBP is the transcription factor that binds to SRE-1 elements. It turns out 
that there are 2 distinct SREBP genes, SREBP-1 and SREBP-2. In addition, the SREBP-1 gene 
encodes 2 proteins, SREBP-1a and SREBP-1c/ADD1 (ADD1 is adipocyte differentiation-1) as 
a consequence of alternative exon usage. SREBP-1a regulates all SREBP-responsive genes in 
both the cholesterol and fatty acid biosynthetic pathways. SREBP-1c controls the expression 
of genes involved in fatty acid synthesis and is involved in the differentiation of adipocytes. 
SREBP-1c is also an essential transcription factor downstream of the actions of insulin at the 
level of carbohydrate and lipid metabolism. SREBP-2 is the predominant form of this 
transcription factor in the liver and it exhibits preference at controlling the expression of 
genes involved in cholesterol homeostasis, including all of the genes encoding the sterol 
biosynthetic enzymes. In addition SREBP-2 controls expression of the LDL receptor gene.  

Regulated expression of the SREBPs is complex in that the effects of sterols are different on 
the SREBP-1 gene versus the SREBP-2 gene. High sterols activate expression of the SREBP-1 
gene but do not exert this effect on the SREBP-2 gene. The sterol-mediated activation of the 
SREBP-1 gene occurs via the action of the liver X receptors (LXRs). The LXRs are members 
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of the steroid/ thyroid hormone super family of cytosolic ligand binding receptors that 
migrate to the nucleus upon ligand binding and regulate gene expression by binding to 
specific target sequences. There are two forms of the LXRs: LXRα and LXRβ. The LXRs form 
heterodimers with the retinoid X receptors (RXRs) and as such can regulate gene expression 
either upon binding oxysterols (e.g. 22R-hydroxycholesterol) or 9-cis-retinoic acid. All 3 
SREBPs are proteolytically activated and the proteolysis is controlled by the level of sterols 
in the cell. Full-length SREBPs have several domains and are embedded in the membrane of 
the endoplasmic reticulum (ER). The N-terminal domain contains a transcription factor 
motif of the basic helix-loop-helix (bHLH) type that is exposed to the cytoplasmic side of the 
ER. There are 2 transmembrane spanning domains followed by a large C-terminal domain 
also exposed to the cytosolic side. The C-terminal domain (CTD) interacts with a protein 
called SREBP cleavage-activating protein (SCAP). SCAP is a large protein also found in the 
ER membrane and contains at least 8 transmembrane spans. The C-terminal portion, which 
extends into the cytosol, has been shown to interact with the C-terminal domain of SREBP. 
This C-terminal region of SCAP contains 4 motifs called WD40 repeats. The WD40 repeats 
are required for interaction of SCAP with SREBP. The regulation of SREBP activity is further 
controlled within the ER by the interaction of SCAP with insulin regulated protein (Insig). 
When cells have sufficient sterol content SREBP and SCAP are retained in the ER via the 
SCAP-Insig interaction. The N-terminus of SCAP, including membrane spans 2–6, resembles 
HMGR which itself is subject to sterol-stimulated degradation (see above). This shared motif 
is called the sterol sensing domain (SSD) and as a consequence of this domain SCAP 
functions as the cholesterol sensor in the protein complex. When cells have sufficient levels 
of sterols, SCAP will bind cholesterol which promotes the interaction with Insig and the 
entire complex will be maintained in the ER.  

The Insig proteins bind to oxysterols which in turn affects their interactions with SCAP. 
Insig proteins can cause ER retention of the SREBP/SCAP complex. In addition to their role 
in regulating sterol-dependent gene regulation, both Insig proteins activate sterol-
dependent degradation of HMGR. 

When sterols are scarce, SCAP does not interact with Insig. Under these conditions the 
SREBP-SCAP complex migrates to the Golgi where SREBP is subjected to proteolysis. The 
cleavage of SREBP is carried out by 2 distinct enzymes. The regulated cleavage occurs in the 
lumenal loop between the 2 transmembrane domains. This cleavage is catalyzed by site-1 
protease, S1P. The function of SCAP is to positively stimulate S1P-mediated cleavage of 
SREBP. The second cleavage, catalyzed by site-2 protease, S2P, occurs in the first 
transmembrane span, leading to release of active SREBP. In order for S2P to act on SREBP, 
site-1 must already have been cleaved. The result of the S2P cleavage is the release of the N-
terminal bHLH motif into the cytosol. The bHLH domain then migrates to the nucleus 
where it will dimerize and form complexes with transcriptional coactivators leading to the 
activation of genes containing the SRE motif. To control the level of SREBP-mediated 
transcription, the soluble bHLH domain is itself subject to rapid proteolysis.  

1.4 Interaction of cholesterol with other lipids  

Cholesterol plays a vital role in determining the physiochemical properties of cell 
membranes. However, the detailed nature of cholesterol–lipid interactions is a subject of 
ongoing debate. Cholesterol primarily serves as a structural component of cellular 
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membranes. When incorporated into phospholipid bilayers, cholesterol aligns so that its 
polar hydroxyl group is near the interface with the aqueous environment while its 
hydrophobic body is buried in the bilayer (Ohvo-Rekila et al., 2002; Olsen et al., 2011a; Olsen 
et al., 2011b). The interaction of cholesterol with neighboring phospholipids alters 
membrane structure. The alignment and ordering of nearby phospholipid tails causes 
membrane condensation, decreasing the area of the membrane and increasing the thickness 
(Ohvo-Rekila et al., 2002). Cholesterol also broadens the liquid-to-solid phase transition, 
inducing an intermediate liquid-ordered phase that retains lateral mobility while increasing 
lipid order (Feigenson, 2007; Simons and Vaz, 2004; van Meer et al., 2008). These changes 
result in a mechanically stronger membrane with decreased permeability due to tighter 
packing among lipids (Ikonen, 2008; Simons and Vaz, 2004). The low activity pool consists 
of cholesterol that is sequestered within the phospholipids and relatively inaccessible to 
other molecules, while the high activity pool of cholesterol that is more accessible and 
mobile in the non-condensed phospholipids of the membrane (Olsen et al., 2011b). 
Distribution between the high and low activity pools is determined by the ability of the 
phospholipids to condense with cholesterol, which in turn is dependent on the phospholipid 
composition of the membrane. Thus, raising the plasma membrane cholesterol concentration 
can saturate the ability of the membrane to accommodate cholesterol in the condensed 
phospholipids, whereupon excess cholesterol transitions into the high activity pool where it is 
more available for trafficking to the ER. Sphingomyelin is other important lipid present in the 
biomembrane that interact with cholesterol (Garmy et al., 2005). Interaction between 
cholesterol and sphingomyelin has a very high biological significance as lipid-lipid interaction 
leads to the formation of ordered lipid domains in the plasma membrane of eukaryotic cells 
(Simons and Ikonen, 1997). Molecular association between cholesterol and sphingomyelin is 
very important as this constitute cholesterol enriched microdomains of plasma membrane and 
plays a very important role in cellular functions such as the control of signal transduction 
pathways. On the other hand, the formation of cholesterol-sphingomyelin molecular 
complexes in the intestinal lumen explains the mutual inhibitory effects of cholesterol and 
sphingomyelin on their intestinal absorption (Nyberg et al., 2000). 

1.5 Cholesterol homeostasis 

Every eukaryotic cell require cholesterol as its not only integral part of membrane as well as 
plays very important role in cell signalling pathways. That the reason, all eukaryotic cells, 
which have specialized methods of recruiting and synthesizing the cholesterol only when it 
is needed. While effectively maintaining intracellular cholesterol homeostasis, these 
processes leave excess circulating though the body, leading to atherosclerotic plaque 
development and subsequent coronary artery disease. Thus, levels of cholesterol and related 
lipids circulating in plasma are important predictive tools utilized clinically to diagnose the 
risk of a cardiovascular diseases (Daniels et al., 2009; Ikonen, 2008; Simons and Ikonen, 2000; 
Singh et al., 2007). Cholesterol is transported in the plasma predominantly as cholesteryl 
esters associated with lipoproteins and dietary cholesterol is transported from the small 
intestine to the liver in the form of chylomicrons. Cholesterol synthesized by the liver, as 
well as any dietary cholesterol in the liver that exceeds hepatic needs, is transported in the 
serum in the form of low density lipoproteins (LDLs). In the liver, VLDLs are 
biosyntheiszed and are converted to LDLs by endothelial cell-associated lipoprotein lipase. 
High density lipoproteins (HDLs)can extract Cholesterol found in plasma membranes and 
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esterified by the HDL-associated enzyme LCAT. The cholesterol acquired from peripheral 
tissues by HDLs can then be transferred to VLDLs and LDLs via the action of cholesteryl ester 
transfer protein (apo-D) which is associated with HDLs. In humans, HDL levels are a very 
well known measurement of cardiac health due to their strong inverse relationship with 
coronary artery disease. Peripheral cholesterol is returned to the liver by the process called 
reverse cholesterol transport by HDLs and ultimately, cholesterol is excreted in the bile as 
free cholesterol or as bile salts following conversion to bile acids in the liver (Figure 4).  

 
Fig. 4. Cholesterol homeostasis 

1.6 Cholesterol and ion channels  

A number of studies has demonstrated that the level of membrane cholesterol regulate the 
ion channel functions (Levitan et al., 2010; Maguy et al., 2006; Martens et al., 2004). The impact 
of cholesterol on different types of ion channels is highly heterogeneous. In most of the cases 
cholesterol supresses channel activity that may include decrease in the open probability, 
unitary conductance and/or the number of active channels on the membrane. This effect 
was observed in several types of K+ channels, voltage-gated Na+ and Ca+2 channels, as well 
as in volume-regulated anion channels. However, there are also several types of ion 
channels, such as epithelial Na+ channels (eNaC) and transient receptor potential (Trp) 
channels that are inhibited by the removal of membrane cholesterol. Finally, in some cases 
changes in membrane cholesterol affect biophysical properties of the channel such as the 
voltage dependence of channel activation or inactivation. Clearly, therefore, more than one 
mechanism has to be involved in cholesterol-induced regulation of different ion channels. 
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Studies from our laboratory have shown that many major and important ion channels are 
regulated by changes in the level of membrane cholesterol (Epshtein et al., 2009; Levitan, 
2009; Levitan et al., 2010; Rosenhouse-Dantsker et al., 2011; Singh et al., 2009b; Singh et al., 
2011). In general three different mechanisms may be involved in regulation of ion channels 
by cholesterol: (i) specific interactions (ii) changes in the physical properties of the 
membrane bilayer and (iii) maintaining the scaffolds for protein-protein interactions. 
Furthermore, our recent data for the first time demonstrate a specific cholesterol-channel 
binding (Singh et al., 2011). One possibility is that cholesterol may interact directly and 
specifically with the transmembrane domains of the channels protein. Direct interaction 
between channels and cholesterol as a boundary lipid was first proposed in a “lipid belt” 
model by (Marsh and Barrantes, 1978) suggesting that cholesterol may be a part of a lipid 
belt or a “shell” constituting the immediate perimeter of the channel protein. Moreover, 
studies from our laboratory demonstrated that inwardly-rectifying K+ channel are sensitive 
to the chiral nature of the sterol analogue providing further support for the hypothesis that 
sensitivity of these channels to cholesterol can be due to specific sterol-protein interactions 
(Romanenko et al., 2002). An alternative mechanism proposed by Lundbaek and colleagues 
(Lundbaek and Andersen, 1999) suggested that cholesterol may regulate ion channels by 
hydrophobic mismatch between the transmembrane domains and the lipid bilayer. More 
specifically, it was proposed that when a channel goes through a change in conformation 
state within the viscous medium of the lipid membrane it may induce deformation of the 
lipid bilayer surrounding the channel. If this is the case, then a stiffer less deformable 
membrane will increase the energy that is required for the transition (Levitan et al., 2010). It 
is important to note that these mechanisms are not mutually exclusive. A lipid shell 
surrounding a channel may also affect the hydrophobic interactions between the channels 
and the lipids and increase the deformation energy required for the transitions between 
closed and open states. Finally, obviously, cholesterol may also affect the channels indirectly 
through interactions with different signalling cascades. 

1.7 Cholesterol and oxysterol as major oxidized component in oxidized LDL 

Oxidation of LDL is considered as the major risk factors for the development of coronary 
artery disease (CAD) and plaque formation (reviewed in (Berliner et al., 2001; Levitan and 
Shentu, 2011). Indeed, elevated levels of oxLDL are associated with an increased risk of CAD 
(Toshima et al., 2000) and correlate with plasma hypercholesterolemia both in humans (van 
Tits et al., 2006) and in the animal models of atherosclerosis (Hodis et al., 1994; Holvoet et al., 
1998). It is also well-known that exposure to oxLDL induces an array of proinflammatory and 
proatherogenic effects but the mechanisms that underlie oxLDL-induced effects remain 
controversial. Most of studies involving oxLDL are based on ex-vivo oxidation of LDL. The 
term oxidized LDL is used to describe LDL preparations which have been oxidatively 
modified ex vivo under defined conditions, or isolated from biological sources.  

The most typical procedure of LDL oxidation ex vivo is incubation of LDL with metal ions, 
Cu2+ in particular, that leads to the generation of multiple oxidized products in the LDL 
particle, including oxysterols, oxidized phospholipids, and modified apolipoprotein B 
(reviewed in (Burkitt, 2001; Levitan and Shentu, 2011). The oxidized LDL preparations 
described in the literature are broadly divided into two main categories: “minimally 
modified LDL” (MM-LDL) and (fully or extensively) oxidized LDL (oxLDL) based on the 
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degree of LDL oxidation. Cu2+ oxidation of LDL can generate both minimally modified and 
fully oxidized LDLs depending on the duration of the exposure and ion concentration. Two 
other procedures that are also used to generate oxLDL ex vivo are enzymatic oxidation by 
15-lypoxygenase or myeloperoxidase or by incubating LDL with 15-lypoxygenase 
expressing cells (Boullier et al., 2006). It is important to note that while it is controversial 
whether Cu2+ oxidation occurs in vivo, it was shown that there are significant similarities 
between Cu2+ oxidized LDL and oxLDL found in atherosclerotic lesions (Yla-Herttuala et al., 
1989). However, oxidation of LDL is a complex process that yields an array of bioactive 
compounds with different biological properties and its composition depends on the 
degree of LDL oxidation It is known that oxLDL includes various oxidized products that 
are divided into neutral lipids, a group that includes cholesterol and cholesterol ester, and 
phospholipids that include SM, PE, LPC and PC (Subbanagounder et al., 2000). Our recent 
studies have identififed five major oxysterols in strongly oxidized LDL (16 hours of 
oxidation data submitted for publication) by the GC analysis: 7α-hydroxycholesterol , 7β-
hydroxycholesterol, cholesterol 5α,6α- and 5β,6β-epoxides, and 7-ketocholesterol similar 
to earlier studies (Brown et al., 1996). Our recent unpublished data showed that the most 
abundant oxysterol is 7β-hydroxycholesterol, followed by 7-ketocholesterol with 7α- 
hydroxycholesterol and cholesterol 5β,6β-epoxide representing minor oxysterols in 
oxLDL. Two oxysterols, 25-hydroxycholesterol and 27-hydroxycholesterol do not 
constitute significant components of oxLDL complex, but were found in human 
atherosclerotic lesions (Bjorkhem et al., 1994; Zidovetzki and Levitan, 2007). 27-
hydroxycholesterols, specially is abundant in human atherosclerotic lesions and 
macrophage-derived foam cells (Brown and Jessup, 1999). 

1.8 Impact of oxLDL on cholesterol-rich membrane rafts  

Membrane rafts were originally described as cholesterol- and sphingolipid-rich 
microdomains that provide platforms for protein-protein interactions in multiple signaling 
cascades (Brown and London, 1998; Simons and Gerl, 2010; Simons and Ikonen, 1997). 
Membrane rafts are small (10–200 nm), heterogeneous, highly dynamic, sterol- and 
sphingolipid-enriched domains that compartmentalize cellular processes" (Pike, 2006). Most 
recently, Simons and Gerl (Simons and Gerl, 2010) further defined membrane rafts as 
“dynamic, nonoscale, sterol-sphingolipid-enriched, ordered assembles of proteins and 
lipids” that are regulated by specific lipid-lipid, protein-lipid, and protein-protein 
interactions (Simons and Gerl, 2010). The goal of this section of book chapter is to discuss 
the recent advances in our understanding of the impact of oxLDL on membrane rafts. 
Oxysterols are found in abundance in Cu2+-oxidized LDL, in which cholesterol is oxidized 
preferably at 7 positions resulting in the generation of 7-ketocholesterol, 7β-
hydroxycholesterol, and 7-hydroxycholesterol (Brown and Jessup, 1999). In addition, 27-
hydroxycholesterol, that is, generated in vivo, has been shown to accumulate in foam cells in 
atherosclerotic lesions (Brown and Jessup, 1999). Several studies have shown that oxysterols 
result in inhibition of cholesterol efflux in the mouse and it was suggested that impairment 
of cholesterol homeostasis by the inhibition of cholesterol efflux may be mechanism by 
which oxysterols affect cellular function (Kilsdonk et al., 1995; Terasaka et al., 2008). 
Interestingly, 7-ketocholesterol was shown to deplete cholesterol specifically from the raft 
domains in human macrophages (Gaus et al., 2004) and disrupt lipid packing of the 
immunological synapses in sterol-enriched T lymphocytes (Rentero et al., 2008) and in 
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cholesterol-rich membrane domains in endothelial cells (Shentu et al., 2010). These 
observations suggest that incorporation of oxysterols may also play an important role in 
oxLDL-induced disruption of cholesterol-rich membrane domains. 

1.9 Manipulation of cholesterol in cellular system (in vitro and in vivo models) 

The physiological importance of cholesterol in the cell plasma membrane has attracted 
increased attention in recent years. Consequently, the use of methods of controlled 
manipulation of membrane cholesterol content has also increased sharply, especially as a 
method of studying putative cholesterol-enriched cell membrane domains (rafts). The most 
common means of modifying the cholesterol content of cell membranes is the incubation of 
cells or model membranes with cyclodextrins, a family of compounds, which, due to the 
presence of relatively hydrophobic cavity, can be used to extract cholesterol from cell 
membranes (Zidovetzki and Levitan, 2007). Under conditions commonly used for 
cholesterol extraction, cyclodextrins may remove cholesterol from both raft and non-raft 
domains of the membrane as well as alter the distribution of cholesterol between plasma 
and intracellular membranes. In addition, other hydrophobic molecules such as 
phospholipids may also be extracted from the membranes by cyclodextrins. Here, we 
discuss useful control strategies that may help to verify that the observed effects are due 
specifically to cyclodextrin-induced changes in cellular cholesterol. 

The high affinity of methyl-β-cyclodextrin (MβCDs) for cholesterol can be used not only to 
remove cholesterol from the biological membranes but also to generate cholesterol inclusion 
complexes that donate cholesterol to the membrane and increase membrane cholesterol 
level. MβCD-cholesterol inclusion complexes are typically generated by mixing cholesterol 
suspension with a cyclodextrin solution as described earlier (Christian et al., 1997; Klein et 
al., 1995; Levitan et al., 2000; Zidovetzki and Levitan, 2007). The ratio between the amounts 
of cholesterol and cyclodextrin in the complex determines whether it will act as cholesterol 
acceptor or as cholesterol donor (Zidovetzki and Levitan, 2007). The efficiency of cholesterol 
transfer from MβCD inclusion complex to biological membranes depends on 
MβCD:cholesterol molar ratio, MβCD-cholesterol concentration, and duration of the 
exposure (Zidovetzki and Levitan, 2007). Thus, it is important to note that exposing cells to 
MβCD-cholesterol complexes that contain saturating amounts of cholesterol typically results 
not just in replenishing cholesterol to control levels but in significant cholesterol enrichment. 
Cholesterol enrichment is observed even if the cells were first depleted of cholesterol and 
then exposed to MβCD-cholesterol complexes. ApoE -/- mice cholesterol ester transfer 
protein (CETP) knock out mice are ideal in vivo animal model to study cholesterol 
biosynthetic pathway and its regulation. Our recent study revealed that WT and ApoE -/- 
mice fed on normal chow diet for 4 weeks, showing a significant increase in the level of 
cholesterol in ApoE -/- mice as compared to WT (Shentu et al., 2011). 

1.10 Treatment of hypercholesterolemia  

Reductions in circulating cholesterol levels can have profound positive impacts on 
cardiovascular disease, particularly on atherosclerosis, as well as other metabolic 
disruptions of the vasculature. Control of dietary intake is one of the easiest and least cost 
intensive means to achieve reductions in cholesterol. But in most of the alleviated levels of 
cholesterol cannot be controlled merely with exercise. Drug therapy is very important to 
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avoid the cardiovascular effects of high cholesterol levels in such patients. In this section of 
the book chapter, we have discussed the regulation cholesterol by drugs as well as will 
review recent work from our laboratory for the regulation of cholesterol by natural products 
such as tea/green tea, policosanol and garlic compounds.  

1.10.1 Regulation of cholesterol by natural products 

In this section of book the regulation of cholesterol by natural products, tea, policosanol and 
garlic is discussed.  

1.10.1.1 Tea and tea compounds 

Epidemiological studies have indicated that tea consumption is associated with a lower risk 
of cardiovascular disease. This decreased risk is attributed to the ability of tea to lower 
serum cholesterol levels, and several clinical studies have demonstrated that black tea can 
lower serum total- and LDL-cholesterol (Davies et al., 2003; Maron et al., 2003). Green tea 
has been shown to be hypocholesterolemic in animal studies, with the bulk of evidence 
indicating that tea polyphenols reduce the absorption of dietary and biliary cholesterol and 
promote its fecal excretion (Koo and Noh, 2007).. 

Feeding studies have been equivocal on the ability of green tea extract to inhibit cholesterol 
synthesis. Although a recent study by Bursill and colleagues (Bursill et al., 2007) showed a 
decrease in serum lathosterol (an indicator of whole body cholesterol synthesis) in rabbits 
fed a green tea extract, a similar study with rats by these investigators (Bursill and Roach, 
2007) was unable to demonstrate a decrease in this serum sterol, despite significant 
reductions in hepatic cholesterol levels and an increase in LDL receptor expression. A 
feeding study by Chan et al. (Chan et al., 1999) was similarly unable to demonstrate an effect 
of green tea extract on hepatic HMG-CoA reductase activity. Measuring cholesterol 
synthesis in vivo is difficult, whereas in vitro studies are more tractable. In this regard, 
Gebhardt and colleagues reported that several common polyphenols (luteolin, quercetin) 
were able to decrease cholesterol synthesis when added to cultured hepatocytes or 
hepatoma cell cultures (Gebhardt, 2003). This inhibition appeared to occur at the level of 
HMG-CoA reductase. Tea polyphenols (Abe et al., 2000), as well as the simple polyphenol 
resveratrol have been shown to directly inhibit squalene monooxygenase, a rate-limiting 
downstream enzyme in cholesterol synthesis. Two studies by Bursill and colleagues (Bursill 
et al., 2001; Bursill and Roach, 2006) demonstrated an increase in HMG-CoA reductase and 
LDL-receptor mRNA in HepG2 cells incubated with green tea extract or its principal 
component, epigallocatechin gallate (EGCG), and a decrease in cellular lathosterol, 
indicating that cholesterol synthesis was inhibited in treated cells (Singh et al., 2009a). 
Together, these studies suggest that green tea polyphenols are inhibitory to cholesterol 
synthesis by inhibiting HMGCoA reductase (Singh et al., 2009a). Moreover, the effect of 
black tea extract, which consists predominantly of a diverse mixture of polymerized 
polyphenols termed theaflavins and thearubigins, has not been examined, despite the recent 
clinical evidence that black tea can modestly reduce serum cholesterol levels. 

1.10.1.2 Decrease in cholesterol level by policosanol 

Policosanol, a mixture of very long-chain alcohols isolated from sugarcane, at doses of 10 to 
20 mg/day has been shown to lower total and LDL cholesterol by up to 30%, equivalent to 
low-dose statin therapy (Gouni-Berthold and Berthold, 2002). In both short-term (≤12-week) 
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and long-term (up to 2-year) randomized, placebo-controlled, double-blind studies, 
policosanol lowered LDL-cholesterol in normocholesterolemic patients by an average of 
33%, and in hypercholesterolemic patients by 24% (for review, see (Gouni-Berthold and 
Berthold, 2002; Varady et al., 2003). In normocholesterolemic patients, policosanol caused a 
small and generally insignificant increase in high-density lipoprotein-cholesterol, whereas in 
seven clinical studies of dyslipidemic patients high-density lipoprotein-cholesterol was 
increased by an average of 17%. Policosanol is also effective in rabbits and monkeys, where 
it lowers blood cholesterol and reduces the development of atherosclerotic plaques (Wang et 
al., 2003), but it was found not to be effective in hamsters (Wang et al., 2003).  

The major components of policosanol are the primary alcohols octacosanol (C28; ~60%), 
triacontanol (C30; 12–14%), and hexacosanol (C26; 6–12%), with lesser amounts of other 
alcohols with chain lengths of 24 to 34 carbons (Singh et al., 2006) . The product has no evident 
toxicity and is available over-the-counter in many outlets. The active component(s) has not 
been established, but it has been shown that very long-chain alcohols can undergo oxidation to 
fatty acids with subsequent peroxisomal β-oxidation, which also yields chain-shortened 
metabolites (Singh et al., 1987). D-003, a mixture of very long-chain saturated fatty acids, also 
purified from sugarcane, similarly lowers LDL and total cholesterol in normocholesterolemic 
patients (Castano et al., 2005) and in normocholesterolemic and casein-induced 
hypercholesterolemic rabbits, and a more rapid onset of effects suggests that oxidation of 
policosanols to very long-chain fatty acids may be necessary for their hypocholesterolemic 
actions (Menendez et al., 2001; Menendez et al., 2004). Several studies have demonstrated that 
policosanol inhibits cholesterol synthesis in laboratory animals and cultured cells, and it is 
thought that this is the principal mechanism by which it lowers blood cholesterol levels. In the 
latter study, policosanol did not affect the incorporation of [14C]mevalonate into cholesterol, 
indicating that policosanol was acting at or above mevalonate synthesis. However, policosanol 
did not inhibit HMG-CoA reductase (mevalonate synthase) when added to cell lysates, 
arguing against a direct interaction with this enzyme. The ability of policosanol to prevent the 
up-regulation of HMG-CoA reductase activity in these cells in response to lipid-depleted 
media suggested that policosanol suppresses HMG-CoA reductase synthesis or enhances 
enzyme degradation. Similar results were obtained with D-003 (Menendez et al., 2001), 
although neither study measured HMG-CoA reductase protein levels. Our studies explored 
that policosanol and identify the active component(s) of this natural product inhibits 
cholesterol synthesis by inhibiting HMGCoA reductase enzyme (Singh et al., 2006).  

1.10.1.3 Inhibition of cholesterol biosynthesis by garlic 

Garlic is rich in sulfur-containing compounds, principally S-allylcysteine and alliin, the 
latter of which is rapidly metabolized when garlic is crushed and alliinase is released. The 
highly reactive sulfenic acid that is formed from alliin condenses to allicin, which then 
rapidly recombines to various di- and tri-sulfides, depending on conditions. Ultimately 
these compounds are believed to yield allyl mercaptan and allyl methyl sulfide, which can 
react with cellular components or be eliminated on the breath. The organosulfur compounds 
formed in garlic are highly reactive with other sulfhydryl compounds, including cysteines 
found in proteins, and it is likely that the chemical modification of enzyme-sulfhydryls is 
responsible for the purported therapeutic effects of garlic. The question of which 
compounds are most important to the therapeutic effects of garlic remains unresolved, 
although several studies have shown that the diallyl disulfides, allyl mercaptan, and S-
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alk(en)yl cysteines are effective inhibitors of cholesterol synthesis in cells (Gebhardt and 
Beck, 1996; Liu and Yeh, 2000; Singh and Porter, 2006). Similarly, the enzyme targets that 
mediate the effects of garlic have not been identified.  

Our studies with hepatoma cells in which cholesterol and intermediates are radiolabeled 
and identified by coupled gas chromatography–mass spectrometry reveal that garlic 
causes the accumulation of sterol 4α-methyl oxidase substrates and that an allyl disulfide 
or allyl sulfhydryl group is necessary for inhibition by garlic-derived compounds (Singh 
and Porter, 2006).  

1.10.2 Treatment of Hypercholesterolemia by available drug therapy 

Drug treatment to lower plasma lipoprotein /or cholesterol is primarily aimed at reducing 
the risk of athersclerosis and subsequent coronary artery disease that exists in patients with 
elevated circulating lipids. Drug therapy usually is considered as an option only if non-
pharmacologic interventions (altered diet and exercise) have failed to lower plasma lipids. 
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liver as well as enhances the clearance of chylomicrons remnants, and increase in the level of 
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drugs available in the market.  
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acids which are then not reabsorbed by the liver but excreted. The drop in hepatic 
reabsorption of bile acids releases a feedback inhibitory mechanism that had been inhibiting 
bile acid synthesis. As a result, a greater amount of cholesterol is converted to bile acids to 
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maintain a steady level in circulation. Additionally, the synthesis of LDL receptors increases 
to allow increased cholesterol uptake for bile acid synthesis, and the overall effect is a 
reduction in plasma cholesterol. This treatment is ineffective in homozygous FH patients 
since they are completely deficient in LDL receptors. 

1.10.2.4 Ezetimibe 

This drug is sold under the trade names Zetia® or Ezetrol® and is also combined with the 
statin drug simvastatin and sold as Vytorin® or Inegy®. Ezetimibe functions to reduce 
intestinal absorption of cholesterol, thus effecting a reduction in circulating cholesterol. The 
drug functions by inhibiting the intestinal brush border transporter involved in absorption of 
cholesterol. This transporter is known as Niemann-Pick type C1-like 1 (NPC1L1). NPC1L1 is 
also highly expressed in human liver. The hepatic function of NPC1L1 is presumed to limit 
excessive biliary cholesterol loss. NPC1L1-dependent sterol uptake is regulated by cellular 
cholesterol content. In addition to the cholesterol lowering effects that result from inhibition of 
NPC1L1, its' inhibition has been shown to have beneficial effects on components of the 
metabolic syndrome, such as obesity, insulin resistance, and fatty liver, in addition to 
atherosclerosis. Ezetimibe is usually prescribed for patients who cannot tolerate a statin drug 
or a high dose statin regimen. There is some controversy as to the efficacy of ezetimibe at 
lowering serum cholesterol and reducing the production of fatty plaques on arterial walls. The 
combination drug of ezetimibe and simvastatin has shown efficacy equal to or slightly greater 
than atorvastatin (Lipitor®) alone at reducing circulating cholesterol levels. 

1.10.2.5 New approaches for the treatment of hypercholesterolemia 

In the last decade, a number of epidemiological and clinical studies have demonstrated a 
direct correlation between the circulating levels of HDL cholesterol and a reduction in the 
potential for atherosclerosis and coronary heart disease (CHD). Individuals with low levels 
of HDL (below 40mg/dL) are at higher risk of coronary heart disease CHD) then individual 
with level above 50mg/dL. Clinical studies have demonstrated that infusion of HDL 
component, apolipoprotein A-1 (apoA-1) in patients, significantly increases the level of 
HDL. The newest strategies are targeted to up regulate the level of HDL cholesterol instead 
of decreasing the level of total cholesterol. Cholesterol ester transfer protein (CETP) is 
secreted primarily from the liver and plays a critical role in HDL metabolism by facilitating 
the exchange of cholesteryl esters (CE) from HDL for triglycerides (TG) in apoB containing 
lipoproteins, such as LDL and VLDL. The activity of CETP directly lowers the cholesterol 
levels of HDLs and enhances HDL catabolism by providing HDLs with the TG substrate of 
hepatic lipase. Thus, CETP plays a critical role in the regulation of circulating levels of HDL, 
LDL, and apoA-I. It has also been shown that in mice naturally lacking CETP most of their 
cholesterol is found in HDL and these mice are relatively resistant to atherosclerosis. CETP 
inhibitors have failed in the clinical trials as their use has increased negative cardiovascular 
events and death rates in test subjects.  

2. Conclusion  
Cholesterol is an essential component in cell membrane, as a precursor for the synthesis of 
steroid hormones vitamin D, and bile acids that aid in digestion and cellular signal 
transduction. Half of the cholesterol is de novo synthesized in liver and is transported 
through various lipoprotein. Dysfunction in cholesterol metabolism can lead to 
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hypercholesterolemia which is a major factor in the development of atherosclerosis. Mode of 
intracellular and extracellular cholesterol transport through acceptors-donors and thereafter 
cholesterol trafficking pathways are highly co-ordinated with each other, regulated at 
enzymatic/transcriptional level and diverse functions of cholesterol in our body. Taken 
together, this book chapter addressed recent advances in cholesterol metabolism related to 
absorptions, biosynthesis, transport, excretion and therapeutic targets for new drugs and 
natural compounds.  
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1. Introduction 
Treatment of free radical pathologies by antioxidants has been substantiated by studies in 
animal models of diseases. However, so far the therapy of oxidative stress-related diseases 
has not found satisfactory application in clinical practice. This may be due to an insufficient 
efficacy of the antioxidants available, their unsuitable pharmacokinetics, lack of selectivity, 
presence of adverse side effects, their toxicity, etc. Thus, new antioxidants have to be 
identified. In numerous studies searching for novel antioxidant compounds, trolox, a water 
soluble analogue of alpha-tocopherol, is commonly utilized as a reference antioxidant. 
Chemically, trolox represents a carboxylic acid chromane (Fig. 1A). Due to its good water 
solubility, this antioxidant has been broadly used as a standard when screening antioxidant 
efficacy of other prospectively active compounds in studies involving chemical, subcellular, 
cellular and tissue models of oxidative stress mediated injury (Aruoma, 2003; Huang et al., 
2005; Prior et al., 2005). On the other hand, a fairly large and specific group of substances 
with beneficial antioxidant effects is derived from indole structure (Suzen, 2007). This puts a 
demand on the reassessment of the suitability of a phenol-type reference trolox, particularly 
in studies on screening of nitrogen heterocyclic antioxidants. 

The pyridoindole stobadine (Fig. 1A) has been found out to be an effective chain-breaking 
antioxidant scavenging a variety of reactive oxygen species (Kagan et al., 1993; Steenken et 
al., 1992; Stefek & Benes, 1991). The input of stobadine into the literary data on indole-type 
antioxidants comprises more than two hundred PubMed references. Several comprehensive 
reviews cover stobadine action as determined in a variety of models including simple 
chemical systems, biological models at subcellular, cellular or organ level, followed by 
extensive studies in vivo in a number of free-radical disease models, and that also in 
comparison with other drugs (Horakova et al., 1994; Horakova & Stolc, 1998; Juranek et al., 
2010; Stolc et al., 1997; Stefek et al., 2010). The main goal of the present paper is to provide 
an overview on the current data of the indole-type antioxidant stobadine and to compare 
them with those of the phenol-type antioxidant trolox. 

2. Comparison of stobadine with trolox 
Structural features, physicochemical properties, mechanism of action and efficiency of 
stobadine in various models of free radical damage are summarized and compared with 
those of trolox. Consequently, stobadine may be highlighted as a promising reference 
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antioxidant, which may readily be utilized as a standard in studies testing antioxidative 
efficacy of other indole-type substances. 
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Fig. 1. Structures of stobadine and trolox (A) and possible mechanisms of free radical 
scavenging by stobadine and vitamin E/trolox (B). 
Biologically relevant coupled reactions that might recycle stobadine (Kagan et al., 1993) and 
vitamin E/trolox (Davies et al., 1988) are depicted. 
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2.1 Physico-chemical properties 

Trolox, 6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic acid, has the character of organic 
acid (Nonell et al., 1995), while stobadine, (-)-cis-2,8-dimethyl-2,3,4,4a,5,9b-hexahydro-1H-
pyrido[4,3b]indole, is an organic base. Despite the fact that trolox is more lipophilic than 
stobadine (log P values 2.83 and 1.95, respectively), at the physiological pH 7 stobadine 
preferentially distributes into lipid compartment, while trolox preferentially resides in the 
water phase. The acidobasic behaviour accounts for this apparent discrepancy. With the pKa 
value of the carboxyl group 3.89 (Barclay & Vinqvist, 1994), trolox undergoes virtually 
complete dissociation at physiological pH (99.92% of COO- form of trolox). On the other hand, 
stobadine with the pKa value of the tertiary nitrogen 8.5 (Stefek et al., 1989) has around 92% of 
the basic nitrogen in protonated form at pH 7. As a result of the acidobasic equilibrium, the 
corresponding distribution ratios at pH 7 of trolox and stobadine, D = 0.33 (Barclay et al., 1995) 
and 3.72 (Kagan et al., 1993), respectively, clearly favour partitioning of stobadine into the lipid 
phase, yet not that of trolox. This may explain the profound drop of the apparent antioxidant 
efficiency of trolox in experimental models involving membranous systems (Horakova et al., 
2003; Juskova et al., 2010; Rackova et al., 2002; Rackova et al., 2004; Stefek et al., 2008).  

2.2 Redox properties 

Early pulse radiolysis studies indicated differences with regard both to the centre of 
antioxidant activity, residing in the indolic nitrogen or phenolic moiety of stobadine or 
trolox, respectively, and to deprotonation mechanism following the oxidation of the parent 
molecules (Fig. 1B). It was demonstrated that one-electron oxidation of stobadine leads to 
the formation of its radical cation (Steenken et al., 1992). That deprotonates from the indolic 
nitrogen and gives a resonance stabilised nitrogen-centred radical. With regard to the pKa 
value of approx. -5 of trolox-derived phenoxyl radical cation (Davies et al., 1988) and its 
expected extremely rapid deprotonation, no spectral evidence for generation of the trolox 
radical cation was obtained. However, depending on the reaction conditions, electron 
transfer followed by proton shift or even sequential proton loss and electron transfer 
(SPLET) has been suggested as a radical scavenging mechanism of phenolic antioxidants 
involving trolox and alpha-tocopherol (Musialik, 2005; Svanholm et al., 1974).  

As shown in Table 1, stobadine and trolox are characterised by comparable rate constants of 
their interactions with the majority of individual reactive oxygen species tested. The major 
differences concern the second order rate constants of their reactions with superoxide and 
hydroxyl radicals. A considerably higher ksuperoxide value was found for trolox (Nishikimi & 
Machlim, 1975) than that of stobadine (Kagan et al., 1993) (Table 1). On the other hand, the 
study by Bielski (1982) showed a notably low second order rate constant of trolox for its 
reaction with superoxide (ksuperoxide <0.1 M-1.s-1), while Davies et al. (1988) reported an 
apparent absence of trolox reaction with superoxide. 

Regarding the hydroxyl radical scavenging, Davies et al. (1988) reported the value k.OH. 
for trolox to be comparable with that of stobadine (Table 1). Nonetheless, according to the 
study of Aruoma et al. (1990), the second order rate constant of trolox for scavenging HO. 

radicals is about one order higher than that of stobadine. These findings are in a good 
agreement with our data obtained in a study where the efficacy of stobadine and trolox in 
inhibition of hydroxyl-radical-induced cross-linking of bovine serum albumin were 
assessed (Kyselova et al., 2003). 
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Reactive oxygen 
species 

Rate constant (M-1.s-1) 

Stobadine Trolox 

HO. 

7 x 109 
15.9 x 109 
(Steenken et al., 1992; 
Stefek & Benes, 1991) 

8.5 x 1010 
(Aruoma et al., 1990) 

CH3COO. 
Cl3COO. 

< 5x106 
6.6 x 108 
(Steenken et al., 1992) 

2.5 x 106 
3.7 x 108 
(Simic, 1980; 
Davies et al., 1988) 

DPPH. 4.9 x 102 
(Rackova et al., 2004) 

1.6 x 103 
(Rackova et al., 2004) 

C6H6O. 5.1 x 108 
(Steenken et al., 1992) 

4.1 x 108 
(Davies et al., 1988) 

O2.- 7.5 x 102 
(Kagan et al., 1993) 

1.7 x 104 

<0.1 
(Nishikimi & Machlin, 1975; 
Bielski, 1982) 

1O2 
1.3 x 108 
(Steenken et al., 1992) 

pH6 3.5x108 
(Nonell et al., 1995) 

Table 1. Second-order rate constants of stobadine and trolox interaction with reactive 
oxygen species and 1,1`-diphenyl-2-picrylhydrazyl (DPPH) stable free radical. 

Redox potential of stobadine (E = 0.58 V) (Steenken et al., 1992) is more positive than that 
of vitamin E (E = 0.48 V) (Neta & Steenken, 1982). Hence, at pH 7, the stobadine radical, 
formed as a consequence of stobadine free-radical-scavenging activity, may subtract 
proton from the trolox molecule resulting in regeneration of the parent stobadine 
molecule. Indeed, Steenken et al. (1992) in their pulse radiolytic study demonstrated the 
ability of trolox to recycle stobadine from its one-electron oxidation product, to give a 
corresponding trolox phenoxyl radical. When stobadine and trolox were present 
simultaneously in oxidatively stressed liposomes, trolox spared stobadine in the system in 
a dose-dependent manner (Rackova et al., 2002). Direct interaction of trolox with the 
stobadinyl radical resulting in the recovery of parent stobadine molecule appears to be a 
plausible mechanism. Thus, under physiological conditions, the antioxidant activity of 
stobadine may be potentiated by vitamin E. In a good agreement with this idea, Horakova 
et al. (1992) showed that the antioxidant action of stobadine was profoundly diminished 
in tocopherol-deficient rat liver microsomes. 

Analogically, in biological systems, vitamin E (E = 0.48 V) can be regenerated from its 
phenoxyl radical via the interaction with ascorbate (Davies et al., 1988), which possesses a 
more negative redox potential (E = 0.30 V) (Neta & Steenken, 1982); depicted in Figure 1B. 
In a similar way, the stobadinyl radical was shown to be quenched by ascorbate, as 
demonstrated by the increased magnitude of the ascorbyl radical ESR signal generated in 
the presence of stobadine in the system of lipoxygenase + arachidonate (Kagan et al., 
1993). Hence, one may expect that in biological systems, the antioxidant potency of both 
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trolox and stobadine may be modulated by their mutual interactions with other lipid- or 
water-soluble antioxidants.  

2.3 Antioxidant efficacies in various assay systems 

In a homogeneous system, antioxidant activity stems from an intrinsic chemical reactivity 
towards radicals. In membranes, however, the reactivity may differ as there are additional 
factors involved, such as a relative location of the antioxidant and radicals, ruled 
predominantly by their distribution ratios between water and lipid compartments. As 
already mentioned, a notably lower distribution ratio of trolox compared to that of 
stobadine may account for their different efficacies in systems involving lipid interface 
(membranes) in comparison to homogenous units (true solutions). 

In the ethanolic solution, trolox scavenged 1,1`-diphenyl-2-picrylhydrazyl (DPPH) radical 
more efficiently than did stobadine, based on the initial velocity measurements (Rackova et 
al., 2002). The finding was corroborated by the respective rate constants (Rackova et al., 
2004) as shown in Table 2. 

In the models of oxidative damage comprising soluble proteins in buffer solutions, the 
water-soluble antioxidants stobadine and trolox have free access both to free radical initiator 
and to protein-derived radicals. Stobadine inhibited the process of albumin cross-linking 
due to the oxidative modifications induced by the Fenton reaction system of 
Fe2+/EDTA/H2O2/ascorbate less effectively than did trolox (Kyselova et al., 2003). The 
experimental IC50 values correlated well with the reciprocal values of the corresponding 
second order rate constants for scavenging OH radicals. 

Trolox, in comparison with stobadine, was found to be a more potent inhibitor of 2,2'-azobis-2-
amidinopropane (AAPH)-induced precipitation of the soluble eye lens proteins (Stefek et al., 
2005). In contrary, production of free carbonyls due to protein oxidation was more efficiently 
inhibited by stobadine. Both stobadine and trolox showed comparable efficacies in an 
experimental glycation model in preventing glycation-related fluorescence changes of bovine 
serum albumin as well as in lowering the yield of 2,4-dinitrophenylhydrazine-reactive 
carbonyls as markers of glyco-oxidation (Table 2) (Stefek et al., 1999). 

On the other hand, trolox was found to be much less effective in inhibiting AAPH-induced 
peroxidation of di-oleoyl-phosphatidylcholine (DOPC) liposomes with respect to stobadine 
(Rackova et al., 2004; Rackova et al., 2006; Stefek et al., 2008), as exemplified by the 
respective IC50 values 25.3 and 93.5 μM, shown in Table 2. Stobadine, in comparison with 
trolox, more effectively prolonged the lag phase of Cu2+-induced low-density lipoprotein 
(LDL) oxidation measured by diene formation (Horakova et al., 1996). The same pattern of 
efficacy in prevention of the lipid oxidation boost was shown in the system of tissue 
homogenate. Stobadine showed a more potent inhibitory effect than trolox on lipid 
peroxidation in rat brain homogenates exposed to Fe2+/ascorbate as documented by 
thiobarbituric acid reactive substances (TBARS) levels (Table 2; Horakova et al., 2000). 
Interestingly, in the case of alloxan-induced lipid peroxidation of heat denaturized rat liver 
microsomes, the inhibitory efficacy of stobadine and trolox was comparable (Stefek & 
Trnkova, 1996). This finding may indicate that the critical competition of the scavengers 
with the alloxan-derived initiating reactive oxygen species takes place outside the 
membrane in the bulk solution. 
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Assay system Parameter 
measured Stobadine Trolox 

AAPH induced LPO in DOPC 
liposomes 
(Rackova et al., 2002) 

IC50 (µmol/L) 25.3 ± 14.6 93.5 ± 8.5 

BSA cross-linking induced 
Fe2+/EDTA/H2O2/ascorbate 
(Kyselova et al., 2003) 

IC50 (mol/L) 0.65 ± 0.08 0.13 ± 0.02 

AAPH-induced 
oxidative 
modification of 
soluble eye lens 
proteins 
(Stefek et al., 2005)

Inhibition of 
protein 
precipitation 

IC50 (µmol/L) 

121 ± 15 79 ± 8 

Inhibition of 
protein 
oxidation 

44 ± 8 131 ± 20 

Oxidative 
modification of 
BSA in an 
experimental 
glycation model 
(Stefek et al., 
1999) 

Glucose 
attachment 
into the 
molecule of 
BSA  

Amadori product 
(with respect to 8.2 
± 0.4 nmol/mg BSA 
for control without 
inhibitor) 

8.1 ± 0.5 
(0.25 mmol/L) 

7.4 ± 0.7 
(0.25 mmol/L) 

Glycation-
induced 
fluorescence 
changes of 
BSA 

Relative 
fluorescence (with 
respect to 11.2 ± 0.7 
nmol/mg BSA for 
control without 
inhibitor) 

7.9 ± 0.7 
(0.25 mmol/L) 

6.5 ± 0.4 
(0.25 mmol/L) 

Formation of 
DNPH-reactive 
carbonyl 
groups in BSA

Carbonyl groups 
(with respect to 5.6 
± 0.4 nmol/mg BSA 
for control without 
inhibitor) 

3.4 ± 0.5 
(0.25 mmol/L) 

3.3 ± 0.2 
(0.25 mmol/L) 

Cu2+-mediated oxidation of LDL 
(Horakova et al., 1996) 

∆tlag (min) 
(The increase in lag 
time given by one 
stobadine molecule 
per single LDL 
particle) 

1.5 0.38 

Fe2+/ascorbate 
induced 
oxidative 
damage of rat 
brain 
homogenate 
(Horakova et al., 
2000) 

Inhibition of 
TBARS 
production 

IC50 (µmol/L) 35 98 
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Assay system Parameter 
measured Stobadine Trolox 

AAPH-induced haemolysis of rat 
erythrocytes 
(Juskova et al., 2010) 

tlag (min) 
(88.6 ± 2.2 for 
control  
erythrocytes) 

> 300 
(100 µmol/L) 

144 
(100 µmol/L) 

LPO, lipid peroxidation; DOPC, dioleoyl phosphatidylcholine; BSA, bovine serum albumin; AAPH, 
2,2`-azobis (2-amidinopropane)hydrochloride; DNPH, dinitrophenylhydrazine; TBARS, thiobarbituric 
acid reactive substances. 

Table 2. Summary of antioxidant and protective efficacies of stobadine and trolox in 
experimental models of oxidative damage. 

In the cellular system of intact erythrocytes exposed to peroxyl radicals generated by 
thermal degradation of the azoinitiator AAPH in vitro, stobadine, in comparison to trolox, 
protected more powerfully erythrocytes from haemolysis, as shown (Table 2) by the 
respective lag phase prolongations (Juskova et al., 2010). In another cellular model, 
stobadine increased the viability of hydrogen-peroxide treated PC12 cells more effectively 
than did trolox, while both compounds reduced the content of malondialdehyde with a 
comparable efficiency (Horakova et al., 2003).  

3. Conclusion 
On balance then, the present paper, by summarizing the current data on both trolox and 
stobadine, underscores the structural and physicochemical differences between the two 
compounds as respective representatives of phenolic- and indole-type antioxidants. The 
structural variance explains their different mechanisms of antioxidant action and variable 
efficacies in the range of assay systems studied. Considering a plethora of studies reported 
on stobadine antioxidant action, physicochemical properties, and on a variety of its other 
biological activities, stobadine may represent a pertinent indole-type reference antioxidant. 
Hence, in studies of indole compounds, stobadine antioxidant standard may be utilized as a 
more relevant alternative to structurally diverse trolox. 
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