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Preface

The relentless pursuit of understanding the complexities of our world has always
been a driving force in the evolution of human knowledge. From the early days of
mathematical breakthroughs to the current age of advanced computing, our quest
to analyze, predict, and control natural and humanmade phenomena has led us

to develop increasingly sophisticated tools and techniques. The advent of numeri-
cal simulation has been a key milestone in this journey, empowering scientists and
engineers to tackle problems once thought out of reach.

Numerical Simulation — Advanced Techniques for Science and Engineering provides a
comprehensive and accessible introduction to this ever-expanding field. It equips
readers with the knowledge and skills to understand, design, and implement numerical
simulations in various disciplines, such as engineering, physics, chemistry, and biology.

This book caters to a wide readership, including students, researchers, and profes-
sionals in science and engineering. It begins with the history and principles of
numerical simulation, then explores mathematical modeling, numerical methods,
and computational algorithms. Further chapters delve into various applications, illus-
trating the potential of numerical simulations. The book emphasizes the significance
of accuracy, stability, and efficiency in simulations, striving to blend theory with
practice. It includes examples, exercises, software, and code snippets, encouraging
readers to apply what they learn to practical scenarios.

This book contains different use cases for numerical simulation in different indus-
tries. Practical examples and scientific details support all the information. The
chapters contain enough information for beginners to get familiar with the high
technology and science applications to solve business problems and more detailed
technical information for advanced readers.

Chapter 1: “Introductory Chapter: Numerical Simulation”

Chapter 1 is about numerical simulation, a computational technique used across
numerous scientific and engineering disciplines to study complex systems that are
otherwise difficult to explore physically. Numerical simulation creates approximate
models of real-world behavior, helping to predict outcomes under various scenarios.
This method involves discretizing continuous variables into finite points and convert-
ing differential equations into algebraic ones that computers can solve. Its diverse
applications include weather prediction, fluid flow simulation in aerodynamics, stress
analysis in mechanical structures, and biological system simulation in medicine.
While computationally intensive, the development of high-performance comput-

ing has significantly broadened the use of numerical simulation, establishing it as a
crucial tool in contemporary research and development.



Chapter 2: “Mathematical Basics as a Prerequisite to Artificial Intelligence in Forensic
Analysis”

This chapter delves into the confluence of mathematics, statistics, and Al, emphasiz-
ing their application in image processing and forensics. It underscores the importance
of math in these areas and the progression of image processing techniques. Key
notions like neural networks are examined, setting the groundwork for understand-
ing artificial neural networks. The chapter tackles hurdles in understanding pre-
requisites and explores niche areas like steganographic security and image forensic
detection. It proposes a score-based likelihood ratio over traditional statistical
methods. The chapter is divided into two sections, tackling math prerequisites for
image processing and connecting these to forensic sciences, facilitating an efficient
overview of related concepts across multiple specializations.

Chapter 3: “Computer Vision: Anthropology of Algorithmic Bias in Facial Analysis
Tool”

This chapter examines bias in Computer Vision (CV), notably in autonomous
machines, due to human influence during data labeling for machine learning, leading to
an unequal representation of social groups. Referencing Russell and Lee, it emphasizes
the need for broad and relevant datasets for effective recognition, highlighting those
biases from disproportionate representation can result in algorithmic decisions that
marginalize specific social groups. The authors scrutinize Amazon’ facial recognition
tool’s identification and categorization of non-conventional or dissenting genders,
questioning these machines’ capacity to recognize beyond binary gender classifications.

Chapter 4: “Numerical Simulations and Validation of Engine Performance Parameters
Using Chemical Kinetics”

This chapter promotes computer modeling and simulations for enhancing fuels and
engines, critiquing the conventional dependence on global reactions in combustion
simulations due to its impact on engine performance predictions. The authors suggest
arefined combustion model combining a 3D turbulent Navier—Stokes solver with
detailed kinetic reactions and fluid dynamics for improved accuracy. They advocate
for reduced chemical reaction mechanisms to expedite simulations, aiding efficient
engine performance analysis. The chapter underscores sensitivity analysis and the
computational singular perturbation method to hone the reaction mechanism. An
interface for surrogate fuels study is proposed, emphasizing the need for simulation
validation through experimental data. Comprehensive studies are urged for validat-
ing performance parameters across all mixtures. The necessity of a standard reduced
mechanisms library for varied engines and combustion systems is highlighted, ending
with a validated reduced reaction mechanism for premixed and direct injection spark
ignition engines.

Chapter 5: “Bayesian Methods and Monte Carlo Simulations”

This chapter discusses Bayesian methods and tools for studying probabilistic models of
linear and non-linear stochastic systems. They allow the tracking of probability dis-
tribution changes using Bayes’ theorem and the chain rule, but their complexity often
requires numerical statistical and causal inference methods. The chapter introduces
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various Bayesian techniques for managing intractable distributions, including sampling,
filtering, approximation, and likelihood-free methods, explaining their principles and
key challenges. These methods find applications in various areas: Bayesian experi-

ment design maximizes information gain and is usually combined with optimal model
selection; Bayesian hypothesis testing improves data-driven decision-making; Bayesian
machine learning treats data labels as random variables; and a Bayesian optimization is a
powerful tool for configuring and optimizing large-scale complex systems. The chapter
discusses Bayesian Monte-Carlo simulations, proposing that augmented Monte-Carlo
simulations can better explain capability and information efficiency.

Chapter 6: “Numerical Simulation on Sand Accumulation behind Artificial Reefs and
Enhancement of Windblown Sand to Hinterland”

This study investigates the impact of artificial reefs on Kimigahama Beach in Chiba
Prefecture, Japan. Due to their wave-sheltering effect, the reefs formed Salients,

or protrusions, in the shoreline, leading to a significant amount of fine sand being
transported inland by the wind. To analyze these effects, the study employed a model
that combines the Beta-Geometric (BG) model (for predicting three-dimensional
beach changes due to waves) with a cellular automaton method. This model was used
to forecast shoreline changes after the installation of reefs, beach changes induced by
windblown sand, beach changes after reef removal, and the impact of beach nourish-
ment. The findings indicate that constructing wave-sheltering structures like arti-
ficial reefs on fine sand coasts speeds up the wind-driven landward sand transport.
The model used was successful in predicting such effects.

Chapter 7: “Numerical Simulation of Land and Sea Breeze (LSB) Circulation along
the Guinean Coast of West Africa”

This chapter examines the dynamics of land and sea-breeze rotation along the West
African Guinean Coast using observed and simulated data. The Weather Research
and Forecasting (WRF) model, modified with ERA-Interim (a global atmospheric
reanalysis) and Climate Forecast System (CFS) forcing data, was used to simulate
the local circulation, displaying accurate results aligned with observed data. The
research reveals that pressure gradients, advection, and diffusion forces shape wind
rotation direction. An hourly breakdown indicated surface gradient forces dominate
the ocean, while diffusion terms impact more on land due to variations in surface
roughness caused by landscape and urbanization. The study highlights a connection
between urbanization and local circulation in major cities along the Guinean Coast.

Chapter 8: “Fluid Dynamics Simulation of an NREL-S Series Wind Turbine Blade”

This chapter focuses on the detailed study of the theory, design, modeling, and
simulation of a 1.2-MW wind turbine blade that measures 35 meters. Given the wind
turbine blade geometry’s complexity and unpredictable characteristics, the chapter
employs Computational Fluid Dynamics (CFD) to simulate the blade. The design’s
central focus is the Tip Speed Ratio (TSR), optimally set at 7 for this study. The
chapter then juxtaposes the simulation results with those from the Blade Element &
Momentum (BEM) theory. Finally, the results from Q Blade and X Foils are compared
with a more precise CFD Simulation. The chapter concludes by comparing and
evaluating the accuracy of the various methods used in the study.
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Chapter 9: “Methods of the Perturbation Theory for Fundamental Solutions to the
Generalization of the Fractional Laplaciane”

This chapter delves into the regularity properties of solutions to the fractional
Laplacian equation with perturbations, a model significant in various fields of
mathematics and physics. The authors utilize semigroup theory to illuminate the
dynamics of solutions, highlighting the effects of perturbations. They establish the
Harnack inequality for a weak solution to the fractional Laplacian problem, which is
a crucial tool for analyzing elliptic and parabolic partial differential equations and
provides vital information about the interior regularity of solutions. Furthermore,
the authors estimate the oscillation of the solution to the fractional Laplacian, a
necessary step for understanding solutions’ qualitative behavior and developing
numerical methods for the equation. Overall, this chapter provides a comprehensive
exploration of the regularity properties of the fractional Laplacian equation with
perturbations, aiming to spur further research and development in this crucial

field.

Chapter 10: “The Analysis on the Effects of COMT, DRD2, PER3, eNOS, NR3C1
Functional Gene Variants and Methylation Differences on Behavoiral Inclinations in
Addicts through the Decision Tree Algorythm”

This chapter presents a study exploring the influence of functional gene variants
(COMT, DRD2, PER3, eNOS, and NR3C1) on individuals with substance use disorder
(SUD). A decision tree algorithm is used to analyze and compare the impacts of these
gene variants, guided by the influences of genetic and epigenetic sequences. This clas-
sification system is evaluated through a 10-fold cross-validation considering various
factors, such as criminal history, continuity of substance use, previous polysubstance
abuse, suicide attempts, and inpatient treatment. Performance criteria are gauged
based on accuracy, sensitivity, and precision values, consistent with earlier research.
The gene variants branching structure resulting from the tree classification aligns
with existing literature. This research highlights the potential of machine learning

in predicting the effect of gene variants on behavior, emphasizing the need for more
extensive studies that include data from diverse ethnic groups to improve predictive
accuracy rates.

Chapter 11: “Mathematical Modeling of a Porous Medium in Diesel Engines”

This chapter discusses the issue of particulate matter (PM) emissions in direct-
injection diesel engines. Despite their high-power density and low exhaust emissions,
these engines face challenges with PM emissions due to the simultaneous fuel injec-
tion and combustion process. This process results in a non-homogeneous mixture

in the cylinder, contributing to emissions. The chapter proposes separating fuel
injection and combustion processes to create a homogeneous mixture, using porous
media in diesel engine combustion chambers as a practical approach to enable stable
ultra-lean combustion and reduce emissions. The chapter presents a thorough over-
view of the mathematical modeling of PM diesel engines, divided into three parts:
thermodynamic modeling, zero-dimensional modeling with chemical kinetics, and
three-dimensional computational fluid dynamics (CFD) modeling with chemical
kinetics.

XVIII



Chapter 12: “Modeling of Thermal Conductivity in Gas Field Rocks”

This chapter provides a comprehensive examination of the significance of understand-
ing the thermal conductivity of rocks in petroleum engineering, specifically during the
initial stages of oil and gas deposit exploitation. The information is essential for devis-
ing secondary and tertiary extraction methods, including hot water and steam injec-
tion, CO, injection, flue gas injection, and initiation of underground combustion. The
authors introduce an innovative method to measure the thermal conductivity of rocks,
improving understanding of heat transfer processes in subsurface reservoirs and aiding
the development of efficient extraction strategies. They also analyze the relationships
between thermal conductivity and properties of oil and gas collector rocks, particu-
larly density and porosity, offering insights that could optimize extraction processes.
The chapter is a valuable resource blending theory and application, beneficial for
researchers, professionals, and students in petroleum engineering and related fields.

Chapter 13: “Simulation Study of Microwave Heating of Hematite and Coal Mixture”

This chapter presents a computational approach to predict the temperature distribu-
tion in a hematite ore mixed with 7.5% coal. Using MATLAB 2018a software, a 1D
heat conduction equation was solved via an implicit finite difference method. The
study focused on a 20 cm x 20 cm square slab, where coal was assumed to be uni-
formly mixed with the ore. The model considered convective and radiative boundary
conditions, microwave heating time, thermal conductivity, heat capacity, carbon
percentage, sample dimensions, and other factors like penetration depth, permittiv-
ity, and permeability of the ore-coal mixture. The temperature profile derived from
this model could optimize the microwave-assisted carbothermal reduction process for
hematite. The model was also extended to slabs of varying sizes, and the predictions
aligned well with experimental results.

Chapter 14: “Perspective Chapter: Computational Modeling for Predicting the Optical
Distortions through the Hypersonic Flow Fields”

This chapter investigates the impact of aero-optical effects (AOE) on interceptor
systems equipped with infrared detectors. As these interceptors move at supersonic
speeds, they create a variable density field, altering the optical properties, particu-
larly the index of refraction. This alteration can distort the incoming light, causing
blur, shift, jitter, intensity loss, and resolution loss, collectively known as AOE. These
aberrations can severely degrade the imaging quality of onboard optical sensors,
compromising guidance accuracy and potentially leading to mission failure. Given
the importance of achieving high guidance accuracy for endo-atmospheric flight
vehicles, it is essential to understand the principles of AOE and evaluate these aberra-
tions. Therefore, this chapter studies the influence of supersonic flow fields on optical
propagation and imaging, which holds both theoretical value and practical implica-
tions in the design of optical systems and restoration of turbulence-degraded images.

Chapter 15: “Moving Node Method for Differential Equations”

This chapter presents a novel method using moving nodes in computing, promising
improved accuracy and efficiency in complex numerical calculations. It uses a
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common fluid mechanics and heat transfer problem to demonstrate the method’s
proficiency in solving convective-diffusion issues. The goal is to highlight how
this innovative method can tackle such problems more effectively than existing
approaches. Validation through test examples illustrates the method’s benefits,
encouraging its broader use in computing technology. This work aims to stimulate
fresh insights and further exploration in this crucial field.

Chapter 16: “On the Analytical Properties of Prime Numbers”

Prime numbers, unique in their properties and fundamental to number theory,
intrigue mathematicians due to their unpredictability and fundamental role in math-
ematics. Despite exhaustive research, their seemingly random distribution remains an
enigma encapsulated in the Prime Number Theorem. As the Fundamental Theorem
of Arithmetic highlights, their multiplicative properties emphasize their role as the
“building blocks” of the number system. Furthermore, unresolved mysteries like the
Twin Prime Conjecture and the Riemann Hypothesis, which are deeply connected

to the distribution of primes, add to the intrigue. Beyond their theoretical interest,
primes have significant practical applications, particularly in cryptography, where
their complex factorization properties underpin secure data transmission systems
like Rivest-Shamir—Adleman (RSA). In this chapter, the authors focus on the prime
numbers and their analytical properties.

This book helps readers understand numerical simulation applications in different
areas, and we hope it will be a valuable resource for industry professionals and
researchers. The chapters discuss the state of the art of critical topics in numerical
simulation. Furthermore, their coverage and depth make this book a helpful tool for
all managers and engineers interested in the new generation of data analytics appli-
cations. Above all, the editor hopes this volume will spur further discussions on all
aspects of numerical simulation applications in different industries.

As you embark on this journey, we encourage you to embrace the spirit of curiosity,
perseverance, and innovation that has fueled the development of numerical simula-
tion throughout history. We hope this book will be invaluable and ignite a passion for
lifelong learning and discovery in numerical simulations.

Happy reading, and best of luck on your journey into the world of numerical
simulation!

Dr. Ali Soofastaei

Al Program Leader,
Artificial Intelligence Center,
Vale, Brisbane, Australia
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Chapter1

Introductory Chapter: Numerical
Simulation

Ali Soofastaei

1. Introduction

A numerical simulation is an influential tool scientists and engineers use to
model and analyze complex systems. From the behavior of subatomic particles to the
dynamics of the universe, numerical simulation has become an indispensable tool for
understanding the world around us.

At its core, numerical simulation involves using mathematical models to describe
a system’s behavior. These models can predict the system’s behavior under differ-
ent conditions, allowing researchers to test theories and explore new ideas without
expensive and time-consuming experimentation.

The process of numerical simulation involves a series of steps. First, a mathemati-
cal model is developed that accurately represents the system being studied. This
model can take many forms, depending on the nature of the system and the questions
being asked. For example, a water flow model through a pipe might be based on fluid
mechanics principles. In contrast, a chemical reaction model might be found on
principles of thermodynamics and kinetics.

Once the model has been developed, it must be translated into a form that a
computer can understand. This often involves writing code in a programming lan-
guage such as Python or C++, which can be executed on a computer. The code typi-
cally includes algorithms that simulate the system’s behavior over time based on the
mathematical model.

Simulations can be run on various computer systems, from desktop computers to
supercomputers. The amount of computational power required depends on the com-
plexity of the model and the size of the system being studied. For example, simulating
a single molecule’s behavior might only need a few minutes on a desktop computer,
while simulating the behavior of an entire ecosystem could require days or even weeks
on a supercomputer.

As numerical simulation continues to evolve, it is also essential for researchers
to explore new frontiers and develop new approaches and techniques. For example,
machine learning and artificial intelligence are opening up new opportunities
in numerical simulation by enabling simulations to be run more efficiently and
accurately.

The future of numerical simulation is exciting and filled with possibilities. One
promising area of research is the development of multiscale simulations, which can
model systems at multiple levels of complexity, from the atomic to the macroscopic.
As a result, multiscale simulations can provide a complete understanding of complex
systems and can be used to design new materials and devices with novel properties.

3 IntechOpen
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Over the past few decades, numerical simulation has grown in popularity and
sophistication, driven partly by computer technology advances and new simulation
methods and algorithms.

Furthermore, integrating numerical simulation with other emerging technologies,
such as artificial intelligence, robotics, and quantum computing, is expected to open
up new opportunities for research and development. For example, using artificial
intelligence in numerical simulation can help identify patterns and relationships in
complex datasets, leading to more accurate predictions and better insights.

2. Advantages/Use cases

One of the critical benefits of numerical simulation is that it allows researchers
to explore the behavior of a system under a wide range of conditions. For example, a
model of climate change might be used to examine the impact of different levels of
greenhouse gas emissions. In climate science, numerical simulation has been used
to model the Earth’s climate system and predict future changes in the climate. These
models have helped scientists understand human activities impact on the environ-
ment and develop strategies for mitigating the effects of climate change [1].

The numerical simulation also allows researchers to investigate systems that are
difficult or impossible to study experimentally. For example, simulating the behavior
of subatomic particles in a particle accelerator might be the only way to explore
specific aspects of their behavior.

One example of the impact of numerical simulation can be seen in aerospace
engineering. Simulations have been used to design and optimize aircraft, spacecraft,
and rockets, reducing the need for expensive and time-consuming physical test-
ing. Numerical simulation has also been used to study air flow around wings and
other aerodynamic surfaces, leading to improved designs that are more efficient and
produce less noise [2].

Another example can be seen in biotechnology, where simulations have been
used to study the behavior of proteins and other biological molecules. For example,
simulations have been used to predict the behavior of drug molecules in the human
body, helping researchers to develop new treatments for diseases such as cancer and
Alzheimerss.

Moreover, numerical simulation has also found application in finance, where it
is used to model the behavior of financial markets and evaluate risk. For example,
Monte Carlo simulation is a popular technique for estimating financial instruments’
value and assessing the associated risk. In addition, simulations can test the impact of
different market conditions on a portfolio, helping investors make informed decisions
about their investments [3].

In materials science, numerical simulation has been used to study the properties
and behavior of materials at the atomic and molecular levels. These simulations can
provide insight into the fundamental mechanisms that govern the conduct of materi-
als and can be used to design new materials with specific properties.

Another area where numerical simulation is increasingly being used is in the
development of autonomous vehicles. Simulations can be used to test and refine the
behavior of self-driving cars, trucks, and drones, allowing developers to ensure that
they are safe and reliable before they are deployed on the roads or in the air [4].

In recent years, there has been growing interest in using machine learning and
artificial intelligence to enhance numerical simulation capabilities. Machine learning
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algorithms can improve the accuracy and efficiency of simulations by learning from
data and identifying patterns in the behavior of the system being studied.

Researchers must collaborate across disciplines and share their knowledge and
expertise to harness numerical simulations powerfully. Many of the most complex
and challenging problems facing science and engineering today require input from
experts in multiple fields, and collaboration and communication are essential for
making progress.

Furthermore, developing numerical simulation tools and algorithms requires
significant investment in research and development. Therefore, governments and
private industry must continue to invest in developing new simulation methods and
algorithms and the hardware and software infrastructure necessary to run simula-
tions efficiently [5].

In addition, efforts must be made to ensure that the benefits of numerical simula-
tion are accessible to all. Access to computational resources can be expensive, and
researchers in developing countries and underfunded institutions may need access
to the resources they need to conduct simulations. As such, efforts must be made to
promote equity and access to resources, to ensure that all researchers have the tools
they need to progress in their fields.

Researchers must communicate their findings to the public in an understandable
and accessible way. The results of numerical simulations can have far-reaching impli-
cations for society, and the public needs to understand the impact of this research.
Therefore, researchers must work to communicate their findings clearly and transpar-
ently and engage in dialog with the public about the ethical and societal implications
of their work [6].

In addition, numerical simulation can address some of the grand challenges facing
humanity, such as exploring the mysteries of the universe and discovering new forms
of energy. Numerical simulation in astrophysics, for example, has led to ground-
breaking discoveries about the nature of black holes and the universe’s structure.

Numerical simulation is not limited to academic research and can play a critical
role in industrial applications. For example, numerical simulation can be used to
design manufacturing processes and optimize production systems. Manufacturers can
identify the most efficient and cost-effective strategies by simulating different manu-
facturing scenarios and evaluating their impact on production output and quality.

Numerical simulation can also be used to design and optimize buildings and
infrastructure. For example, simulations can be used to test the behavior of structures
under different loading conditions and to evaluate the effectiveness of different
design strategies. This can lead to the development of more resilient and sustainable
buildings and infrastructure, better able to withstand natural disasters and the effects
of climate change [7].

One area of research that is currently gaining momentum is the use of quantum
computing in numerical simulation. Quantum computers operate on the principles of
quantum mechanics, which enable them to perform specific calculations much faster
than classical computers. This makes quantum computers particularly well-suited for
simulating the behavior of quantum systems, such as the behavior of molecules and
materials.

As quantum computing technology advances, it is expected to significantly
impact numerical simulation in various fields, from materials science to drug dis-
covery. However, significant challenges still exist in developing quantum computing
hardware and software. As a result, it may be some time before quantum computing
becomes a practical tool for numerical simulation.
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In addition, using numerical simulation is also creating new opportunities for
interdisciplinary research by bringing together experts from different fields to
collaborate on complex problems. For example, studying complex systems such as
ecosystems or the human brain requires input from biology, physics, mathematics,
and computer science experts.

As interdisciplinary research becomes increasingly important, researchers must
develop new ways of communicating and collaborating across disciplines. This may
involve the development of new tools and techniques for data sharing and analysis,
as well as new approaches to education and training that encourage interdisciplinary
thinking and collaboration.

Another area of research gaining momentum is using simulations in developing
smart cities. Simulations can be used to model the behavior of urban systems, such
as traffic flow and energy consumption, and to identify strategies for optimizing
resource use and reducing waste. This can lead to the development of more sustain-
able and resilient urban environments, better able to cope with the challenges of
climate change and population growth.

Moreover, integrating simulations with other technologies, such as virtual and
augmented reality, opens new education, training, and design possibilities. For
example, simulations can create immersive learning experiences and train profession-
als in high-risk fields, such as medicine and aviation. Simulations can also be used to
design and test new products and systems, reducing the need for costly and time-
consuming physical prototypes.

3. Challenges

Despite its many benefits, numerical simulation has its limitations. Models simplify
real-world systems and are only as accurate as the assumptions and approximations
made in their development. Furthermore, simulations can be computationally expen-
sive, and the results can be sensitive to the numerical methods and algorithms used in
the simulation.

Another challenge is the need for better validation and verification of simulations.
Because simulations are based on mathematical models, validating and verifying
experimentally can be challenging. As a result, researchers must rely on a combina-
tion of physical experiments, empirical data, and mathematical analysis to ensure
that their simulations are accurate and reliable [8].

There are also some ethical concerns associated with its use. For example, using
simulations to design autonomous weapons raises questions about the morality of
using machines to make life-or-death decisions. Similarly, using simulations to model
the behavior of financial markets raises questions about the ethics of using algorithms
to make decisions that affect people’ lives and livelihoods.

Another concern is the potential for simulations to perpetuate bias and
discrimination. Models are only as accurate as the data they are trained on. The
generated simulations may perpetuate those biases and inequalities if that data con-
tains preferences or reflects societal disparities. As such, it is crucial for research-
ers to be aware of the potential for bias in their simulations and to take steps to
mitigate it.

There is also a concern that the increasing reliance on numerical simulation
may lead to a loss of intuition and creativity in scientific and engineering research.
For example, as researchers become increasingly reliant on simulations to generate
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predictions and test theories, there is a risk that they may need help to think outside
the box and come up with novel ideas [9].

As the use of numerical simulation continues to grow, researchers need to remain
vigilant about these tools’ potential risks and limitations. Models are inherently
simplifications of reality, and simulations can be sensitive to the assumptions and
approximations made in their development. As such, it is essential for researchers to
validate their models and simulations using experimental data and to continuously
refine their models and algorithms to ensure accuracy and reliability [10].

Moreover, increasing complexity and size of simulations can present significant
computational challenges, requiring large-scale parallel computing resources and
specialized software. As such, it is important for researchers to have access to these
resources and to develop strategies for efficient and scalable simulations.

4, Conclusions

In conclusion, a numerical simulation is a powerful tool transforming scientific
and engineering research and a wide range of industrial and scientific applications. As
the use of numerical simulation continues to grow, researchers must remain vigilant
about these tools’ potential risks and limitations and ensure that ethical consider-
ations are carefully considered. However, the possibilities of numerical simulation
are immense. By continuing to explore new frontiers and develop new approaches
and techniques, researchers can unlock the full potential of numerical simulation and
progress in some of humanity’s most challenging and important problems.

From aerospace engineering to biotechnology, finance to materials science,
numerical simulation is helping researchers to explore and understand the world in
new and exciting ways. As computational power continues to increase and new simu-
lation methods are developed, the potential of numerical simulation to revolutionize
science and engineering research is only set to grow.

As the integration of numerical simulation with other emerging technologies
continues to accelerate, researchers can unlock new possibilities for research and
development, leading to new insights and discoveries that can help address some of
humanity’s most pressing challenges. By pushing the boundaries of numerical simula-
tion and exploring new frontiers, researchers can continue to harness the power of
this tool to make progress in their fields and improve society as a whole.
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Chapter 2

Mathematical Basics as a
Prerequisite to Artificial
Intelligence in Forensic Analysis

KP Mredula Pyarelal

Abstract

The chapter examines a review and revisit to the current study of advancements in
mathematics and statistical methods underlying the most sorted topic of artificial
intelligence (AI). Inclusion of references is done for better and smooth discussion for
more clarity to the underlying difficulties faced by readers. Mathematics motivates
image processing and image processing improves methods involved with mathemat-
ics, which is to be explored. Mathematics stands as a back bone and with discussions
of basics of neural network the path way to artificial neural network would be build.
The struggle to recall the prerequisites faced by researchers is addressed in this
chapter. The chapter will provide you through an ariel view by stating the definitions
of prerequisites such as mathematics for image processing, mathematics for forensic
image processing which includes basics of neural network and prerequisites of prob-
ability theory as a subsection. Forensic sciences utilize the concepts of probability
density to a great extent. The topics briefed would provide the readers to have a quick
recap of the concepts which though seem to be from different specializations but are
deeply connected to one another. Section one is dedicated to mathematics for image
processing and Section two connects mathematics, image processing with forensic
sciences.

Keywords: mathematics, probability, forensic sciences, image processing, neural
network, score- based likelihood

1. Introduction

The chapter aims to bridge the gap between Al and Mathematics at core of it. They
represent the two branches of the same tree [1]. But since they are taught indepen-
dently, many times it becomes difficult to connect the two and look at the broader
picture with a satellite view. Al was invented way back in 1950’s by John Mc Carthy
who coined the phrase the science and engineering of making intelligent machines.

A brief history could be referred in [2].

The three layers of Al basically consist of Incremental advancements in algorithm
design, application to specific design and step change is performed for improvement.
Mathematical and statistical concept clarity is highly desirable to understand and
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implement Al At this point, an attempt is made with few topics to show the connec-
tion in a lucid way. Few explanations are beyond the scope of the chapter so are stated
with detailed references for further explorations.

Since there is a deep connection between mathematics, image processing and
forensic sciences, the topics included will be an initial knowhow to start exploring the
possibilities to scholars in forensic based image processing. Multimedia forensic uti-
lizes Al techniques which involve convolution neural network. Analysis of forensic
image is used to decode the fake information about photographs using machine
learning [3], another important application is in medicine for forensic anthropology
[4]. To understand such recent research in multimedia, concepts of image sampling,
enhancement, convolution and neural network are included in this chapter. IoT based
forensic analysis also utilizes the statistical approaches discussed.

Beginning with few basic image processing and mathematical expressions, a sys-
tematic development is traced through score-based likelihood used in forensic explo-
ration. It would be beneficial to a reader interested in exploring the quantitative
procedure to weigh evidence which would use likelihood ratio [5]. In the later part of
the chapter a brief introduction to neural network paving the path to digital forensic
neural network is included.

Keeping the above idea in mind, the first section includes a brief discussion on
topics of image processing and mathematical representation, image formation model,
image sampling, intensity transformation and spatial filtering, image enhancement
using Laplacian mask, image denoising, order statistics filters, convolution in image
processing. The second section is dedicated to forensic image processing and mathe-
matics which includes widely concepts of steganography, discrete Fourier transform,
score-based likelihood, and finally an overview of Neural network and probability
theory.

2. Brief of mathematics for image processing

Digital image processing has developed rapidly along with the advances in com-
puting and mathematical advances, to nurture the ever-growing demand for techno-
logical luxuries.

2.1 Mathematics in image processing

Mathematical image processing is widely used in fields such as medical imaging,
surveillances, video transmission, astrophysics and many more. Signals are one
dimensional image. Planar images are in two dimension and volumetric are in three
dimensions. Images in grey scale are classified as single valued functions while
coloured images are vector valued functions. The imperfections such as blurring and
noise reduce the quality of the image.

2.2 Image formation model

Mathematically a planar image is represented by a function form as spatial domain
to a function value,

(%, ) = f(x,9) 1)
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In an image the intensity value is the energy radiated by the physical source.

0<f(x,y)<oo ()

f(x,y) depends on the illumination i(x, ) and the reflectance (x, y) hence,

fle,y) =i(x, y)r(x, y) (3)

A similar expression is applicable to the images formed by transmission through a
medium.

2.3 Image sampling

Sampling means digitalization of coordinate values and digitalizing the amplitude
means quantization. A digital image is represented as a matrix and the number of grey
levels is taken in powers of 2.

2.4 Intensity transformation and spatial filtering

For improving contrast, a statistical tool of histogram equalizer is used. Consider a
low contrast/dark image or light image as input image p(x, y) and an output as a high
contrasted image m(x, y).

Assume that the grey-level range consists of L grey-levels. In the discrete case, let
rk = p(x, y) be a gray level of

pk=012,..L—1 (4)

Les,= m(x, y) be the desired gray level of output image .
A transformation T :

[0, L —1] — [0, L — 1] such thats, = T(r), forallk =0,1,2,...,L — 1. (5)

Define h(r,) = n;, where 7}, is the kth grey level, and 7, is the number of pixels in
the image p taking the value 7.

Visualization of discrete function gives histogram.

In the discrete case, let 7, = p(x, y). Then we define the histogram-equalized image
m at(x,y ) by

mx,y) =5 = (L-137 ply) (6)

Theoretical interpretation of histogram equalization (continuous case) considering
the grey levels r and s as random variables with associated probability distribution
functions p,(r) and p,(s) The continuous version uses the cumulative distribution
function and we define

s=Tr) =(L-1) Jpr(w)dw 7)
0
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If p, (r) > 0on [0, L —1], then T is strictly increasing from [0, L — 1] to [0, L — 1],
thus T is invertible. Moreover, if T is differentiable, then we can use a formula from
probabilities: if s = T'(r), the

0
p6) =p,0) 5 (8)

where we view s = s(r) = T(r) as a function of r, and r = r(s) = T-1 (s) as a function
of s. From the definition of s, we have by differentiating equation (7)

= (L —=1p,(r) =T'() 9

O may_ 1 !
== (T76) = () (L —1p,(r(s))
o 1 !

P =R o =P )~ )

or
os

(10)

So, the uniform probability distribution function p_ in the interval [0, L — 1],
corresponding to a flat histogram in the discrete case.

2.5 Image enhancement

Considering an image function f with second order partial derivatives, Laplacian
of f in continuous form is defined as,

f &
Af = JJZJFJ]Z (11)

Af — f is linear and rotationally invariant.
Implementing numerical analysis finite difference approximation, the second
derivatives can be approximated as,

7 (e » S RA =) 40 ) .
and
;jixy fxy+k)—2f(:2,y)+f(x,y—k) 13)

Here second derivative of f(x, y) is approximated using the function values of f at
%, x +h, x — h keeping y constant for second derivative with x. Similar approach is
used for second derivative of f with y.

Considering h=k=1 for any image a Laplacian 5-point formula given by

A y)mfx+1,y) +fx =Ly) +fley+1) +fley—1) -4 lx,y) (14

which can be applied to discrete images.
The Laplacian mask defined for a spatial filter is
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0 10
m=|1 —4 1 (15)
0 10

Laplacian operator can be discretized with 9-point Laplacian formula as,

Af (e, ) =f(x +1,9) +f(x =L y) +f(x,y +1) +f(x, y — 1)
Hx+Ly+)+fx—Ly+D)+flx—1,y—1) +f(x+1,y—1)— 8 (x,y)

(16)
1 11
with Laplacian maskm = |1 -8 1
1 11

The sum of coefficients is 0 for both the Laplacian masks m, which is related with
the sharpening property of the filter. The Laplacian can be used to enhance images.
For example, in 1D a smooth-edged image can be enhanced to a sharp-edged profile
by applying the operatore =f —f ".In2D for a blurry image an operator
e(x,y) =f(x,y) — Af (x, ). In discrete case if 5-point Laplacian is used, we obtain the
linear spatial filter and mask as,

e(x,y) =f(x,9) = Af (0, ) = (%, 9) = flx +Ly) = flx = Ly) = floe, y +1) = flx, y = 1)

17)
and
[0 -1 0]
m=|-1 5 -1
| 0 -1 0]
Similarly, the 9-point Laplacian mask
(-1 -1 —1]
m=|-1 9 -1 (18)
-1 -1 —1]

2.6 Image denoising

Human vision can classify and categorize the image into different levels but for a
digital camera denoising is difficult. Enhance observations, interpolating missing
image data are to be performed rigorously to improve image quality. There are many
reasons for image contamination such as heat generated by camera or external sources
which might emit free electrons from the image sensor itself, thus contaminating the
true photoelectrons.

Mathematically, one can write the observed image captured by devices as [6]:

v(i) = u(i) +n(), (19)

where v(7) is the observed value, u(7) is the true value, which needs to be recovered
from v (7). n(i) is the noise perturbation.
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For a grey value image, the range of the pixel value is (0, 255), where 0 represents
black and 255 represents white. To measure the amount of noise of an image, one may
use the signal noise ratio (SNR),

SNR = ”((”) i (20)

o(n)

where 6(u) denotes the empirical standard deviation of u(i),

_ i) —a)?
o(u) = N (21)
_ i) —v(@)?
oln) = - @)
where 7 = Tu(Z) the average grey level values computed from a clean image.

SNRs are usually expressed in terms of the logarithmic decibel scale as signals have
a wide dynamic range. In decibels, the SNR is, by definition, 10 times the logarithm of
the power ratio:

AN ﬁ 2
SNR =101log s <%> "

A denoising method can be defined as Dj, working on an image u:
u = Dyu +n(Dy, u) (24)

where /£ is the filtering parameter, Dj, is the denoised image, and n(Dj, ) is the
noise guessed by the method.

It is not sufficient to just smoothu and get the denoised image. The more recent
methods are not only working on smoothing, but also try to recover lost information
in n(Dy,, u) as needed as discussed by [7, 8], i.e. in an image captured by digital SLR
cameras, we often need to keep the sharpness and the detailed information while the
noise is being blurred. In the literature, work has been done on local filtering methods
which include Gaussian smoothing model [9], Bilateral filters (Elad), PDE based
methods, including anisotropic filtering model [10, 11] and total variation model
(F. Guichard). Approaches using frequency domain filtering [12], Steering kernel
regression [13] and so on.

2.7 Order statistics filters

Order filters are used in image processing. Non-linear spatial filters are classified as
Order statistic filters, whose response is based on the ordering of the pixels contained
in the image area encompassed by the filter, and then replacing the value in the centre
pixel with the value determined by the ranking result.

It is an estimator of mean which uses a linear combination of order statistics. Now
the question is how is it different from the mean filter? It is known that the mean filter

14



Mathematical Basics as a Prerequisite to Artificial Intelligence in Forensic Analysis
DOI: http://dx.doi.org/10.5772 /intechopen.108416

is a simple sliding-window of spatial filter that replaces the centre value in the window
with the average of all the pixel values in the window but for order statistic filter we
consider N observations arranged in ascending order,

X1<Xr< ... <XpN (25)

{X;} are the order statistics of the N observations [14]. An orders statistics filter is
an estimator of F(X1, X3, ..., Xy) of the mean of X as

F(X1, X5, oo, Xn) =a1X1 +a X0 + ... +anXn (26)

The linear average which has coefficients a; = #- and the median filter which has
coefficients

L i N+1
a; = 2’ (27)

0 otherwise

The trimmed mean filter has coefficients,

1 N—M+1<i<N+M+1
a; = M 2 - 2 ? (28)
0 otherwise

For any distribution one can determine the optimal coefficient by minimizing the
criteria function

J(a)=E {(aTX - ”)2} with a being the vector of order statistics filter coefficient, X

is the vector of order statistics and is the mean of X, here, E[X] = % The
order statistic filters which turns out to be important for Grid Filters is that they
are piecewise linear. Order statistic filter is generally applied to 3x3, 5x5 or 7x7
windows.

2.8 Convolution in image processing

Filter effect for images is due to convolution. A matrix operation is applied to an
image in which a mathematical operation comprised of integers is performed. The
idea is to determine the value of a central pixel by adding the weighted values of all its
neighbours together. The outcome is a new modified filtered image. Convolution is
performed to obtain a smooth/enhance/intensity/sharpen an image.

A convolution is done by multiplying a pixel to its neighbouring pixels colour value
by a matrix called kernel. Kernel is a small matrix of numbers that is used in image
convolutions. Differently sized kernels containing different patterns of numbers pro-
duce different results under convolution. The size of a kernel is arbitrary but 3x3 is
often used [15].

Formula for convolution is given by,

- i ngﬂf ijdij
B F

w (29)
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W is the output pixel value.
f; the coefficient of the convolution kernel at position 7,/ in the kernel matrix

djjdata value of the pixel that corresponds tof;

F sum of the coefficients of kernel matrix

¢q dimension of the kernel.

Now in next section a connection between mathematics behind the image
processing and forensic based image processing is handled.

3. Mathematics for forensic image processing

Forensic can provide information security when the information source is not
trusted. There are forgery detection algorithms to detect interplay between the actual
and the modified details. Probability, linear algebra helps in learning forgery. Fourier
transform infrared micro spectroscope is used in analysing traumatic brain injuries
[16]. Hypothesis testing with local estimates help in identifying the unaltered and
falsified images. Stochastic gradient descent approaches are also used in forensic
editing detection. These are used as metadata is unreliable and multimedia forensic
is found superior in such cases. In certain advance studies graph theory is also
employed to image identification purposes in a better way. So now we will walk
through the different aspects to have the essence of the approaches utilized in
forensic sciences.

3.1 Steganography

The art of hidden writing is known as Steganography. Steganography is different
from cryptography (the art of secret writing), which is utilized to make a message
unreadable by the creator. Steganography is commercially used functions in the digital
world, most notably digital watermarking. If someone else steals the file and claims
the work as his or her own, the artist can later prove ownership because only he/she
can recover the watermark [17, 18].

Kessler [19] quoted that a computer forensics examiner might suspect the use of
steganography because of the nature of the crime, books in the suspect's library,
the type of hardware or software discovered, large sets of seemingly duplicate
images, statements made by the suspect or witnesses, or other factors. A website
might be suspect by the nature of its content or the population that it serves. These
same items might give the examiner clues to passwords, as well. And searching for
steganography is not only necessary in criminal investigations and intelligence
gathering operations. Forensic accounting investigators are realizing the need to
search for steganography as this becomes a viable way to hide financial records
which is discussed by [20].

3.2 Discrete Fourier transform

A discrete Fourier transform transforms a sequence of N complex
numbers {x, } ==x1,X,, ... 5xn_1 to another sequence of complex numbers
{Xy} ==X1,X2, ...XN_1 as,
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X, = xe ¥ = x, | cos —2mm +isin —2mm 30
n=0 n=0 * N N ( )

X =F(x) (31)
3.3 Score-based likelihood

Statistical methods are widely used for digital image forensic. A score-based
likelihood ratio (SLR) for camera device identification is one amongst them.

Score based likelihood is a deciding factor for selection of the similarities between
the evidences such as two fingerprints obtained from a crime scene and the one
from the suspect. Photo-response non-uniformity as a camera fingerprint and one
minus the normalized correlation as a similarity score [21]. The procedure

includes source identification problems and forgery and tampering detection
problems. A camera device identification problem utilizes the SLR. It decides whether
given an unknown digital image has been taken by a known camera device or not
along with the strength and weakness of the evidence in favour of the decision. It
helps in qualifying the weight of the evidence. SLRs fit probability density functions
to both sets of scores. Both pdfs are evaluated at the score between the noise residual
of the image in question and the camera fingerprint, and the SLR is the ratio of

the results.

Let’s discuss a simple example as,

Let I; be the image output from a camera that includes noise, and let Iy be the
perfect image without noise. Consider the camera fingerprint, as K, and denote all
other noise components from the image as ¢. Then the image output t I;can be
modelled as,

L=Iy+1Io)K+¢ (32)

The true image K is not obtained practically so we estimate it using maximum
likelihood estimator K

K can be obtained by collecting first N images from the camera in discussion as
1V 12 [(N)

The noise residuals from each image can be computed utilizing a filter F using the
formula

w0 =1 — F(1") (33)

withi =1,2,...N.
Then the photo response non uniformity is given by the formula,

P SN WO

(34)
SV (m)?

For accuracy of similarity score, peak to correlation score is replaced instead of the
normalized correlation computation. The former has a better decision threshold
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stability [21]. Further a trace anchored score-based likelihood ratio could also be
studied. SLR framework uses the hypothesis testing methodology to justify the
conclusion based on the evidences received.

3.4 Basics of neural network

Neural network consists of artificial neurons connected in a network structure. Its
structure is inspired by the human brain and learns from the data feed to it. It has an
extensive approximation property. There are several types of neural networks namely,
recurrent neural network, convolutional neural network, radial basis function neural
network, feedforward neural network, modular neural network. A basic structure will
be discussed here for getting the insight of its architecture. Single layer neural network
in mathematical expressions is seen as

y1 =f(aux1 + anx) + azxs3) (35)

The output y, is derived from the input {x;} using weights {a;; }described in a
function form j = 1to 3 (Figure 1).

3.4.1 Neural network with one hidden layer

The neural network with one hidden layer having three inputs and one output with
one hidden layer is given by,

Output layer
Input laver
Figure 1.

Representation of a single layer neural network without hidden layer.
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2 =g (ol + alfx + alxs)

2 =g (s + o + alles)

36
3 = g (el + alles + alles) e

3 2) (2 2) (2 2) (2
P Y R )

The output y} is derived from the input {x;} using weights { } described in a
function form fori,j = 1to 3. The superscript describes the level of layer applied. Then

the final output y§3> is computed from the information of hidden layer. Similarly,
architecture of networks with two hidden layers can be generated (Figure 2).

Such structures are classified under single layer feed forward network. In multi-
layer feed forward networks, the inclusion of one or more hidden layers enables the
network to be computationally more effective. Feedback networks take in output as
its input and closes the loop to gain improvements in the procedure. There are other
patterns as well to enhance the performances of the network.

Kingston [22] quoted that Simulation experiments with a type of neural network
known as a Hopfield net indicate that it may have value for the storage of tool mark
patterns (including bullet striation patterns) and for the subsequent retrieval of the
matching pattern using another mark by the same tool for input.

A convolutional neural network is a deep learning algorithm which takes image as
an input, assign importance to various aspects and is able to differentiate between the
features. Its architecture is very similar to the neurons in human brain. An image
which is a 3*3 matrix entry is written as 9*1 vector and is feed to a multilayer
perceptron for classification. Digital forensic implements neural network for better
analysis [23].
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Figure 2.
Visualization of the neural network with one hidden layer having three inputs and one output with one hidden

layer.

19



Numerical Simulation — Advanced Techniques for Science and Engineering

3.5 Basics of probability

Forensic analysis is using probabilistic inferences and probabilistic reasoning.
Probability can be termed as specialised facet of logical reasoning whereas statistics
deals with collection and summary of data. It may be utilized in measuring. Forensic
may include criminal proceedings with chemical analysis of suspicious substances and
measurements of elemental compositions of glass fragments. Probability is a branch of
mathematics which aims to conceptualise uncertainty and render it tractable to
decision-making (Aitken-Roberts-Jackson). In the criminal justice context, the
accused is either factually guilty or factually innocent, there is no other possibility.
Hence, p(Guilty, G) + p(Innocent, I) = 1. Applying the ordinary rules of number,
this further implies that p(G) = 1-p(I); and p(I) = 1-p(G). The probabilistic
formulae are also used to measure levels of uncertainty associated with a particular
estimate.

Probability is widely used in Al as it resolves around the data collection handling
and analysing to reach conclusive outcomes. With the advance foreseen utility of Al in
various fields like agriculture, engineering, demography, medicine, education, mar-
keting and so on probability will be involved as the core of algorithms. An overview of
few of the important basic concepts are included in this section.

Statistics will deal in data characterisation and analysis. It involves grouping and
the choice of selection by hypothesis testing. Here an overview is included.

An experiment is a process of observation and measurement. Randomness is the
key desired inclusion for the experiments in discussion. The subsets of a sample space
are events.

If equally likely events having finite outcomes, then P(A) is the probability of
event A as

P(4) = Number of outcomes to the occurance of an event A

Total number of equally likely events
0<P(A)<1

Impossible event P(A)=0 and P(A)=1is a certain event.

Conditional probability deals with the concept of events occurrence under the
condition of another event already occurred. If the requirement to study the proba-
bility of event A under the circumstance with event B occurring already is given by

A\ P(AnB)
o(5)~"p 1 0

3.6 Bayes theorem

Bayes theorem is implemented in a variety of applications where conditional
probability is involved. It is used in classification of occurrence of an event when the
consideration of probability of occurrence of event is true is included without any
specific evidence.

Bayes theorem states that

If we consider S to be a sample space which is subdivided into C3,C,, .. C), with
P(C;) # 0 fori = 1,2, ... ,k. Then for any arbitrary event A in S with P(A) # 0 we have
forr =1,2,... ,k,
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(37)
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Although the Bayes theorem is widely used but there are few limitations of the
theorem as the requirement of mutually exclusive and exhaustiveness is not achiev-
able practically. If the data is huge the computation is not feasible. In many problems
the requirement of relevant conditional probability to be stable over time is also not
achievable. Further often assuming the constant likelihood ratio in the denominator is
not feasible in practical cases. Bayes theorem helps in making interpretations from the
collected samples from the site of crime [24].

3.7 Probability density functions

Probability density function is widely used in the AI and Neural networks. Proba-
bility density function is used to define a range for a specific occurrence of a contin-
uous random variable. The area under the curve represents the interval in which the
continuous random variable will fall.

f(x) is called a probability density function if,

Jiof(x)dle fx)=0 Vx (38)

oo

Probability density function is different from probability mass function which will
indicate whether there is a probability of a function to achieve a specific value and not
a range as in the case of probability density function.

Probability density function of an image (Rafael C. GONZALES)

255

A= "myg+1) (39)
g=0

my, (g + 1) represents the number of pixels in I} (k denotes colour band of image I )
with value g. A denotes the number of pixels in I. The gray level probability density
function of I, is given by,

P+ 1) = gm g+ 1) (40)

The use of probability lies in the starting point of neural network for making
decisions. Casual and probabilistic decisions are made naturally in human brain but
the machine needs to be trained using probability theory. Machine learning uses Bayes
theorem. Bayes theorem relates marginal probability and conditional probabilities.
Experiment outcomes termed as events are mutually exclusive if they do not occur
simultaneously. Events are called exhaustive if the occurrence of them constitute the
entire possibilities.

Mathematically events A and B are said to be mutually exclusive and exhaustive if

ANB=g
AUB=S

21



Numerical Simulation — Advanced Techniques for Science and Engineering

where S constitutes all possible outcomes of the sample space.

For further enhancement of the approaches many more algorithms are required
which could be understood by starting with the ideas discussed above. Probability is
utilized to understand the interpretations of forensic and law for concluding legal
decisions [25].

4, Conclusion

Artificial intelligence is built along human cognition i.e., learning and retrieving. A
network is expected to recognize a previously learned pattern even when some noise
is involved. Associative memory is desirable in building multimedia database. Here
optimization plays a significant role as it deals with finding the solution which satisfies
a given set of constraints. The purpose of Al will be to create admissible model to the
human brain. The idea to produce some computational structures similar to neurons
or neuron system and connections between them to form neural networks. Applica-
tion of Al is vast and in this chapter an attempt is made to sensitize the reader with
few basic prerequisites to start exploring Al using mathematics for advancements in
forensic sciences. The topics involve maybe studied in details to implement the pro-
cedures. This will pave the way to understanding and exploring new search methods.

A variety of search mechanisms are employed to problems which include blind
search, searching in extent and Heuristic search. A basic introduction to graph theory
and probability with examples of implementation in game of ‘chess’ or ‘Go’ motivates
the reader to have an insight to the applications. For example, the study of Bayesian
networks as a direct acyclic connected graph, with probability distribution associated
with each node that defines a mutual relationship between nodes and edges.

Modelling data can be done using algorithms mentioned could use MATLAB tech-
niques. For example if the knowledge of how different parameters influence the
energy load is known then we might use statistics or curve fitting tools to model the
data with linear or nonlinear regression. If the number of variables is more, the
underlying system is particularly complex, or the governing equations are unknown,
then we could use machine learning techniques such as decision trees or neural
networks. Use of Neural fitting app (Filion).

Further a deeper conceptualization aims to modify the existing research in the
benefit of society as a whole. Future research in IoT forensic analysis is having wide
scope as different algorithms could be modified incorporating data from relevant
inputs which could lead to capturing of the limitations for the protype generated.

To conclude, the prerequisites of the chapter would enhance the reader to work
with the underlying concepts in dept to advance the research in the field of image
processing and forensic sciences. In future study, researchers may undertake
improvement of the algorithms of forensic image processing for an enhanced Al
development which is not possible without the basic understanding of some key
procedures as discussed. Although the topics may be of interest to readers not limited
to forensic sciences as they are applied in various engineering fields [26-33].
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Chapter 3

Computer Vision: Anthropology of
Algorithmic Bias in Facial Analysis
Tool

Mayane Batista Lima

Abstract

The usage of Computer Vision (CV) has led to debates about the bias within the
technology. Despite machines being labeled as autonomous, human bias is embedded
in data labeling for effective machine learning. Proper training of neural network
machines requires massive amounts of “relevant data,” however, not all data is col-
lected. This contributes to a one-sided view and feeds a “standard of data that is not
collected.” The machine develops algorithmic decision-making based on the data it is
presented, which can create machinic biases such as differences in gender, race/eth-
nicity, and class. This raises questions about which bodies are recognized by machines
and how they are taught to “see” beyond binary “male or female” limitations. The
study aims to understand how Amazon’s Rekognition, a facial recognition and
analysis tool, analyzes and classifies people of dissident genders who do not conform
to “conventional” gender norms. Understanding the mechanisms behind the technol-
ogy’s decision-making processes can lead to more equitable and inclusive outcomes.

Keywords: artificial intelligence, computer vision, algorithmic Bias, Misgendering,
Amazon recognition

1. Introduction

Artificial Intelligence (Al) is full of biological analogies we tend to recognize their
machinic bodies and organs, through sci-fi stories, as in the case of Computer Vision
(VC) from 2001: A Space Odyssey [1]. In the movie [2], HAL 9000, a sentient Al a
Heuristic Algorithmic programming computer, is composed of cameras with fisheye
lenses and an internal structure constituted by the binomial <algorithms+data>, which in
many branches of Al is impossible to dissociate [3]. This structure provides Hal with the
visual inputs needed to scan and analyze the spacecraft Discovery, and is imbued with
natural language (similar to a human voice) to interact with the interstellar mission crew.

As in history, we are surrounded by voices (Siri, Alexa, and Google Assistant) and
machine eyes through cell phones, notebooks, cameras installed on poles, in ATMs,
subways, cars, busses, and drones, whether autonomous or guided. All configured with
objectives and must present results with the means shown to them; thus, the scanning
of facial expressions goes through a series of tangles inspired by the human brain,
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the convolutional neural networks (CNN), which are responsible for the analysis and
processing of data. Videos and images so for are an effective knowledge result, and a

lot of data is needed for the neural network to learn about who or what is seeing these
ramifications are made up of norms and models, which regulate the constitutive patterns
of what to see, for whom to look, and what should be described about whom one is look-
ing at. Commonly, these models are known as algorithms, in terms of computer science,
and they are any computational, mathematical, and statistical procedures aligned to take
values or set of values as input and produce set of values as output [4, 5].

In other words, machines learn by using models and analyzing patterns through
algorithms, so the computer learns about what it is seeing according to the data pre-
sented to it, over and over again, so that it can understand what differs a leopard from
a cat, for example. In this way, the objective of Al algorithms is learning, so when new
information is presented, it knows how to classify, regardless of what was previously
shown to the algorithm, analyzing patterns through the data articulated with each
other to generate results. From this point of view; Russell [6] and Lee [7] argue that
neural networks demonstrate effective recognition after proper training with labeled
examples that connect the many data points to the expected result, and this action
according to both requires massive amounts of “relevant data.”

Data considered relevant are those that are always contained in the machines,
even with the massive production of existing data, not all are collected and if they
are, they go through a screening. Thus, no matter how sophisticated they are, algo-
rithms are useless in isolation, and part of their results is supported by the data and
samples contained in them, as well as in the way it interacts with the environment [8].
Crucially, data are people [9] if a certain group is included and others are on a smaller
scale, statistically the “data that is left out” does not exist according to the analysis of
the machine, so the algorithms analyze that a certain group of people is considered
hegemonic [10]. In this way, the machine develops algorithmic decision making based
on what appears in the data, establishing parameters that express the machinic biases.

2. Anthropology of algorithmic bias

Medeiros [3] argues that: a) algorithms can be blamed for certain results, even when
there is curation performed on the entered data. In other cases: b) algorithms specified
under inappropriate assumptions generate inappropriate solutions, even though the data
have been well configured. There is also the possibility that: c) both algorithms and data
have human biases, which may have been unconsciously inserted by their programmers
and creators. In this sense, from the anthropological point of view, Forsythe [11] argues
that software embodies values that are tacitly maintained by those who build them.

You need to consider sources of bias throughout the data lifecycle — collection,
curation, analysis, stovage and archiving. [...] the vesponsibility does not end with
archiving data, or delivering software. Regavdless of whether bias exists in data,
algorithms, or in their combination, it always appears due to humans — in collection,
analysis or interpretation, whether intentional or through ignovance. And when
adding machines to the binomial, more questions arise. ([3]:12)

To a certain extent, Al algorithms are human extensions, so by extensions it is
understood that there is an automated widening of biases and as noted earlier, even
though machines are named as autonomous, such as Al algorithms, human bias
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[5, 12] is embedded for effective learning. It is with the premise of corrosive software
in the social context that investigations about Computer Vision (VC) are consistent

in several debates about its use and the biases inserted in the machines, therefore
racist algorithmic biases [13-16], as well as disparities related to gender, class, politics,
democracy, and surveillance.

Like Hal 9000—the computer presented at the beginning of this article—the
information contained in it constituted his decision making for what he should do and
in which situations he should act, but his actions were based on the decisions of his
creator Dr. Chandra. There is a lot of controversy about the story, but it still presents
a scenario that demonstrates how the objectives embedded in analysis software can
establish significant changes in the short/long term, if they do not go through a bias
audit process. In this sense, when analyzing the bibliographies and documentary
about the algorithmic gender bias, race', it was analyzed that a large part is articulated
around the social binary “woman” or “man.”

2.1 AWS Amazon rekognition (facial analysis)

From the situations presented by Joy Buolamwini in the documentary Coded Bias
[17], in which she describes the process of a project for the MIT Media Lab in which
facial analysis software from conglomerates is used: Google Cloud, Microsoft, AWS
Amazon, and IBM Watson, and in most of these software, her face is not recognized,
which configures that the tools did not recognize her as a human only when she
started to use the white mask>—symbol of Algorithmic Justice League—there is recog-
nition and it is noticed that in the course of the documentary, there are changes in the
algorithms/data of these companies that begin to detect the scientist’s face, in addition
to classifying her, indicating gender, age, and emotional aspects.

Considering that algorithms are not static, conglomerates modify, add, or remove
data, modifying nuances of the algorithms frequently, whether for user experi-
ence (UX) or to prevent stocks from fluctuating, after all CEO’s of Google Cloud,
Microsoft, AWS Amazon, IBM Watson, and other companies would not allow their
brands to be linked to racism/gender discrimination or any factor that harms the
brand, not for reasons of social concern, but for monetary reasons.

As aresult, when researching the aforementioned tools, AWS Amazon
Rekognition (Facial Analysis) proved to be more accessible, offering a layout in
which the user can choose which tools she needs to use, in addition to: “no monetary
charges” Undoubtedly, in this segment, the principles of advertising do not fail:
“there is no free lunch,” if I do not pay cash, so my information is the bargaining chip
and that includes email address, digital traces, photo, age, academic background,
orders placed on Amazon, mobile number, geolocation, etc.... still, Google was tested,
but not to the same degree as Amazon (Figure 1).

Let us return to the tool, AWS Amazon Rekognition (Facial Analysis) is a tool based
on computer vision and deep learning, as previously mentioned, and machine learning
works by making various data look for patterns repeatedly to then discern and recognize

1 Joy Buolamwini, revealed biases in facial analysis algorithms from Amazon, IBM, Google Cloud, Face++,
Microsoft, and others, demonstrating that the services often viewed black women as “men” but made little
or no mistakes when it came to men of color. Light skins in: Ref. [17].

2 Joy Buolamwini describes this moment by relating to Frantz Fanon’s [1925-1961] Black Skin, White Masks,
in which she comes to question the complexities of changing herself by putting on a mask to conform to the
norms or expectations of a dominant culture. in this case of dominant technologies.

29



Numerical Simulation — Advanced Techniques for Science and Engineering

Facial analysis

Get a complete analysis of facial attributes, including confidence scores. (Your images aren't stored.)

Done with the demo?
Download SDKs

= Faces | Confidence

looks like a face 99.8%
appears to be female 100%
smiling 99.4%
appears to be happy 93.2%
|
Choose a sample Image Use your own image x
wearing eyeglasses 99.9%
_ =
L3
o wearing sunglasses 97.6%

m Show more

Figure 1.
AWS splash screen vecognition-facial analysis.

certain images, with that it performs facial recognition and analysis, detection of objects
and texts, information about where faces are detected in an image or video, assigning
points on faces and eye position, and “detecting emotions” (e.g., happy or sad) [18].
With that, I tested the tool to see if it was able to give me a result that was different from
the one shown in the documentary in which Buolamwini was made invisible, I inserted
15 photographs of women, black celebrities, who socially identify as straight people, and
the machine recognized them, classified them according to the available parameters as
follows: looks like a face 99.9%, looks like a woman 99.9%, age group 27-37 years old,
smiling 96.1%, looks happy, 95.9% is not wearing glasses 97.4%, is not wearing sunglasses
99.9%, eyes open 97.5% mouth open 95.4%, no mustache 98.2%, and no beard 95.8%.

2.2 Algorithmic misgender

Thus, based on the results obtained, I asked if the same would happen if pho-
tographs of bodies were inserted that do not correspond (and do not need to cor-
respond) to the expectations of “conventional gender norms” if the tool analyzes,
identifies, and classifies characteristics of people of dissident genders, and if ana-
lyzed, how are they taught to “see”? would be through of the biological/social limits of
the “male/female” binary? [19, 20] or would they be unfeasible?

The analysis was carried out from December 2021 to February 2022, then from March
2022 to July 2022, and these spaces were purposeful to verify if there would be changes
in the classification algorithms in relation to gender labels, in all months 15 photographs
were used, and this time of celebrities who socially identify as non-binary, I observed
that the Amazon Rekognition facial analysis method includes the following: a) inverted
pyramid: eyes, nose, lips from one end to the other, and b) pyramid straight: nose lips
from one end to the other. Triangulations are part of the parameters in which algorithms
focus on the biological for precision analysis, in all analyzed photographs there were no
classifications that transposed the female/male binary.
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According to AWS, a binary gender prediction (male/female) is based on the physical
appearance of a face in a given image. It does not enforce gender identity [21].

1,
"Gender": {
"Value": "Female",
"Confidence": 55.517173767089844
Here the machine returns the labeling as being 55.51% female, but the person
considers himself genderless/gender fluid.
1,
"Gender": {
"Value": "Female",
"Confidence": 99.7735595703125

Above, the machine returns the labeling as being 99.77% female, but the person
self-identifies as non-binary and other factors that contribute to the analysis are not
demonstrated, that is, we do not know what data makes up the analysis of the tool so
that she arrived at this result.

The use, treatment, and/or mention of gender terms that do not correspond to the
self-identity that a non-binary or trans-person self-identifies generates the misgen-
der experience [22-24], even when recognition goes beyond the human social line,
consisting in Automatic Gender Recognition (AGR) the automatism that algorithmi-
cally identifies the gender of individuals generating self-identification errors, and it is
considered algorithmic misgender.

In fact, the joining of data and algorithms together with the company’s regula-
tion determines the machinic vision indicating that the biological that is inserted in
the social overlaps the self-identity; thus, the invisibility happens in the sense of the
prominence of the “norm” that hegemonizes bodies and makes them invisible, in the
sense of self-identity, and the dynamics of observation, analysis, and classification
define labels that match the result. It seems to be a woman or it seems to be a man,
according to the imposed biological/social norm.

Google, however, returned the result of gender-related labels such as: person. The
“algorithmic adaptation” of this tool was to decode the labeling to indicate that the
analyzed image is of a person, a human, a neutral, colorless, and genderless being.
Indeed, the results indicate that these analysis tools do not learn and do not know that
there are people who do not fit into the categorical double woman/man, so the catalog
of possible identities [25] is not part of what machines need to learn.

The limitations presented in this research are in line with those of Keyes [24] and
Scheuerman [26] in which the search for diversity in certain tools coincides with a
large wall of data that cannot be analyzed and reviewed, but which still return with
results. According to the objective imposed by the companies, the machinic eye is
organized according to the categorical binary woman/man.

3. The BitLocker effect and the imponderables of academic life

This subtitle was not foreseen, but there is the so-called Murphy’s law”’ or “the
imponderables of real life,” [27] or even more the imponderables of academic life that

3 “Qualquer coisa que possa dar errado, dar4 errado e no pior momento possivel”

31



Numerical Simulation — Advanced Techniques for Science and Engineering

do BitLocker

ncadas

Figure 2.
Author’s notebook screen.

is when the notebook believes it is suffering some kind of cyberattack and does not
allow the human to have control of the situation, just like Hal 9000 my notebook had
a single objective, not to allow anyone (not even me) to access the hardware.

Just over a week to send this article, I revised it, formatting, font, after exhaust-
ing days/weeks/hours of adjustments, the goal of finishing the article was overcome
by my organic limitations. There are times when, after analyzing images in search
engines, reading data lists, arguing, and referencing so much, this organic body that
typed these lines runs out, unlike machines. I left the glasses on the corner of the table
and lowered the notebook screen (I was condescending, after all I would like at least
my machine to rest) a few minutes before sending the complete work when I returned
to the workflow this around 30 minutes, which was my surprise when I lifted the
notebook screen and noticed that instead of the wallpaper as usual, there was this
warning (Figure 2):

From experience, the worst thing to do in these cases where our machines hijack
our academic research and all the materials accumulated for the making of the doc-
toral thesis, projects, etc., is to consult online search engines, and that is because all
the tutorials said the same thing: “click F2 directly, give this command and with that
my friends the entire drive will be erased, with factory formatting and don’t forget to
leave your likes.”

I had already gone through something similar to notebooks before this one, but
seeing a work about to be submitted held hostage, my organic algorithms adjusted
to deliver the result: Tears. I came up with this role so after so much pressure and
desperation it was what I had at the moment. I could not think rationally, that was it,
my own machine had betrayed me. I called my partner in tears and she said: “it would
be comical if it wasn't tragic, a work on machines hijacked by your own machine,
leave him in the corner of thought and let’s have lunch.”

I was the one who kept thinking what was behind the notebook’ action? Until
reaching this conclusion, the crying would not stop and the hours were passing, after
lunch, I called the notebook company, the call center’s response was: “Bitlocker is
when your machine thinks you may be suffering a cyberattack and is securing your
information, you can only access it with Bitlocker recovery keys if you do not have a
recovery key you will not be able to access your computer and if you cannot revert you
will have to reset your device, this action removes all your files.”

I turned off my cell phone. A few minutes of silence until I recover and think of
another way to recover the machine and files. I called Microsoft and was answered by
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an artificial intelligence who said he could only help if my case was related to XBOX,
otherwise I should access the company chat. I accessed the Microsoft chat, I told the
whole odyssey and to my surprise it was another artificial intelligence, that is, my
regret had to be as objective as possible, I typed the whole story, but when I noticed
the Al left the chat because “it didn’t understand my request:‘ I went back to the chat,
another Al, I typed everything again as objective and succinct as possible again,

who knows then the Al would help me access my machine. After a few moments the
answer came, I had to confirm my data and the BitLocker recovery keys were sent to
my email. I entered the 48 digits and I have never been so relieved to see this article
again.

4, Conclusions

The entanglement of human life with computer vision has been done through
data, which is the main raw material of machine learning or Big Data, being the del-
uge of data that is made available to train computer vision. As they are inserted, they
receive preliminary descriptions that consist of a tag, label, which enables standards,
which regulate deep learning, the more data that is produced by us, the more data are
selected, labeled, and each time more algorithmic performativity corresponds to what
has been learned through datasets, but this has not given the guarantee that there is
equity, diversity in facial recognition, as noted, Google chose not to describe people’s
gender, it will be simpler to delete algorithms instead of teaching that there is diver-
sity? Or remain in the hegemonic category like Amazon? Anyway bodies that do not
adapt to the binary continue to be made invisible, whether by humans, increasingly
sophisticated algorithms, but that do not work alone, we know that the standards that
regulate this data tend to be biased by other humans.
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Chapter 4

Numerical Simulations and
Validation of Engine Performance
Parameters Using Chemical
Kinetics

Mugzammil Arshad

Abstract

Use of detailed chemistry augments the combustion model of a three-dimensional
unsteady compressible turbulent Navier—Stokes solver with liquid spray injection
when coupled with fluid mechanics solution with detailed kinetic reactions. Reduced
chemical reaction mechanisms help in the reducing the simulations time to study of
the engine performance parameters, such as, in-cylinder pressure in spark ignition
engines. Sensitivity analysis must be performed to reduce the reaction mechanism for
the compression and power strokes utilizing computational singular perturbation
(CSP) method. To study a suitable well-established surrogate fuel, an interface
between fluid dynamics and chemical kinetics codes must be used. A mesh indepen-
dent study must be followed to validate results obtained from numerical simulations
against the experimental data. To obtain comprehensive results, a detailed study
should be performed for all ranges of equivalence ratios as well as stoichiometric
condition. This gives rise to the development of a reduced mechanism that has the
capability to validate engine performance parameters from stoichiometric to rich
mixtures in a spark ignition engine. The above-mentioned detailed methodology was
developed and implemented in the present study for premixed and direct injection
spark ignition engines which resulted in a single reduced reaction mechanism that
validated the engine performance parameters for both engine configurations.

Keywords: direct injection spark ignition (DISI) engines, premixed,
CHEMKIN-KIVA, in-cylinder pressure, heat release rate (HRR), emissions

1. Introduction

In Computational Fluid Dynamics (CFD), many simplifications and assumptions
are made to the mathematical models to make them computationally affordable. The
rapid development and progress in the field of computer processors and enhancement
of computer memory has enabled scientists and engineers to review and revisit some
of the assumptions. This has helped to improve and enhance the predictive capabilities
of computer modeling. This approach has also been implemented in engine simulation
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codes and tools. The objective of this study and research is to identify the reactions
that govern the chemical kinetics of fuel oxidization and move from multi-step global
reactions to a reduced number of elementary reactions that can better model the
combustion and engine performance parameters [1].

For the development of future fuels and the optimization of automotive
engines, computer modeling and simulation has proved itself as an inseparable
tool alongside experimental study. Due to computational limitations, the tradi-
tional approach has been to utilize simplified global reactions to simulate and
evaluate the combustion and performance parameters in internal combustion
engines. Due to increased interest in various advanced engine configurations with
various combustion modes and injection strategies, this approach could reduce
credibility of the predictions for advanced concepts since it depends on arbitrary
adjustment of model parameters.

Oxidation of hydrocarbons is shown by detailed chemical kinetic mechanisms.
These detailed mechanisms are very large and comprised of a large number of
species and reactions. As the size of the hydrocarbon increases, the length (number
of species and reactions) of the mechanism increases along with it. Due to the
construction from smaller hydrocarbons (HC) progressing to larger HC and inter-
mediate radicals, detailed mechanisms of large hydrocarbons consist of many spe-
cies and reactions that are redundant. Those species do not have significant impact
on simulating ignition and combustion phenomenon and needlessly raise the com-
putational and memory requirements. These reactions and species can be identified
and eliminated from the detailed reaction mechanism without compromising the
accuracy and integrity of the detailed reaction mechanism. The detailed and large
mechanisms cannot be employed in present solvers because they are time expen-
sive. For example, gasoline and diesel fuels consist of thousands of reactions and
hundreds of hydrocarbons [2].

Fuels, such has gasoline and diesel, are composed of hundreds of hydrocarbons.
These hydrocarbons include alkanes, alkenes, aromatics and naphthenes. Surrogate
fuel mechanisms that contain limited number of hydrocarbons from all the above-
mentioned hydrocarbon types are important in this regard. There is a necessity to use
reduction techniques to produce reduced order mechanisms that can replicate the
predictions of detailed mechanisms [3]. The reduction techniques decrease the num-
ber of species and reactions.

Redundant reactions were identified by two methods [1-3]:

a. reaction rates analysis and,
b. sensitivity analysis

In a reaction mechanism, there are two subsets of reactions; slow reactions and fast
reactions. The reaction rates analysis divides a reaction mechanism into above-
mentioned two subsets of slow and fast reactions. The sensitivity analysis is
performed to divide the reaction mechanism into two subsets of rate limiting and
non-rate limiting reactions. When combined, both analyses identify redundant
reactions. The redundant reactions identified by this method are non-rate limiting
slow reactions. As the redundant reactions are eliminated, the species taking part in
those reactions gets automatically eliminated, hence, a reduced mechanism is
obtained [1-3]. Sensitivity analysis is discussed further in detail in the next section
with detailed references.
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Using the computational singular perturbation (CSP) technique [4, 5], reduction
of iso-octane/n-heptane reaction mechanism by Soyhan et al. [4] and Valorani et al.
[5] has been performed that has resulted in reduced and skeletal mechanisms.

Using various computational codes [6-15] and experimental tools, various
researchers performed multiple studies to review surrogate fuel mixtures [8], reduced
PRF mechanisms [9], with variable intake parameters including an operating range of
equivalence ratios, intake pressures and temperatures while considering various
engine performance parameters such as heat release rate (HRR) analysis, in-cylinder
pressure data [10] and emissions on various engine geometries operating at various
operational ranges [11, 12]. Using a mixture of iso-octane, n-heptane and toluene as
gasoline surrogate fuel predicts engine performance parameters correctly, especially
in HCCI and SI engines. Further addition of di-isobutylene and methylcyclohexane is
also recommended. Under stoichiometric and lean conditions, significant number of
small particulate formation occurs while large particulate formation shows existence
with increasing equivalence ratio. Decrease in the peak in-cylinder pressure can be
achieved by mass and temperature reduction. This phenomenon occurs due to heat
loss to the chamber walls [13].

A reaction mechanism reduction through sensitivity analysis of a skeletal reaction
mechanism for the compression and power strokes by utilizing computational singu-
lar perturbation (CSP) method and using the low temperature reaction pathway
analysis leads to a reaction mechanism that predicts accurate results for computational
studies. Detailed chemistry in conjunction with fluid dynamics enhances the ability of
a computational code to correctly predict the engine performance parameters. This is
proven in benchmarking the global and quasi-global mechanisms [1] which provided
necessary data and confidence in the use of detailed chemistry to correctly predict the
engine performance parameters. Also, using 90% iso-octane and 10% n-heptane as
surrogate fuel for gasoline helps in correct prediction and best modeling the engine
performance parameters. Along with a correct reduced mechanism, mesh indepen-
dent study is a key to correctly predict and validate the engine performance parame-
ters against the experimental data for a range of equivalence ratios in premixed spark
ignition engines.

2. Materials and methods

KIVA-3V [7] is a code developed by Los Alamos National Laboratory for numer-
ical calculation of transient, two- and three-dimensional chemically reactive fluid
flows with sprays [1]. It is used to perform numerical simulations which were then
used to compare and investigate the variation against the experimental data for a
premixed case in a spark ignition engine. To perform the studies, iso-octane is used as
a gasoline surrogate.

CHEMKIN [16] has many modules; one of which is SENKIN [17] that performs
sensitivity analysis and subsequent reduction of skeletal reaction mechanism. Extrac-
tion of the sensitivity data using SENKIN leads to the next step of performing mech-
anism reduction using KINALC [18] which uses the computational singular
perturbation (CSP) method. Sensitivity analysis for spark ignition (SI) engines is
performed for both the compression and power strokes since combustion occurs in
some portion of each stroke. CSP analysis utilizes to set the size of the time criterion
for the characteristic chemical reaction in such a way that fast reactions are discarded
from the reduced chemical reaction mechanism while rate limiting reactions are
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included into the reduced reaction mechanism since the slower reactions are the
rate-controlling reactions [19]. On the other hand, fast reactions cause magnification
of the inaccuracies which makes the numerical methods to be unstable. The best way
to set the time criterion for CSP is such that it encompasses the combustion process to
the end of power stroke. This in effect creates a reduced mechanism that encompasses
for the full duration of combustion process, therefore, the selected reactions selected
are sensitive and important to the whole combustion process in the engine. For
performing the numerical simulation using the reduced reaction mechanism, a
mixture of 90% iso-octane and 10% n-heptane is recommended to be used as a
gasoline surrogate.

The comprehensive analysis discussed above, helps in construction of a reduced
reaction mechanism which mitigates experimental results as well as promotes a
greater understanding of the chemical kinetics. Experimental results obtained from
[20, 21] for premixed case, at equivalence ratio of 0.98 and 1.3 are mitigated to prove
the accuracy of the above-mentioned process. For this, an engine geometry used
85.96 mm bore, 94.6 mm stroke, compression ratio of 11.97 running at 2100 rpm.
Engine performance parameters of in-cylinder pressure and heat release rate showed a
comparative analysis.

Due to chemical stiffness and large size of reaction mechanisms, computations
based on detailed reaction mechanisms are complex. Therefore, it is required to
reduce chemical mechanisms. This can be performed using the two levels of reduc-
tions mentioned below. As a result, the reduced mechanism is extracted which is a
subset of the detailed reaction mechanism.

Level I - Skeletal Reduction: Methods used to eliminate unimportant species and
reactions: Directed relation graph (DRG), DRG with error propagation (DRGEP),
path flux analysis (PFA), revised DRG (DRGMAX), and computational singular
perturbation (CSP) [22].

Level II - Global Reduction Methods: Methods used for analysis of timescale
impact on reaction mechanism: Computational singular perturbation (CSP), and
quasi-steady-state approximation (QSSA) [22].

The first step to reduce the detailed reaction mechanism to a skeletal reaction
mechanism is the elimination of unimportant species using the DRG method
which identifies the species closely coupled with major species, such as fuel
and oxidizer [19]. This is achieved from a sensitivity analysis that uses Jacobian
matrix or sensitivity matrix that can be normalized. The Jacobian matrix is the
matrix of all first-order partial derivatives of a vector valued function [19]. This
method is important for reduction of a large reaction mechanism. The reduced
skeletal mechanisms obtained from DRG are not minimal in size due to assump-
tion of the upper-bound error propagation. A more straightforward definition of
DRG is,

>_j-111va,i®i0;|

YAB =
Zj:1,1|VA,iwi |

1)

where, 8p; = 1, if the ith elementary reaction involves species B, otherwise, 0; rap
is the relative error induced to species A by elimination of B, subscript ‘i’ represents
the ith elementary reaction and ‘j’ represents the jth species, v, is the net stoichio-
metric coefficient of species A, w; = w¢; — wp; where og;, oy, ; and w; is the forward,
backward and net reaction rates respectively, that can be calculated from the already
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given coefficients and activation energy in the CHEMKIN input file. If ry g < € for all
species, then the relation between B and A is considered to be negligible. Species B is
selected when rp g > €. Here € is a user-defined small threshold value. In most cases,
€ = 0.11is used [23, 24]. Since ¢ is a user-defined small threshold value, it depends on
the application and user experience.

The second step is to further reduce the skeletal mechanism by using the technique
called directed relation graph-aided sensitivity analysis (DRGASA). This method fur-
ther reduces the species set by performing the sensitivity analysis on the already
obtained species data from the previous DRG method. The parameters that are
focused for the DRGASA method are ignition delays, extinction times, and laminar
flame speeds. The reduction with this method is carried out using for a range of
pressure, temperature and equivalence ratio. These two steps provide the researchers
with a skeletal mechanism.

Skeletal mechanisms are still too large to be used in the computational work and
it is important to reduce the skeletal mechanism into a reduced mechanism. A
major advancement in the CSP technique has been introduction of a new concept of
using a vector G that represents the rate of change of species mass fraction (Y) and
temperature (T). Numerical computations are used to monitor any contributions to
vector G. Identification of various terms becomes straightforward with this method
as it can help identify the reactions that are controlling the reaction, constant terms
and chemical species that have depleted [24]. The ODEs given for a reactive
system,

G= 60%} = S,F;, wherey =y, andy, = Yior T 2)

where, S, is the stoichiometric vector and F, is the reaction rate of rth reaction [25].

d
G= d—yt = S,F; = 1q, 3)
V= [1V2 e oo ...v,,]T (4)
where, r=1, ..... ,Nandn =1, ..., s. Here ‘r’ is number of reactions and ‘n’ is

number of species.
All the reactions in the reactive system form the vector G.

dG dG

where, ] is a Jacobian. G is divided into fast and slow subspace. The following steps
are performed to solve a CSP problem [25]:

1.Identify S, and F, (or alternatively v, and q, respectively, both symbols are
synonymous here) from a given G(y)

2.Find Jacobian

3.Find eigenvalues, A

4.An eigenvalue is considered large if, |\ At|>1.0, where At is the time step.
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5.Determine the total number of large eigenvalues (m) from step 4.

6.Since, reaction mechanism is composed of fast and slow reactions, therefore,
G (y) = Gpgt + Ggow. To determine Gg,r and Ggoyy, first find the characteristic
chemical timescale of each reaction by taking the negative reciprocal of the
eigenvalues determined in Step 3, i.e. —1/A = 7. This timescale calculation will
show the magnitude of fast and slow reactions.

7.Eliminate fast reactions. If step 4 satisfies, fast reactions can be eliminated.

Using the CSP method, a term is only discarded or eliminated when it becomes
numerically too small that it does not make any difference. This is determined by the
importance index Eq. (6). CSP, as a reduction method, has been used by other
researchers successfully [19, 26, 27].

Lu and Law [19] developed the CSP method for the removal of the unimportant
reactions. The method used an importance index that eliminates the unimportant
species. For the above-mentioned method, the importance index of the reaction is
defined as

P . ®)
> -1nglvaid il

where, ‘A’ is species, ‘i’ is reaction and ‘q’ is overall reaction rate of the ith reaction.
Also, v, j is the stoichiometric coefficient of species A in the jth reaction. It must be
noted that a reversible reaction must be treated as a single reaction [19].

If o1 < €Reac for all species, then the reaction is an unimportant reaction where
€Reac is a user-defined small threshold.

The parameter €ge,. is a dimensionless parameter and can be defined as [26]:

Tfast

I @)

€Reac = |
slow

|Tfast| is the slowest relevant time scale for the fast reaction group and |14y is the
fastest relevant time scale for the slow reaction group [25]. 7 is defined as the charac-
teristic chemical time scale. The characteristic time scales are negative reciprocals of
the diagonal elements of the problem’s Jacobian [27].

Simplification of detailed model is achieved by eliminating the following [5]:

i. Species having weakly coupled chemical kinetics with the species of interest
and,

ii. the reactions deemed unimportant to the species that are retained.

The above procedure results in a smaller kinetic mechanism. This smaller mechanism
is formed from the detailed mechanism and is a subset of the detailed mechanism. The
accuracy of the skeletal mechanism is defined with respect to the species that are
declared of interest for the problem and the domain of applicability defined for the
problem. The domain of applicability is defined on the following criterion [5]:
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i. the type of problem defined, for example, various types of reactors, ignition,
flame speed and structure, etc., and

ii. the defined range of initial conditions and mixture concentration. Reference
problems would be solved for a specified range of initial conditions such as
pressure, initial temperature, and mixture concentration specified by
equivalence ratio.

Reaction flow analysis can prove to be very helpful with complex reactions. If the
reaction rate satisfies the following condition for all times t, then the reaction rate is
unimportant [25]:

|RRI,V,S| < 8|Maxr:1,2,....MRRt,V,x |5 = 1) 2> .. Nt = 0, weos Lrotal (8)

where, ¢ is a very small value which is arbitrarily specified, ‘r’ is elementary
reaction number, and ‘s’ is number of species.

The physics of the process of reaction of complex hydrocarbons follows the three
basic reaction steps: chain-initiating reactions, chain-branching/carrying reactions and
chain-terminating reactions. Chain-initiating reactions are those elementary reactions
that produce free radicals. Similarly, free radicals are destroyed in chain-terminating
reactions. Chain-propagating reactions or chain-carrying reactions are defined as the
elementary reactions where the ratio of free radicals in products to the free radicals in
reactants is equal to 1. If this ratio is greater than 1, then the reactions are called chain-
branching reactions [28]. Concentrations of free radicals are treated as constant as they
remain essentially constant throughout the reaction, except for the short initial and
final periods which is minimal as compared to the entire reaction period.

High temperature oxidation of paraffins (C,Hy, , ») that are larger and more
complex than the methane is much more complicated as they include many complex
hydrocarbons in the mixture. Over the years, the evolution of combustion science has
developed detailed combustion mechanisms for those smaller hydrocarbons that are
now part of various combustion libraries. Therefore, it is possible to develop a general
framework for the complex combustion process [28].

The first step in the combustion process of larger paraffins (C,Ha, . 2) is that
rather than directly breaking into CHj, it first breaks down into hydrocarbon radicals
of lower order, C,Hy, . 1. The hydrocarbon radicals of higher order are highly unstable
and are further broken down to CH; and a lower order olefinic compound, C,,_1Hy,.5.
For hydrocarbons larger than C;Hg, the process of fission takes place between the
olefinic compound and a lower order radical. Further reactions of those radicals
include intermediate steps that eventually form the methyl (CHj3) radical. Also, form-
aldehyde formed during the reactions is rapidly attacked in flames by the O, H, and
OH atoms. Therefore, formaldehyde in found only in trace amounts in flames. The
situation is more complex for fuel rich hydrocarbon flames [28].

Hydrocarbons follow a similar set of steps for combustion and oxidation. The
difference between various hydrocarbons requires further intermediate steps but they
go through the same oxidation procedure. The process of complex hydrocarbon oxi-
dation occurs in the following manner [29]:

1. Carbon—carbon (C—C) bond is broken: The C—C bonds are primarily broken
over H—C bond because C—C bonds are much weaker than H—C bonds.
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2.H-atom abstraction: Resulting hydrocarbon radicals further break down into
olefins (hydrocarbons with double carbon bonds, C=C) and H-atoms.

3.Radical formation: Creation of H-atoms forms a pool of radicals.

4.Formation of radicals gives pathways for fuel molecules to attack O, OH and H
atoms.

5.Hydrocarbon radicals again decay via H-atom abstraction.
6.Formyl radical (HCO) and Formaldehyde (CH,0) are formed.
7.Radical reacts with O-atoms that result in the formation of carbon monoxide (CO).

8.Carbon monoxide (CO) oxidation occurs and results in the formation of carbon
dioxide (CO,).

A skeletal mechanism [9] was selected and used for further reduction. The skeletal
mechanism was enhanced with extended Zeldovich mechanism for the formation of
NOy emissions which resulted in 299 reactions and 75 species. Reduction was
performed using the CSP technique to achieve 53 reactions and 44 species in the
reduced mechanism.

The reduced mechanism was used in the KIVA-CHEMKIN interface to make it
part of the KIVA input file. Simulations were performed for the same conditions
performed in the engine study for premixed engine [20, 21]. This reaction mechanism
has proved to predict and validate the results for both stoichiometric and fuel-rich
conditions. Sensitivity analysis using SENKIN was performed for both compression
and power stroke as the combustion takes place during some part of both strokes.

2.1 Premixed case

Experimental results obtained from [20, 21] for premixed case, at equivalence ratio
of 0.98 and 1.3 show validation and improved prediction of the engine performance
parameters of in-cylinder pressure and heat release rate (HRR). Figure 1 and Table 1
show the pentroof engine geometry with no moving valves.

A mesh independent study performed for the reduced mechanism utilized three
meshes shown in Table 2. Validation studies are performed to compare the general
trend of the engine performance parameters. Figure 1 shows the isometric view of
mesh # 3.

2.2 Direct-injection case

Similar analysis was performed for injection case [31, 32] for the engine geometry
shown in Table 3, where validation of peak in-cylinder pressure was performed
against the experimental data. In this case, mass fractions were calculated based on
equivalence ratio of 1.

The mixture is injected at 30° BTDC for 1.75 ms or an equivalent of 15.75°. The
mixture is ignited at 14° BTDC. The initial temperature is 302 K and the pressure is
76 £+ 1kPa [31, 32]. The cylinder wall temperature, cylinder fire deck temperature,
and the piston temperature are set at 400 K. Mass fractions for fuel and oxidizer are
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Figure 1.

Pentroof engine geometry [1, 30] — isometric view and mesh.

Dimension Unit Value
Compression Ratio [-] 11.97
Bore [mm)] 85.96
Stroke [mm] 94.6
Connecting Rod Length [mm] 152.4
Clearance Volume [em?] 50.0
Displacement [em?] 549.0
Engine Speed [rpm] 2100
Table 1.
Engine geometry [1, 20, 21].
Mesh # 1 Mesh #2 Mesh # 3
Number of cells 100,000 178,000 230,000
Table 2.
mesh independent study.
Dimension Unit Value
Compression Ratio [-] 9.4
Bore [mm)] 89.0
Stroke [mm] 81.4
Displacement [em?] 0.51L
Engine Speed [rpm] 1500

Table 3.
Engine geometry — direct injection.
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Figure 2.
Pentroof engine geometry [1, 30] — isometric view with mesh.

calculated. The fuel is 90% iso-octane and 10% n-heptane [33] given the complexity of
a multi-component detailed chemistry model.

The analysis results again showed better agreement of in-cylinder pressure data
with the reduced reaction mechanism for the direct injection case (Figure 2).

3. Results and discussion

To better predict the engine performance parameters of in-cylinder pressure and
heat release rate (HRR), detailed chemistry is incorporated into the CFD model. To
achieve this, KIVA-CHEMKIN interface is used to extract reaction rates and reaction
constants for the reaction data and, heat of formation and molecular weights for the
species data, that is used for input into KIVA simulations. The reduced reaction
mechanism has 53 reactions and 44 species.

3.1 Premixed case
3.1.1 In-cylinder pressure and heat velease rate, @ = 0.98

For a mixture of 90% iso-octane (iCgH;g) and 10% n-heptane (nC;H;¢) at ¢ = 0.98,
numerical simulations were performed for comparison and validation are performed
for in-cylinder pressure at the ignition timing of 20° BTDC. Figure 3 shows the
validation results showing a good agreement and prediction of in-cylinder pressure
against the experimental data.

Figure 4 shows a good agreement of predicted heat release rate (HRR)
obtained from the numerical solution from the reduced mechanism using
KIVA-CHEMKIN interface against the experimental data. HRR is the ratio of differ-
ence in heat release values and corresponding crank angle values. These values are
obtained from KIVA output file. This also shows that detailed chemistry is very
important to capture the correct trend of engine performance parameters. The
reduced mechanism achieved from this research has given a confident deduction that
the numerical simulations for ¢ = 0.98 has successfully modeled the engine perfor-
mance parameters of in-cylinder pressure and heat release rate (HRR). It is
recommended to build a library of reduced mechanisms for all the fuels that are used
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Figure 3.

In-cylinder pressure; 100,000, 178,000 ¢ 230,000 cells.

in the internal combustion engines so that the correct prediction of experimental
results can be recorded and achieved.

3.1.2 In-cylinder pressure and heat velease rate, @ = 1.3

Numerical simulations and comparison is performed below for a mixture of 90% iso-
octane (iCgH;g) and 10% n-heptane (nC;H;¢) at ¢ = 1.3 using the reduced mechanism.
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Good prediction of in-cylinder pressure for ¢ = 1.3 is achieved using the reduced
mechanism and is shown in Figure 5.

Figure 6 shows the heat release rate (HRR) for ¢ = 1.3. The results for Heat release
rate (HRR) obtained from the numerical solution from the reduced mechanism using
KIVA-CHEMIKIN interface again shows a good prediction. This also shows that
detailed chemistry is very important to capture the correct trend of engine perfor-
mance parameters.

3.1.3 Emissions

Apart from validating the engine performance parameters of in-cylinder pressure
and heat release rate (HRR), this study also validated the emission results with the
experimental data [21]. The engine-out exhaust emission data is shown in Figure 7 for
the exhaust species of H,, CO, and CO. The results show a good agreement between
the numerical and experimental results for the equivalence ratio of ¢ = 0.98 and
¢ = 1.3, where the predicted values of exhaust species of H,, CO, and CO obtained
through combustion-CFD simulations exactly match the experimental data at the
equivalence ratio of ¢ = 0.98. At ¢ = 1.3, H, and CO values obtained through
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In-cylinder pressure; 100,000, 178,000 & 230,000 cells.

numerical simulations exactly match and overlap the experimental value while CO,
values also show a good agreement. The results obtained from Figure 7 shows that the
reduced mechanism developed was able to validate the engine performance parame-
ters as well as the emissions which makes this reduced model reliable in predicting
performance parameters for premixed spark ignition engines.

3.2 Direct-injection case

Numerical simulations are performed for the direct-injection case at equivalence
ratio of 1.0. The pentroof engine geometry and mesh is shown in Figure 2 and
specification are mentioned in Table 3. There are no moving valves in the geometry.
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Results shown in Figure 8 and Table 4 represent the importance of using the
detailed chemistry in the CFD solvers where detailed chemistry has improved and
better predicted the engine performance parameters.

To test the effect of the breakup model, numerical simulations were performed for
global mechanism, quasi-global mechanism and, reduced mechanism obtained

3 T T
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Figure 8.
Maximum or peak in-cylinder pressure (breakup model on).
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Experimental Value Global Mech, Quasi-Global Mech, Reduced Mech,

[31], MPa MPa MPa MPa
Numerical 2.51 2.61 2.58 2.51
Simulation
Deviation — 3.98% 2.78% 0%
Table 4.

Maximum or peak in-cylinder pressuve at stoichiometric conditions for direct-injection case.

No Residual With Residual
Mechanism Breakup ON Breakup OFF Breakup ON Breakup OFF
Global 2.62 2.55 3.04 2.75
Quasi-Global 1.78 1.82 2.09 172
Reduced — — 2,51 235

Table 5.
Summary of vesults for breakup model analysis.

through this research, with breakup model turned off. The global reaction mechanism
still over predicted the results of in-cylinder pressure while the quasi-global mecha-
nism under predicted the results. Summary of results is given in Table 5.

4, Conclusions

Development of a single reduced mechanism was performed for SI engine geome-
tries and configurations which required performing sensitivity analysis and reduction
of the skeletal reaction mechanism using SENKIN, a sensitivity analysis module of
CHEMKIN. The extraction of the sensitivity data from SENKIN using KINALC was
then performed and a mechanism reduction was completed using the computational
singular perturbation (CSP) method. This helped in minimizing the computational
time by using fewer required reactions and species. A reduced mechanism was then
constructed that validated engine performance and combustion parameters of in-
cylinder pressure, heat release rate, and emissions for a range of equivalence ratios
utilizing the low temperature pathway analysis.

A well-established surrogate, such as iso-octane, was selected for study as gasoline
is a complex mixture of various compounds and hydrocarbons. The fundamental
research provided the data and mechanistic understanding needed for the develop-
ment of a library for detailed mechanisms that can be used to correctly predict engine
performance parameters.

Understanding of the reduction techniques, and a practical reduced reaction
mechanism for spark-ignition engines and combustion has been achieved through the
above-mentioned methodology. Also, it has shown the need for using detailed chem-
istry in reactive flow problems which can help predict the combustion and engine
performance parameters more accurately. To gain the necessary data and confidence
for use of detailed chemistry, benchmarking was performed using the global and
quasi-global mechanisms in a previous study.

52



Numerical Simulations and Validation of Engine Performance Parameters Using Chemical...
DOI: http://dx.doi.org/10.5772 /intechopen.106536

Author details

Muzammil Arshad
Texas A&M University, McAllen, USA

*Address all correspondence to: marshad@tamu.edu

IntechOpen

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided

the original work is properly cited.

53



Numerical Simulation — Advanced Techniques for Science and Engineering

References

[1] Arshad M. Optimization of chemical
kinetic mechanism for efficient
computation of combustion process in
advanced internal combustion engine
configurations. [PhD dissertation],
Florida Institute of Technology. 2018

[2] Saylam A, Ribaucour W, Pitz W],
Minetti R. Reduction of large chemical
kinetic mechanisms for autoignition
using joint analyses of reaction rates and
sensitivities. International Journal of
Chemical Kinetics. 2007;39:181-196

(3] Arshad M, Ilie M. Analysis of reduced
order chemical mechanisms for oxygen-
enriched combustion of methane and n-
decane. 48™ AIAA/ASME/SAE. ASEE
Joint Propulsion Conference and Exhibit,
Atlanta, GA, August 2012

[4] Soyhan HS, Mauss F, Sorusbay C.
Chemical kinetic modeling of
combustion in internal combustion
engines using reduced chemistry.
Combustion Science and Technology.
2002;174(11&12):73-91

[5] Valorani M, Creta F, Goussis DA,

Lee JC, Najm HN. An automatic procedure
for the simplification of chemical kinetic
mechanisms based on CSP. Combustion
and Flame. 2006;146:29-51

[6] Babajimopoulos A, Assanis DN,
Flowers DL, Aceves AM, Hessel RP. A
fully coupled computational fluid
dynamics and multi-zone model with
detailed chemical kinetics for the
simulation of premixed charged
compression ignition engines.
International Journal of Engine Research.
2005;6(5):497-512

[71 Amsden AA. KIVA-3V: A block-
structured KIVA program for engines
with vertical or canted valves. USA: Los
Alamos National Laboratory; July 1997

54

[8] Pitz WJ, Cernansky NP, Dryer FL,
Egolfopoulos FN, Farrell JT, Friend DG,
et al. Development of an experimental
database and chemical kinetic models for
surrogate gasoline fuels. SAE Technical
Paper. 2007-01-0175

[91 Wang H, Yao M, Reitz RD.
Development of a reduced primary
reference fuel mechanism for internal
combustion engine combustion
simulations. Energy & Fuels. 2013;27:
7843-7853

[10] Gatowski JA, Balles EN, Chun KM,
Nelson FE, Ekchian JA, Heywood JB.
Heat release analysis of engine pressure
data. SAE Technical Paper Series, Fuels
and Lubricants Meeting & Exposition,
Baltimore, Maryland, October
1984-841359

[11] Hageman MD, Rothamer DA.
Sensitivity analysis of particle formation
in a spark-ignition engine during
premixed operation. 8th U.S. National
Combustion Meeting, 2013-070IC -
0046

[12] Sakai S, Hageman M, Rothamer DA.
Effect of equivalence ratio on the
particulate emissions from a spark-
ignited, direct-injected gasoline. SAE
Technical Paper, 2013-01-1560

[13] Wiles MA, Probst DM, Gandhi JB.
Bulk cylinder flow field effects on
mixing in DISI engines. SAE World
Congress, 2005-01-0096

[14] Liu ], Gong ], Cai L, Tan L, Ni X,
Gao W. Multi-dimensional simulation of
air/fuel premixing and stratified
combustion in a gasoline direct injection
engine with combustion chamber

bowl offset. SAE International, 2006-32-
0006



Numerical Simulations and Validation of Engine Performance Parameters Using Chemical...

DOI: http://dx.doi.org/10.5772 /intechopen.106536

[15] Koch ], Schmitt M, Wright YM,
Steurs K, Boulouchos K. LES multi-cycle
analysis of the combustion process in a
small SI engine. SAE International
Journal of Engines. 2014;7(1):269-285

[16] Kee R], Rupley FM, Meeks E,
Miller JA. CHEMKIN III - A FORTRAN
Chemical Kinetics Package for the
Analysis of Gas-Phase Chemical and
Plasma Kinetics. Livermore, CA: Sandia
National Laboratories; 1996

[17] Lutz AE, Kee RJ, Miller JA. SENKIN:
A FORTRAN Program for Predicting
Homogenous Gas Phase Chemical
Kinetics in a Closed-System with
Sensitivity Analysis. Livermore, CA:
Sandia National Laboratories; 1988

[18] Available from: http://www.chem.
leeds.ac.uk/Combustion/Combustion.
html

[19] Lu TF, Law CK. Strategies for
mechanism reduction for large

hydrocarbons: 7#-heptane. Combustion
and Flame. 2008;154(1-2):153-163

[20] Hageman MD, Sakai SS,

Rothamer DA. Determination of soot
onset and background particulate levels
in a spark-ignition engine. Proceedings
of the Combustion Institute. 2015;35(3):
2949-2956

[21] Hageman MD. Isolation of
fundamental parameters contributing to
particulate formation in a spark ignition
direct injection (SIDI) engine. [PhD
dissertation], 2014

[22] Liu C, Zuo Z, Feng H. Systematic
reduction of the detailed kinetic
mechanism for the combustion of
n-butane. Journal of Chemistry. 2016;
2016(11):1-7

[23] Lu T, Law CK. Toward
accommodating realistic fuel chemistry

55

in large-scale computations. Process in
Energy and Combustion Science. 2009;
35:192-215

[24] Sun W, Chen Z, Gou X, Ju Y. A path
flux analysis method for the reduction of
detailed chemical kinetic mechanisms.
Combustion and Flame. 2010;157:
1298-1307

[25] Kuo KK. Principles of Combustion.
2nd ed. John Wiley & Sons; 2005.
pp- 154, 199-155, 214

[26] Lam SH. Model reductions with
special CSP data. Combustion and
Flame. 2013;160:2707-2711

[27] Lam SH. An efficient
implementation of computational
singular perturbation. Combustion
Science and Technology. 2018;190(1):
157-163

[28] Glassman I. Combustion. 3rd ed. San
Diego, California, USA: Academic Press;
1996. pp. 94-104

[29] Turns SR. An Introduction to
Combustion Concepts and Applications.
2nd ed. USA: McGraw Hill Companies;
2000

[30] Arshad M. Numerical simulations
and validation of engine performance
parameter in direct injection spark
ignition (DISI) engines using chemical
kinetics. ASME 2020 International
Mechanical Engineering Congress and
Exposition (IMECE), November 2020,
DOI: 10.1115/IMECE2020-24683

[31] Wooldridge M, Fatouraie M. In-
Cylinder particulate matter and spray
imaging of ethanol/gasoline blends in a
direct injection spark ignition engine.
SAE International, 2013-01-0259

[32] Fatouraie M. The effects of ethanol/
gasoline blends on advanced combustion



Numerical Simulation — Advanced Techniques for Science and Engineering

strategies in internal combustion
engines. [PhD disseration]. 2014

[33] Kokjohn SL, Hanson RM,

Splitter DA, Reitz RD. Experiments and
modeling of dual-fuel HCCI and PCCI
combustion using in-cylinder fuel
blending. SAE International, 2009-01-
2647

56



Chapter 5

Bayesian Methods and Monte Carlo
Simulations

Pavel Loskot

Abstract

Bayesian methods provide the means for studying probabilistic models of linear as
well as non-linear stochastic systems. They allow tracking changes in probability
distributions by applying Bayes’s theorem and the chain rule for factoring the proba-
bilities. However, an excessive complexity of resulting distributions often dictates the
use of numerical methods when performing statistical and causal inferences over
probabilistic models. In this chapter, the Bayesian methods for intractable distribu-
tions are first introduced as sampling, filtering, approximation, and likelihood-free
methods. Their fundamental principles are explained, and the key challenges are
identified. The concise survey of Bayesian methods is followed by outlining their
applications. In particular, Bayesian experiment design aims at maximizing informa-
tion gain or utility, and it is often combined with an optimum model selection.
Bayesian hypothesis testing introduces optimality in the data-driven decision making.
Bayesian machine learning assumes data labels to be random variables. Bayesian
optimization is a powerful strategy for configuring and optimizing large-scale com-
plex systems, for which conventional optimization techniques are usually ineffective.
The chapter is concluded by examining Bayesian Monte Carlo simulations. It is pro-
posed that augmented Monte Carlo simulations can achieve explainability and also
provide much better information efficiency.

Keywords: Bayesian analysis, distribution, Monte Carlo, numerical method, machine
learning, optimization, posterior, prior, simulation, statistical inference

1. Introduction

Many real-world systems exhibit some level or form of randomness. This is
reflected in their mathematical models, which are often probabilistic. There are two
basic strategies to interpret the randomness captured by probabilistic models. The
frequency of occurrence of a random phenomenon is a measurable quantity that can
be used to predict how likely the phenomenon can be observed in future. The other
approach quantifies the uncertainty about the occurrence of random phenomenon
more subjectively, that is, as a degree of belief or expectation of observing the phe-
nomenon, given domain knowledge and the past experiences. This latter approach led
to a broad area of general Bayesian methods [1], Bayesian data analyses [2], Bayesian
signal processing [3], Bayesian regression [4], Bayesian machine learning [5], and
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Bayesian optimization [6]. In the tasks of statistical inference, the assumption of
knowing (or not) a prior distribution crucially affects the feasibility as well as the
structure of estimators [7]. There is also an intimate connection between Bayesian
probabilistic models and making causal inferences [8], as will be discussed in
Section 3.

Bayesian methods found widespread applications in many probabilistic modeling
frameworks. These methods are all rooted in the surprisingly simple Bayes’s theorem,
that is,

p(x|0)p(9)

@) @

p(0lx) =

where p(-) denotes the (for continuous random variables) or the probability (for
discrete random variables). Eq. (1) quantifies how our belief about the parameter 0
changes from its prior, p(6), to posterior, p(6|x), after observing data x. The condi-
tional term, p(x|0), represents the likelihood of the parameter 6, given observations, x.
The scaling term, p(x), in Eq. (1) is usually referred to as evidence. It should be noted
that both the parameter and the data can be assumed in an arbitrary number of
dimensions.

The majority of tasks in Bayesian inference involves explicitly or implicitly solving
one of the following integrals (or sums, for discrete random variables), that is,

marginalization: p(x) = J plx, 0)do @)
summarization: E[f (x)|6] = Jf(x) p(x|0)dx (3)
prediction: p(x:41) = J pxeralx:) plx)dx, (4)

pxrialx) = Jp(xt+1|9) p(Ox,)d6.

Unfortunately, in most but a few real-world scenarios, the expressions (2)—(4) are
not mathematically tractable. In particular, the distributions often involve multiple
sums and/or integrals, and their closed-form expressions cannot be obtained. The
distributions are sometimes only known up to a scaling constant. Then, even numer-
ically computing Eq. (1) can be rather challenging, since many complex distributions
are multi-modal with a large number of local minima and maxima. Moreover, in
online data processing, the distributions must be updated continuously as soon as the
new data arrives.

The rest of this chapter is organized as follows. The strategies for performing
Bayesian inferences with intractable distributions are outlined in Section 2
including sampling, filtering, approximation, and likelihood-free methods. The
applications of Bayesian inferences are discussed in Section 3 including Bayesian
experiment design, Bayesian hypothesis testing, Bayesian machine learning, and
Bayesian optimization. Bayesian Monte Carlo simulations are reviewed in Section 4.
Although the chapter mostly reviews known concepts and frameworks in Bayesian
analysis of probabilistic models, Section 4 contributes a description of augmented
Monte Carlo simulations. These simulations aim at providing explainability and
improving information gain.
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The references cited at the end of this chapter are by no means comprehensive;
rather, they are suggestions of initial readings where to find further information about
the topics discussed in this chapter.

2. Bayesian inference with intractable distributions

Bayesian inference assumes that prior knowledge is available, so it should be
exploited to improve the estimation accuracy. Such knowledge is often represented as
a prior distribution of the parameters to be estimated. It can be provided by the
domain expertise or otherwise be subjectively selected. As already mentioned, non-
linear and high-dimensional models are rarely tractable analytically. This section pre-
sents four basic strategies on how to deal with intractable distributions in Bayesian
inference. In particular, the sampling methods define a proposal distribution, which is
much easier to sample from. Most of these methods form a Markov chain of samples,
which gradually converges to the desired distribution. The filtering methods update
the estimates iteratively, so they are particularly suitable for streaming data. These
methods are also more efficient in higher dimensions than the pure sampling methods.
The approximate methods strive to improve the efficiency, even at the cost of esti-
mation accuracy. The last group is the likelihood-free methods, which are particularly
suited for parameter estimation using simulations.

2.1 Sampling methods

Consider, for example, the expectation (3). The integral (3) may be not only
mathematically intractable but also numerically intractable, provided that the distri-
bution p(x) is difficult or even impossible to sample from. A common strategy then is
to choose and sample from another, simpler distribution, g(x), such that g(x) > 0,
whenever f (x)p(x) > 0. The resulting method is known as importance sampling (IS),
and ¢q(x) is referred to as the proposal distribution. Eq. (3) is then rewritten as

[re) pewas = £ B2 g NZ (=) 8

x’))

(5)

(@)
W—/
Wi

where the sum is an unbiased and consistent estimator of the expectation due to
the law of large numbers.

Although the estimate (5) is unbiased and consistent, the number of samples
required grows exponentially with the number of dimensions. It is also desirable to
make the weights, w?), more uniform; that is, g(x) should approximate p(x), in order
to reduce the variance of the estimator in (5). Alternatively, the distribution p(x)
could be approximated by a histogram; the bins of such histogram can be optimized
for a maximum efficiency. The histogram can be sampled directly using a uniform
random number generator.

The sampling efficiency of the IS methods, particularly in high dimensions, can be
improved by accounting for the likelihood of samples. The Markov chain Monte Carlo
(MCMC) strategy represents a broad variety of sampling methods, such that the
current sample is affected by the location of the previous sample. It allows learning
complex target distributions in multiple dimensions. However, the MCMC sampling
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requires a burn-in period for achieving the convergence. Furthermore, the samples
may get stuck in areas of small probability (requiring a random restart), and the
correlation between consecutive samples increases the estimator variance.

Metropolis-Hastings sampling is the most commonly used MCMC algorithm. It
can be succinctly described as the following three steps:

1.Given the current state x;, sample a new state, x;,1, from the proposal q(x:11|x:);
2.Calculate the acceptance probability a(x;11, x;) of the new state x;,1;

3.If q(oe|xe11) = q(xe41]¢) is symmetric, then accept the new state x4 if
7(xs11) > m(x;); otherwise remain at the current state, that is, x;11 = x;.

The challenge is to find a good proposal, ¢, with a bounded support to achieve fast
convergence to the target distribution, z(x). The target distribution only needs to be
known up to a proportionality constant. The generated samples tend to concentrate in
the areas of large probability. The generated samples occasionally contain sub-
sequences of the same value. More importantly, as with any other sampling methods,
there is an exploration—exploitation trade-off. Large acceptance rate means slow
exploration of the target distribution, 7, as well as large correlations between the
samples. On the other hand, a small acceptance rate means large jumps across the
support of 7. The acceptance rate can be controlled by assuming a parameterized
proposal, g,,. The acceptance rate of about 50% is recommended for samples in a

few dimensions, and it should be reduced to about 25% for distributions in many
dimensions.

In the literature, many variants of the Metropolis-Hastings sampling algorithm
were proposed, for example, combining random walk sampling, adaptive rejection
sampling, Langevin algorithm, and augmented estimator.

Gibbs sampling iteratively samples from the conditional densities

X;t) ~ P (xﬂxét), x(;), s xf@)

(t) ® .0 (t)
X, ~ pz(x2|x1 , %3 s ...,xN) 6)

Xl(\t,) ~ pN(xN|x§t),xg), ...,xl(\t,ll).

It can be represented as a set of N univariate Metropolis—Hastings samplers. The
sampling dimensions can be chosen systematically or at random. Even though Gibbs
sampling has 100% acceptance rate, it can still experience a slow convergence to the
target distribution, so it is often combined with other sampling methods.

Gibbs sampling motivates the Rao-Blackwell estimators

T
Elbe)] ~ > B[k ), ., x4 @)
t=1
1¢ o
OLED3 pi(ill?,j #1) ®)
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of function expectation and of the marginal distribution, respectively. These esti-
mators are unbiased and have lower variance, since

var [E[h(xl) 0, xl(\t,)H <varlE[h(x1)]). 9)

An alternative strategy combines importance sampling with MCMC sampling
assuming independent proposals, [ 14, (x;) or [N 4q, (x,-\xftil)).

An interesting problem is how to design MCMC sampling when the target distri-
bution is not stationary. The adaptive MCMC sampling can be trained online with the
generation of new data. However, using past samples for adaptation invalidates the
Markov assumption, so the convergence to the target distribution may be problem-
atic, or the adaptation should cease after the burn-in period.

The Hamiltonian MCMC sampling tracks movements of a hypothetical ball under
the potential and kinetic energy constraints. The new sample representing the
updated ball location is obtained by integrating the ball’s speed. The integration can be
approximated, for example, by discretization. More importantly, the interval of inte-
gration trades-off the acceptance rate and the sampling rate, so, also the amount of
correlations between subsequent samples and the waiting time. The main advantage
of Hamiltonian MCMC method is a fast mix-in; that is, the samples converge quickly
to the target distribution.

Another sampling method motivated by models in statistical physics is a restricted
Boltzmann machine (RBM). This method learns the target distribution as a configu-
ration, %, of a bipartite graph. The target distribution is p(h) = exp (—E(k))/Z, where
E(h) is the energy of the configuration %, and Z = ), exp (—E(k)) is a partition
(scaling) function.

The reversible-jump MCMC sampling can be used for distributions having an
uncertain number of parameters (the model order). The idea is to increase the number
of parameters by 1 with a certain probability every time the sample is taken from the
proposal distribution.

The common pitfall of all sampling methods is how to recognize that the generated
samples are not converging to the target distribution, for example, since the assump-
tions were violated, or the method has not been implemented correctly. These issues
may not be easily detected by simply evaluating the samples or the simulation outputs.

2.2 Filtering methods

Processing time-series and streaming data must be often done recursively. The
corresponding data model can be usually represented as a dynamic system, so the
current state, x;, is updated from the previous state, x;_1, by an innovation random
process, and the states, x;, are observed as values, z;. The states form a Markov chain,
that is, p(x¢|x;—1, ..., %1) = p(x¢|o¢_1), and the observations are assumed to be inde-
pendent, that is, p(zi, 2j|x:) = p(zi|x:)p (zj|x;). Assuming the Bayes’s theorem

P(1|%14) P (X1 |21:0-1)
Llz1) = , 10
P (x1]21:) P (@lee 1) (10)

the states can be estimated recursively from the incoming observations as a
two-step procedure. The first step predicts the (distribution of) current state as
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plaleres) = j Pebr—) p (ealzre—r) des. (11)

The predicted state is corrected in the second step after receiving the latest obser-
vation, z;, as

P&l pxelz1-1) . )
pzelxe) p(oce|re—1) dx

pxlz1e) =
|

For linear systems with Gaussian inputs, the processes remain Gaussian, so only
their mean values, E[x1,|21,], and covariances, cov[x1.|21.], need to be tracked. In such
a case, the recursive estimator implementing (11) and (12) is known as Kalman filter.
The Kalman filtering can be succinctly described as

X; = (prediction of x;)+ K, - [z, — (prediction of z)] (13)

where K; is the Kalman gain at time ¢. It can be shown that Kalman filter is
unbiased, and it is optimum in a sense of having the smallest possible variance; it
belongs to a class of the best linear unbiased estimators (BLUE). Practical
implementations of Kalman filter are usually concerned with numerical stability and
process observability. The posterior distribution of the model states can be estimated
using kernel and other smoothing methods.

Kalman filter can be modified to work with non-linear models. In particular,
extended Kalman filter performs local linearization at each iteration assuming the
first-order Taylor expansion. This can, however, cause large estimation errors and
stability issues. Unscented Kalman filter defines a set of sigma points, which are
tracked through non-linearity. The weighted and transformed sigma points are used
to reconstruct the mean and the covariance of Gaussian distribution, so canonical
Kalman filter can be then used. Ensemble Kalman filter has been adopted for large but
sparse systems. Expectation maximization (EM) filtering is used when there are also
unknown model parameters; see Egs. (16) and (17) below.

In practice, having an approximate solution for a complex model is often much
more useful than obtaining the exact solution of a simplified model. This has moti-
vated the development of particle filters to estimate random signals under non-linear
and non-Gaussian conditions. The key idea is to represent the posterior distribution by
a set of random weighted samples (called particles), x;, that is,

N N
px)~ Y wi Sx—%) = Ef(x)]x Y wif(%) (14)

i=1 i=1

where § denotes the Dirac-delta function. However, the number of required
particles grows quickly with the number of dimensions.

The particles should be chosen to represent high-density regions by many samples
with large weights. Provided that the particles are generated using some MCMC sampling
strategies, the resulting recursive Bayesian estimator is referred to as the sequential MC
(SMC) method. Since only after a few iterations, most particles often have negligible
weights (so-called particle degeneracy problem), particle resampling (with replacement
and proportionally to their weight) is necessary in order to recover a good representation
of the underlying distribution while maintaining a constant number of particles.
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Expectation maximization (EM) method has been developed to deal with missing
data and to filter data under parameter uncertainty. Assuming the observed but
incomplete data, x, as well as the missing data, y, the data likelihood conditioned on an
unknown parameter, 6, can be computed as

pi0) = [pe310)dy = [ pOo1x, Op(+10)dy (15)

The integral (15) is evaluated iteratively by first computing the Q-function (the
E-step) as

Q(0, 02-1) = E[logp(x, y|0)lx, 0,-1] (16)

followed by estimating the parameter 0 (the M-step) as
0, = argmax,Q (0, 6,_1). 17)

This procedure guarantees that the likelihood is maximized, since always
p(x]0,) >p(x|0,_1). However, Egs. (16) and (17) are normally analytically intractable,
so they must be evaluated numerically.

2.3 Approximation methods

The sampling methods, which mostly involve MCMC sampling, for performing
Bayesian inference are asymptotically exact. However, these methods are also numer-
ically expensive, especially for high-dimensional models. When working with big
data, or when there is a need to choose among many plausible models, having less
accurate but numerically cheaper solution is highly desirable. Variational inference
deterministically approximates the log-evidence p(x) in Bayes’s theorem (1) as

logp(x) = L+ KL[g(0)|lp(0]x)] = £ (18)

where L is the evidence lower-bound (ELBO), since the Kullback-Leibler (KL)
divergence is always non-negative. Therefore, given the evidence p(x), minimizing
the KL divergence between the approximation, ¢ (), and the posterior, p(8|x), is
equivalent to maximizing ELBO, L. Alternatively, it is possible to approximate the
prior, p(0), instead of the posterior. These are functional optimization problems
defined as diqﬁ(q) =0, s.t., [q(0)d0 = 1, with the optimum solutions g * () = p(6|x)
orq* (60) = p(0).

Any function, ¢(0), can be assumed, but some choices are better than others. The
mean-field approximation assumes that the dimensions are independent, that is,
q(0) = Hﬁ\ilqi(ei). Then, ¢,(6;) can be optimized in turn until a convergence is
obtained, indicated by no more increases in the ELBO value. There is a performance
penalty if the independence assumption is not satisfied. Another popular choice is to
assume a class of distributions, g ,(0), parameterized by ¢.

The mean-field assumption is implemented in the coordinated ascent variational
inference (CAVI) algorithm. It is related to Gibbs sampling and message passing.
However, this method is not computationally efficient and only works for distribu-
tions, which are conditional conjugates of the prior. Stochastic variational inference
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(SVI) improves the efficiency as well as accuracy of CAVI by assuming the stochastic
approximation of the ELBO gradient and by optimizing the parameters using only a
subset of data in each iteration (similarly to the EM method). Unfortunately, both
CAVI and SVI require deriving the approximation components, g;, analytically, which
is often impractical.

Motivated by the limitations of conventional variational inference methods, the
black box variational inference (BBVI) algorithm samples from a family of distribu-
tions, q,(6), assuming that p(x|0)p(0) = p(x, 0) is known. The objective is to avoid the
need for analytical derivations. The BBVI method can be used to estimate a wide range
of linear and non-linear models. Since it is also the most efficient method for
performing variational inference, it has become available as a library in many
programming languages.

The divergence between prior or posterior and its approximation cannot be
performed directly but only by maximizing the ELBO. Although, at each iteration, the
ELBO is guaranteed not to decrease, the convergence can be slow. However, the
efficiency of variational methods is still better than that of the sampling and EM
methods. The KL divergence can be replaced with alternative measures such as «
divergence, f divergence, and mutual information. In addition, there are only a few
theoretical guarantees, and the overall estimation accuracy of variational methods is
crucially affected by not knowing how well the posterior (or prior) has been
approximated and approximating asymmetric distributions is more challenging.

2.4 Likelihood-free inference

In many practical scenarios, a mathematical model can be available as a simulation.
It is often easy to simulate the model for different parameter values. Thus, by
generating and comparing many simulation outputs for different parameter values,
the simulation run can be identified that best matches the observed data. The
parameter values for this simulation run are then declared to be the estimate. The
inference methods implementing this simple idea are known as being likelihood free.
They can be found in the literature as indirect inference, bootstrap filter, synthetic
likelihood, and other methods. However, the most popular among these methods is
approximate Bayesian computation (ABC).

The ABC method only requires that a generative model to generate data is avail-
able. There is otherwise no need to assume, know, or calculate the model posterior,
parameter likelihoods, or importance weights. The basic ABC rejection sampling is
performed by repeating the following three steps:

1.Sample the parameter 6 from its prior, p,(6);
2.Simulate or otherwise generate the data x(0);

3.1f the distance, ||x — X|| <¢, between the simulated data, x, and the observed
data, X, is sufficiently small, record the parameter 6.

The posterior distribution, 7.(6|x), can be estimated after enough samples, 6 and x,
have been collected. It is clear that the number of samples required to accurately
estimate 7. (6|x) grows quickly with the number of dimensions. The exact inference
can be obtained in the limit lim ,_¢7.(0) = p(]x). On the other hand, no learning
occurs if lim, o7, (0) = p,(0).
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The efficiency of the ABC method can be improved by considering summary
statistics, S(x), rather than directly comparing the data, x. If S(x) is the sufficient
statistic for estimating the parameter 6, then 7. (0|S(x)) = #.(0|x); however, in
practice, an informative statistic is often used.

Even though the ABC method can be readily parallelized, it can still be very
inefficient, especially if the informative statistic has been poorly chosen and in high
dimensions. Since the default ABC method does not exploit information about the
accepted and rejected values of 9, the efficiency could be improved by employing the
MCMC sampling. The resulting ABC-MCMC algorithm performs the following four
steps:

1. Augment the posterior distribution as p (é, x|x);

2. At the current state 9, generate a new sample, 6 ~ ¢ (9|9);
3.Simulate the data, x, for the new state 0;
4. Accept the new state, 6, with some probability, a(9, x).

This algorithm can be fine-tuned by gradually reducing ¢ in order to balance
rejections with the estimation accuracy while the convergence requires ¢ to be suffi-
ciently small. Unlike pure MCMC sampling, the MCMC-ABC method requires a small
acceptance rate in order to achieve good accuracy.

3. Other topics in Bayesian analysis

The Bayesian frameworks find many real-world applications in data analysis and
data-driven planning and decision making. Bayesian experiment design is about
choosing experiments and models that can provide the largest information gain or
utility. Bayesian hypothesis testing accounts for prior knowledge to bias the
hypothesis rejection or acceptance. This framework can be also used to make
statistically informed decisions. Bayesian machine learning has become increasingly
popular in recent years. It considers data labels to be random variables. Both
supervised and semi-supervised strategies are discussed. Bayesian optimization shows
a remarkable promise in optimizing complex, difficult-to-evaluate systems. It
considers the observed system responses to be samples of a random process.

3.1 Bayesian experiment design

In Bayesian experiment design, the task is to choose the optimum experiment and
possibly also a data model [9]. This can be probabilistically represented as the aug-
mented posterior (1), that is,

p(x|0,d, m)p(6, m)
p(x|d, m)

pOx,d, m) = (19)

where d and m, respectively, represent the experiment and the model choice. More
specifically, 8 denotes uncontrolled inputs to the experiment as well as unknown
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model parameters, whereas d are the experiment inputs that can be controlled, that
is, designed by a selection. The objective is to specify the optimum design, 4, in
order to facilitate the estimation of 9 as well as selection of the best model, m, for
observations, x.

For every configuration of the experiment including the model selection, let
U(d, x, m, ) be the perceived utility, for instance, the amount of information that can
be gained from the experiment. Since the observations are random and the data model
is unknown, the optimum experiment maximizes the average utility,

d* =argmax,_p U(d) = argmax,_pEvmo[Ud, x, m, 0)]. (20)

Alternatively, the model selection can be formulated as a hypothesis-testing
problem. The observed data and models are combined to obtain and then
sample the predictive distribution for each model candidate. Additional experi-
ments can be performed as needed in order to maximize reduction in the model
uncertainty. A mismatch between the supports of the model prior and the model
likelihood indicates that the model has either too few or too many parameters,
and there is not enough evidence to make the model selection with a high
confidence [10].

Instead of choosing one best model, the predictions from multiple models can be
combined. The joint prediction has potentially much larger discriminatory power than
individual predictions [10]. Moreover, how well the model can describe the majority
of outcomes from many random experiments under different experimental conditions
can be as important as the model likelihood.

The information value of an experiment can be quantified as the Fisher informa-
tion matrix with the entries

IZ; (0)];; = E[(a% log p(X; 9)) (a%j logp(X; 9)) |9] : (21)

Since performing experiments is often costly, the following optimization objec-
tives have been defined in the literature for linear models:

* A-optimality: minimize the average variance of parameter estimates;

* C-optimality: obtain the BLUE of linearly combined model parameters;

* D-optimality: maximize the entropy or determinant of information matrix;
* E-optimality: maximize the minimum eigenvalue of information matrix;
 T-optimality: maximize the trace of information matrix.

These optimality objectives may include prior distributions about the model and
experiment parameters and combine other objectives for model selection.

The main challenge in evaluating the experiment design (20) is the computational
complexity involved in searching the whole design space. The search strategies
include linearization, local search, discretization, enumeration, approximation by
regression or surrogate models, random (e.g., MCMC) sampling, genetic algorithms,
as well as using Bayesian optimization methods, as will be discussed in Section 3.4.
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Furthermore, the design (20) yields the single best experiment. In batch-optimum
experiment design, N experiments are performed simultaneously. The data from
different experiments are conditionally independent given the parameters, 6. The
expected utility from these N experiments will be, in general, different from the sum
of utilities of individual experiments. A simpler objective is to minimize the predicted
variance of observations, x, when the experiment designed as a single optimum is
repeated N times.

In the sequential experiment design, the posterior, p(6, x;|d;), from the tth exper-
iment is used as a prior for the (¢ + 1)th experiment, and then, the experiment
conditions, d;1, are optimized. This is a greedy (sub-optimum) approach; however, it
may still outperform batch design due to an inherent adaptation to x; and d;. The
optimum sequential experiment design is more complex, and it leads to a problem of
dynamic programming.

3.2 Bayesian hypothesis testing

Let 6y be the critical parameter value, so that the null hypothesis, Hy, can be
accepted, if the parameter value 6 <6y, and it is rejected in favor of the alternative
hypothesis, H,, otherwise. Denoting the loss function as L(6; H) and L(6; H,) under
the respective hypotheses, the Bayesian risk for observation, x, is computed as

R(x;00) = L<e L(6; Ho)Pr(x|0)p(0)do +J L(6; H,)Pr(x|0)p(0)do. (22)

0>06)

The optimum decision threshold is then obtained by minimizing the average risk,
that is, 6y = argmin E.[R(x; 0)]. The statistical power of the hypothesis test is deter-
mined by the sample size [11].

3.3 Bayesian machine learning

The general objective of machine learning is to learn how to label unseen data. In
supervised learning, this objective is accomplished by training the model with labeled
data. For instance, consider the minimum mean square estimation (MMSE) of label Y
for data X [3], that is,

£ (%) = argmingE| (Y — f(X = x))z] = E[Y|X = x]. (23)

The training data, (X1, Y1),(X3, Y3),...,(Xy, Y,), are samples from the distribu-
tion, p(Y, X) = p(X|Y)p(Y), assuming the likelihood, p(X|Y), and the prior, p(Y), of
data labels, Y. The MMSE expectation (23) can be then approximated as

E[Y|X = x|~ ZY T5%,—x (24)

assuming the indicator function Z.

In semi-supervised learning, there are additional unlabeled data, X, 11,X,+2, ..,
which can be used to estimate the distribution, [p(X, Y)dY. It allows formulating and
improving the estimates of the conditional expectation, E[Y|X = x|, and castitasa
missing labels problem. More generally, automated data labeling involves the problem
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of finding the discriminative data model, p(Y|X), or p(X|Y). However, the full gener-
ative model, p(Y|X)p(X) = p(X|Y)p(Y), may be required by some of the Bayesian
inference methods outlined in the previous section.

Assuming data labels as random variables with their prior and posterior distribu-
tions is useful in tolerating label errors as well as missing labels. However, the chal-
lenge is that the assumed distributions may be biased or even incorrect. In addition to
automated data labeling, Bayesian machine learning can generate more training data
and improve the quality of training data by correcting the labels.

There is also an interesting connection to causal machine learning. In particular,
the label can be assumed to be a cause of observed data (features) representing the
effects. Since the probability, Pr(effect), and the conditional probability,
Pr(causeleffect), are not independent, the data samples can be used to estimate their
distribution, p(X), which in turn facilitates an anti-causal learning of causes (i.e., the
data labels, Y). On the other hand, the probabilities Pr(cause) and Pr(effect|cause) are
independent, and so, intuitively, they cannot be exploited for causal learning of data
from their labels.

3.4 Bayesian optimization

Consider the task of minimizing or maximizing a function f(x) over some high-
dimensional feasible set, A C #". It is typically assumed that evaluating the function
is numerically or otherwise very expensive, whereas testing whether x € A is com-
putationally cheap. Even though f is normally assumed to be continuous, its deriva-
tives are not known. Furthermore, the problem is non-convex, as the function has
no special structure, it usually contains many local optima, and its observations may
be noisy.

The basic idea to solve such a difficult optimization problem is to learn a surrogate
approximation of f, which is cheap to evaluate. The surrogate approximation is
constructed in the context of Bayesian inference [12]. In particular, Bayesian optimi-
zation starts by evaluating the function f at a few randomly chosen points, x. The
obtained values, f (x), are assumed to be samples of a random process. A Gaussian
process (GP) is most commonly assumed, since it can yield closed-form expressions
for the extrapolated values, even though inverting large covariance matrices is often
numerically rather problematic. Then, the following steps are repeated as many times
as can be practically afforded.

1.The posterior of a candidate sample is obtained given the existing samples
{1, x25 s X}

2.The new sample is chosen as the one maximizing so-called acquisition function
(to be discussed below);

3.The function f is evaluated at the new sample, and the posterior is updated
accordingly.

Assuming Bayesian regression over a Gaussian process, the # existing samples,
f(x1), ... f (%), are normally distributed and have the joint mean, u(x1,,), and the
covariance matrix, X (x1,). The corresponding posterior distribution of a candidate

sample, f(x), is also normal with the mean, y,(x), and the variance, o2 (x).
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The acquisition function predicts the value of a new sample after already
knowing the values, f(x1), ... f (4). The values of the acquisition function tend to
be larger when the calculated credible intervals are wider and when the posterior
mean is larger. Since the mean, y,(x), is also a point estimate of f (x) after n
observations, the value of f(x) is estimated by interpolating y, (x); this corresponds
to Gaussian regression. In other words, the measured values, f(x1), ... f (x2),
are interpolated to estimate the mean, y, (x). The covariance matrix, Z,(x1,), deter-
mines how fast the function values vary in between the already measured samples. It
is usually required that the values de-correlate with their distance. The covariance
matrix can be also estimated from the existing samples as /) = argmax,p(f (x1.)[n)
(maximum likelihood estimation, MLE) or as 7 = argmax,p (f (x1.0)|n)p(n) (maxi-
mum a posterior estimation, MAP). It is also possible to treat some parameters, 7,
as nuisance parameters and marginalize them from the likelihood assuming
their prior, p(y7), before employing one of the Bayesian methods for intractable
distributions.

Expected improvement (EI) is the most commonly assumed acquisition function.
Provided that f is observed without measurement noise, the current best choice is
fr¥ = max{f(x1), ...,f(xn)}. The expected improvement is then defined as

EL(x) = E[[f (x) —f |] (25)

where |-|, >0, and the expectation is taken over by the posterior of f (x)
conditioned on the values known so far. The next best choice for sampling the
function f is

Xp1 = argmax EI,(x). (26)

Unlike f, the function EI, (x) is inexpensive to evaluate, and its derivatives can be
used to effectively maximize Eq. (26). The best expected improvement occurs at
points far away from the previously evaluated points (the points having a large
posterior variance) and at points having large posterior means; this represents an
exploration-exploitation trade-off.

Knowledge gradient (KG) acquisition function selects the sampling point x having
the largest posterior mean, y,° = max ., (x). It allows considering the posterior across
the full domain of f and how it is changed by a new sample. The knowledge gradient is
computed as

KG,(x) = E[,u;+l — %1 = x] . 27)
The next best sample corresponds to the maximum, that is,
Xp1 = argmax KG, (x). (28)

An efficient practical implementation of KG can assume multi-start stochastic
gradient descent (or ascent, when the target function is to be maximized). This leads
to a two-step maximization procedure when the maximum is first searched among a
collection of candidate functions, and then, the selected function is maximized sepa-
rately, for example, by differentiation.

In general, the KG acquisition function tends to significantly outperform the EI
method, especially when the function observations are noisy.
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Entropy search (ES) acquisition function assumes that the global optimum, x*, is a
random variable implied by the Gaussian process, f(x). It performs the search for a
new sample in order to obtain the largest decrease in differential entropy
corresponding to the largest reduction of uncertainty about the global optimum. The
ES acquisition function is defined as

ES,(x) = H(Pu(x")) — Ef(q)[H(Pa(x " x, f(x)))] (29)

where H denotes entropy, so that the posterior across a full domain of f and how it
is changed by a new sample are again accounted for. This is useful when the observa-
tions are noisy. However, unlike the KG method, stochastic gradients cannot be
obtained for the ES acquisition function.

Finally, the predictive entropy search (PES) acquisition function rewrites Eq. (29)
using mutual information. Conceptually, it is exactly the same as the ES method,;
however, numerical properties of these two algorithms are different.

The basic optimization problem can be augmented by considering a set of objec-
tives, f(x, 5), indexed by “fidelity”, s, such that lower values of s mean higher fidelity,
and f(x, 0) = f(x) represents the original objective. For example, fidelity can repre-
sent the model order or the modeling granularity. There is also a cost, ¢(s), associated
with fidelity, s; the larger the required fidelity, the larger the cost. These problems are
then referred to as multi-fidelity source evaluation, in the literature. The task is to
maximize the function, f (x, 0), by observing a sequence of values of f (x, s) at # points,
that is, (x1, 51), ... ,(%n, $x), subject to the total available budget, > ;¢(s;) < Ciotal-

This problem can be further generalized by assuming that neither f (x, s) nor ¢(s) is
monotonic in s; for example, keeping s constant, the observed f (x, s) across different
regions of x can have varying accuracy.

The problem of random environmental conditions is closely related to multi-task
Bayesian optimization. It maximizes the function [f (x, w)p(w)dw by evaluating
f(x, w) for each w at multiple values of x. It is assumed that evaluating f (x, w) at both
x and w is expensive, but evaluating p(w) is cheap. The values w represent random
environmental conditions, and they act as noise in observations of f(x, w). For exam-
ple, f can represent the average performance of a machine learning model with w-fold
cross-validation. Another example are Bayesian neural networks having random coef-
ficients with a certain probability distribution.

Comparing Bayesian optimization with other optimization methods, the latter
usually work well only for specific problems or under specific conditions, but have
high computational cost, and suffer from the curse of dimensionality, leading to a low
sample efficiency and slow convergence. Bayesian optimization, on the other hand,
can work very well for moderate dimensionality (the maximum dimension of about
20 is recommended in the literature), and the sampling decisions appear to be opti-
mum despite being sequential. In addition, Bayesian optimization is considered to be
derivative free but a black box method.

Despite a good performance, there is a need to provide better theoretical under-
standing of Bayesian optimization methods, define stopping rules, and improve
learning of surrogate models, especially for non-Gaussian processes and for systems
containing non-linear transformations. Bayesian optimization can be used to effi-
ciently find hyperparameters of machine learning models [13]. Recently, maximiza-
tion of a composite function, g(k(x)), has been considered in the literature, where
the inner function, %, is expensive to evaluate and a black box, whereas the outer
function, g, is easy to evaluate.
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4. Bayesian Monte Carlo simulations

Monte Carlo simulations are a general class of random sampling methods. They
can be used to solve problems such as (2)-(4) using numerical algorithms. Simula-
tions are often used to solve problems involving exploration of high-dimensional
parameter spaces in order to perform sensitivity analysis, performance analysis, and
system optimization. Unlike analytical approaches, computer simulations are more
flexible, require fewer assumptions, and allow for more complex and, thus, more
realistic models to be considered. In silico experiments are much more cost-effective
than laboratory experiments conducted in life sciences. Digital twins are now often
built to monitor complex engineering systems. Synthetic data from simulations can be
used to train machine learning models and to avoid expensive or hard-to-get real-
world measurements. However, there are often problems with reproducibility and
validation of simulation results, especially when the simulation procedures and
models become more complex. In general, it is extremely difficult to distinguish
among algorithmic errors; incorrect choice and use of algorithms; the errors in math-
ematical derivations; conceptual errors, for example, due to invalid assumptions; and
the errors in algorithm implementations.

Vast amounts of generated simulation data are usually reduced into a few summary
statistics. This results in a loss of potentially valuable information, unless the statistics
are also sufficient within a given context. There is rarely a deeper analysis of simulation
techniques to explain why the implemented algorithms work or do not work, under
what conditions, and whether they could be improved further. Thus, there is a need to
enhance traditional Monte Carlo simulations and define the best practices of how to
plan and conduct computer experiments in order to maximize the information gain
and extract maximum useful knowledge from these simulations [14].

Improving the usefulness of Monte Carlo simulations requires that they are
interpreted as statistical estimators of quantities of interest including identifying
relevant causal associations [15, 16]. For instance, the sample statistics are point
estimates, whereas it may be more useful to extract Bayesian posterior or credible
intervals of these statistics when performing simulations. Bayesian analysis also
enables counterfactual reasoning in order to find how the performance or system
behavior would change, if the simulated model was altered. In particular, if the
average performance of a system, f (x), is evaluated as [f(x)p(x)dx over a distribution
of factors, p(x), then the counterfactual performance of a modified system having the
factor distribution p * (x) can be defined as

[rem s = [l Epwas. (30)
——

Eq. (30) is akin to IS Eq. (5), that is, the system response, f(x), is scaled by
weights, w(x), when assessing its hypothetical performance. Such approach can yield
the following systematic and general strategy for designing systems via computer
simulations:

1.Build a structural equation model (SEM) of the system using available
performance data;

2.Use the SEM to define points of interventions and measurements;
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3.Infer changes in the performance distribution under different hypothetical
modifications;

4.Select and validate the modification with the best hypothetical improvement by
implementing it in a real-world system.

A basic strategy for increasing the information gain of Monte Carlo simulations is
to augment the number of observation points. In Figure 1A, the simulation inputs and
outputs are represented by random variables, X and Y, respectively, and the aug-
mented output is represented by a random variable, Z. The corresponding posteriors
and likelihoods are then computed as

p(X|Y) =%pmx> — S p(YIX, Z)p(ZIX) (31)
A
p(ZIY) %pm) = Sp(YIX, Z)p(X[2) (32)
X
p(X12) Z’Ww, Z,X) = p(V|Z, Xp(ZX)p(X).  (33)

The causal relationships can be represented by probabilistic graphs, which are
referred to as structural causal models (SCMs). These models are similar to SEM as
well as allow capturing non-linear relationships. The SCMs are effectively Bayesian
networks with directed edges indicating causal effects (since these effects are gener-
ally asymmetric) rather than statistical dependencies. The graph cycles are not
allowed in order to avoid a variable to be a cause of itself. The endogenous noises are
not shown explicitly.

The fundamental idea of studying causal effects is by accommodating interven-
tions. Such a framework has been devised by Pearl [8], and it is now known as Do-
calculus. The intervention denoted as do(X) enforces a certain deterministic or a
random value from some distribution on the variable X. If this causes a change in the
posterior, p(Y|do(X)), then X and Y are causally related. However, in general,

A Z B

X — | MonteCarlo | o y X A Y
simulation

C
U
X/Z\Y X/ \Z—>Y X\ /Z—>Y

T ™~

Figure 1.
The input—output causal velationships in augmented Monte Carlo simulations.
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observing p(Y|X) is not sufficient to determine causality. The basic rules of Pearl’s
Do-calculus are:

1. Observations can be inserted or deleted in conditional probabilities;
2. Actions and observations can be exchanged in conditional probabilities;
3. Actions can be inserted or deleted in conditional probabilities.

Moreover, if the causal effect is identifiable, then the causal effect statement can be
transformed into a probability expression containing only the observed variables.
Unknown causal dependencies can be replaced with conditional probabilities. The
significance of these rules is that they allow performing causal inferences using tradi-
tional methods of statistical inference for Bayesian networks. This can be used for
removing confounding bias, recovering from a selection bias, defining surrogate exper-
iments, and extrapolating and transferring causal knowledge to other similar SCMs.

To illustrate the basic causal components of SCMs, consider three random
variables, A, B, and C. The causal chain A — B — C and the causal fork A «— B — C
imply that A and C are generally dependent; however, they are independent,
conditioned on B. On the other hand, the causal collider A — B « C implies that A
and C are generally independent, but they are dependent, conditioned on B. Thus,
conditioning on B in the case of causal chain or fork, blocks (or D-separates) the path
between A and C, whereas conditioning on B opens up such a path in the case of
causal collider.

These rules can be used to discuss causality in different SCM representations of
augmented Monte Carlo simulation. In particular, the SCM in Figure 1B contains
direct causal paths, X — Z,Z — Y, and X — Y. There is also a backdoor path between
Zand Y, thatis, Z «+— X — Y. Thus, X is a common cause, or a confounder, so
conditioning on X blocks the backdoor path and enables causal inference.

The SCM in Figure 1C contains unmeasured or unobserved (e.g., exogenous,
outside the model) variable, U. This is an example of so-called confounding by
indication. There are two confounded associations, that is, X — Z — Y and
U — X — Z — Y. Moreover, although conditioning on U is not possible, conditioning
on X removes any unmeasured confounding. In the case of SCM in Figure 1D,
conditioning on X is sufficient to block the backdoor path.

The SCM in Figure 1E contains two unmeasured variables, U; and U,. There is no
bias without any conditioning. However, fixing X as do(X) will induce a selection bias
by opening the backdoor path, Z < U; — X « U; — Y, between Z and Y. On the
other hand, conditioning on X will create direct as well as backdoor association between
Z and Y. The causal relationships in the remaining SCMs in Figures 1F-H are trivial.

The augmented Monte Carlo simulation in Figure 1A may require more
sophisticated processing of the observed inputs and outputs as suggested in Figure 2
with the aim of improving the information gain and achieving explainability [17]. In
particular, the summary statistics should be calculated between variables X and Y as
in traditional Monte Carlo simulations and then also between X and Z and Z and Y in
augmented Monte Carlo simulations. This should also improve detectability of events
and anomalies. More importantly, it may be possible to define formal rules to
automate building SEM and SCM models [18]. The models can be then fitted to
observations and analyzed to discover causal relationships. The schematic of SEM or
SCM is depicted in Figure 3, where U’s represent the inferred latent variables. The
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A schematic SCM for the explainable Monte Carlo simulation in Figure 2.

Figure 3.

associations, A;, interconnect the identified events, E;, for example, using Bayesian
rules of statistical dependencies and causal inferences.

5. Conclusions

This chapter discussed the most important Bayesian frameworks and their appli-
cations. These frameworks play a crucial role in statistical and causal inferences.
Learning from observations is one of the most fundamental concepts. Learning should
be unbiased, systematic, replicable, generalizable, sample and other resources effi-
cient and also provide a sufficient information gain. Since learning problems are often
mathematically intractable, Bayesian reasoning can guide development of
corresponding numerical algorithms. The algorithms can be considered to be concise
representations of data, which can be generated by these algorithms. Bayesian frame-
works allow building much more sophisticated models and carry out more complex
computer simulations.
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Bayesian experiment design is especially important due to a widespread adoption
of computer simulations in designing and analyzing various real-world systems.
Research in machine learning is slowly moving from statistical correlations-based
models to models exploiting causal relationships. As discussed in this chapter, the
causal relationships in SCM (or SEM) can be analyzed by statistical inference
methods, which were developed for Bayesian probabilistic models. Bayesian machine
learning assigns a distribution to data labels. It improves the performance of semi-
supervised learning and enables automated data labeling and data label corrections.
Bayesian optimization is particularly useful for optimizing real-world complex sys-
tems, which are very expensive to evaluate. Both Bayesian optimization and Bayesian
machine learning are very active areas of research with many exciting open research
problems. Bayesian Monte Carlo simulations aim at providing a systematic, semi-
automated, explainable simulation framework. They augment the set of observations
and leverage SEM or SCM in order to move from traditional descriptive simulations to
predictive and even prescriptive simulations. Such research is still little explored in the
existing literature.
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ABC approximate Bayesian computation
BBVI black box variational inference
BLUE best linear unbiased estimators
CAVI coordinated ascent variational inference
ES entropy search
ELBO evidence lower bound
EM expectation maximization
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GP Gaussian process
IS importance sampling
KG knowledge gradient
KL Kullback-Leibler

Monte Carlo
MAP maximum a posterior estimation,
MCMC Markov chain Monte Carlo
MLE maximum likelihood estimation
MMSE minimum mean square estimation
PES predictive entropy search
RBM restricted Boltzmann machines
SMC sequential Monte Carlo
SVI stochastic variational inference
SCM structural causal model
SEM structural equation model
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Chapter 6

Numerical Simulation on Sand
Accumulation behind Artificial

Reefs and Enhancement of
Windblown Sand to Hinterland

Takuya Yokota, Takaaki Uda and Yasuhito Noshi

Abstract

Salients were formed in the lee of two artificial reefs (submerged breakwaters)
constructed on Kimigahama Beach in Chiba Prefecture, Japan, owing to the wave-
sheltering effect of the reefs, and then, a significant amount of fine sand was
transported inland from the salients by wind action. In this study, not only shoreline
changes after the installation of the two artificial reefs but also beach changes caused
by windblown sand were predicted using a model, in which the BG model (a model
for predicting three-dimensional beach changes due to waves based on Bagnold’s
concept) is combined with a cellular automaton method. Reproduction calculation
was carried out on the basis of field data. Beach changes after the artificial reefs were
removed were also predicted and the effect of beach nourishment was investigated. It
was concluded that landward sand transport by wind is accelerated when wave-
sheltering structures such as an artificial reef are constructed on a coast composed of
fine sand, and such an effect can be successfully predicted by using the present model.

Keywords: artificial reef, windblown sand, predictive model, BG model, cellular
automaton method, Kimigahama Beach

1. Introduction

On a coast subject to strong wind action, foreshore sand may be transported to the
hinterland, causing damage to the houses and coastal roads along the coastline. When
a detached breakwater or an artificial reef (submerged breakwater) is constructed as a
measure against beach erosion on such a coast, sand accumulates in the lee of the
structure owing to its wave-sheltering effect, forming a salient [1]. In Japan, detached
breakwaters have been widely used as a shore protection measure against beach
erosion. Moreover, artificial reefs have often been constructed as a measure instead of
detached breakwaters in recent years because they are submerged and thus do not
block the ocean view. An artificial reef has the similar wave-dissipating effect as a
detached breakwater; thus, sand deposition occurs in the lee of the constructed struc-
ture. For example, on Kimigahama Beach in Chiba Prefecture, Japan, salients were
formed after the construction of two artificial reefs owing to the wave-sheltering
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effect of the reefs. Then, a significant amount of fine sand was transported inland
from the foreshore by wind.

Thus, in this area, topographic changes due to the actions of waves and wind
simultaneously occur on coast after artificial reefs were constructed, and therefore,
the prediction of the beach changes is required to consider the effective measures to
maintain the shoreline and reduce windblown sand to the hinterland. In the previous
studies regarding the sand transport due to waves, a number of models predicting the
beach changes have been proposed [2-11]. Moreover, regarding windblown sand,
many studies have been carried out for more than half a century, and not only many
formulae of windblown sand transport but also models for predicting topographic
changes have been proposed [12-20]. However, there are few studies to predict
topographic changes while taking the combined effects of waves and wind into
account. Yokota et al. [21] developed a model for predicting these beach changes, in
which the BG model (a model for predicting 3-D beach changes due to waves based on
Bagnold's concept) [22-24] is combined with a cellular automaton method [20]. In
this study, this model was tried to apply to the prediction of beach changes on
Kimigahama Beach, which is of importance in practical coastal engineering.

In Yokota et al. [21], the BG model was employed, which is a model based on the
concept of the equilibrium slope and is derived by an energetics approach [25, 26],
and there are eight types [22]. Among them, Type 8 is a model taking the effects of
both wave action and nearshore currents into account ([22], Fujiwara et al. [27]).
However, In this study, the simplest model of Type 1 BG model was used, which uses
a simple sediment transport equation expressed by the wave energy flux at the break-
ing point, and does not calculate the nearshore currents field, so the calculation load is
small [22]. Beach changes caused by wave action in the lee of a detached breakwater
have already been successfully predicted when the Type 1 BG model is employed [22].

In general, when artificial reefs are installed near the shoreline, not only shoreward
current but also rip current generated by forced wave breaking on the reef can
strongly affect the deformation of the beach. In this case, it is necessary to include this
effect in the prediction [22, 27]. However, the artificial reef on Kimigahama Beach has
a large offshore distance of 300 m or more, so this effect is considered to be small, and
the effect of the artificial reef on the beach can be regarded as similar to that of the
detached breakwater. Based on this, in this study, the coefficient of wave height
transmission of the artificial reef is given and calculated as a breakwater.

The model of topographic changes due to windblown sand used by Yokota et al. [21]
is based on the cellular automaton method (Katsuki et al. [20]). This model has a
relatively small calculation load compared with the other models and can perform
calculations. Here, this model is used for predicting beach changes when artificial reefs
are constructed on a coast subject to both waves and wind on Kimigahama Beach.
Reproduction calculation was first carried out on the basis of the field data. Then, beach
changes were predicted after the artificial reefs were removed to avoid excess sand
accumulation behind the artificial reefs and erosion on nearby beaches. Moreover, the
effect of beach nourishment around the artificial reefs was investigated. It was con-
cluded that landward sand transport by wind is accelerated when wave-sheltering
structures such as an artificial reef are constructed on a coast composed of fine sand.

2. General conditions of study area

Beach deformation owing to the combined actions of waves and wind after the
construction of two artificial reefs on Kimigahama Beach was investigated. The study
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area is located near the east end of Honshu Island and faces the Pacific Ocean, as
shown in Figure 1, which is a pocket beach of 1070 m length bounded by a rocky
headland on the north end and Point Inubo on the south end. At present, two artificial
reefs of 50 m in width and 200 m in length with a crown height of 2.0 m below the
mean sea level (MSL) are constructed in the central part of the study area. A shallow
zone covered with exposed rocks extends in the vicinity of the rocky headland and
Point Inubo, whereas a sandy beach composed of fine and medium-size sand extends
along the shoreline with salients being formed in the lee of the artificial reefs.

The wind and wave conditions of this area are as follows. The wind conditions of
the area predicted by NEDO Neo Winds [28] are shown in Figure 2. The predominant
wind direction of the study area ranges between NE and NNE in winter and is SSW in
summer. In Figure 2, the direction of the mean shoreline at transect No. 3 located at
the central part of the pocket beach shown in Figure 1 is indicated by a dotted line.
Because there is no predominant wind direction at the central part of the pocket beach
between the rocky headland and Point Inubo, wind can be assumed to blow from the
direction normal to the shoreline.

We referred to the forecasting results offshore of Chiba Prefecture predicted by the
Japan Meteorological Agency [29] for the wave characteristics in this area. Figure 3
shows the probability of occurrence of waves in each direction: the predominant wave

(a) (b)
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Honshu Islard 0O

Study area

Japan

Pacific O
Tl Pacific Ocean

100 km

(c) _
16 May 2018

Pacific Ocean

Rocky headland

Artificial reef

ﬂ:‘(uwth) Artificial reef
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Figure 1.
Location of Kimigahama Beach at east end of Honshu Island in Japan, and alignment of transects of Nos.
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Figure 2.
Probability of occurrence of wind direction and mean shoveline orientation.

Figure 3.
Probability of occurvence of wave direction offshore of the study area.

direction is E. As for the wave conditions of this coast, an average significant wave
height is 1.9 m with a wave period of 8.6 s, and a tidal range is approximately 1.5 m.

3. Field observation at Kimigahama Beach
3.1 Method

First, the shoreline changes on Kimigahama Beach were investigated using the
aerial photographs taken in 1963 and 2018, as shown in Figure 4. The shoreline
changes before and after the construction of the artificial reef can be clarified using
these aerial photographs. The longitudinal profiles along transect Nos. 1-5 shown in
Figure 4 were measured using an RTK-GNSS on 9 July 2019. Of the survey lines,
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transect Nos. 2 and 4 were aligned across the salient formed after the construction of
the artificial reef, and transect Nos. 1, 3, and 5 were aligned on both sides of the
salient. Then, the beach topography along each transect was compared. The condi-
tions of the coast were also observed on 14 June 2022 and foreshore and backshore
materials were sampled along transect No. 4. Furthermore, beach topography around
the artificial reefs was investigated in detail using a bathymetric survey map prepared
in 2002 by the Chiba Prefectural Government.

3.2 Result

Kimigahama Beach had undergone significant beach changes caused by anthropo-
genic interventions in the past. In 1963, a natural sandy beach of 100 m width was
extended alongshore without any protective measures between the rocky headland
and Point Inubo, as shown in Figure 4. Then, a seawall was constructed near the
coastline without preserving a sufficiently wide sandy beach as a buffer zone and the
foreshore was excavated to raise the elevation of the flat land behind the seawall.

(b) 16 May 2018
Rocky headland

Pacific Ocean

Artificial reef

(north) e
o Artificial reef

Figure 4.
Aerial photographs taken in 1963 and 2018. (a) 26 May 1963 and (b) 16 May 2018.
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These interventions resulted in a reduction in the volume of the sandy beach, causing
beach erosion. As a measure against erosion caused by the artificial activity, two
artificial reefs (submerged breakwaters) with a length of 50 m and a crown height of 2

m below MSL were constructed offshore of the shoreline until 2012.

After the installation of these artificial reefs, the shoreline locally advanced to form a
salient behind these artificial reefs because of their wave-sheltering effect, whereas the
shoreline retreated on both sides, and wave overtopping the seawall became significant
at the site designated by an arrow in Figure 4b immediately south of the south artificial
reef. Numerous concrete blocks had to be placed to prevent waves from overtopping
the seawall. On the other hand, because of sand deposition behind the south artificial
reef, the amount of windblown sand on the widened beaches increased and sand was
not only deposited in front of the seawall but also transported up to the hinterland.

Figure 5 shows the longitudinal profiles along transect Nos. 1-5. Along transect
No. 1 at the north end, the shoreline is completely covered by a gently sloping seawall
with no foreshore left in front of the seawall (Figure 6). A walkway with an elevation
of 5.5 m above MSL has been constructed immediately landward of the crown of the
seawall, and a sand dune with a slope of 1/6.5 is formed landward of this walkway
(Figure 7). Transect No. 2 crosses the north artificial reef and the beach is wide
because of the deposition of sand caused by the wave-sheltering effect of the north
artificial reef. In this area, a walkway with an elevation of +5.5 m runs along the
shoreline, and a vegetation zone extends a 20 m wide on the seaward side of the
walkway and a foreshore with a slope of 1/7 exists near the shoreline. On the other
hand, on the landward side of the walkway, a low sand dune with an elevation of +6.0

m is formed (Figures 8 and 9).

Figure 5.

Longitudinal profiles along transect Nos. (a) Transect No. 1, (b) Transect No. 2, (c) Transect No. 3, (d) Transect
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14 June 2022 Transect No. 1
(near the shoreline)

Figure 6.
Transect No. 1 (near the shorveline).

14 June 2022 Transect No. 1
(hinterland)

Figure 7.
Transect No. 1 (hinterland).

Transect No. 3 crosses the south opening of the north artificial reef. At this site, a
gently sloping seawall has been constructed near the shoreline and no foreshore exists,
as shown in Figure 10. Moreover, a walkway with an elevation of +5.5 m has been
constructed, and landward of this, a flat land, which was artificially constructed by
reclamation using beach sand, extends. Transect No. 4 crosses the north end of the
south artificial reef and a walkway with an elevation of +6 m runs in the south-north
direction, and a wide foreshore is formed owing to the wave-sheltering effect of the
south artificial reef (Figure 11). There is a break in the slope at 2 m height in this
longitudinal profile, and the foreshore slope of 1/10 and the backshore slope of 1/5 are
separated by this break in the slope, which were formed by waves and windblown
sand, respectively. Windblown sand was transported from the shoreline up to the
walkway along this transect (Figure 12). Landward of this walkway, flat land with an
elevation of approximately +6 m is formed (Figure 13). The longitudinal profile with
the combination of a flat land of +6 m height and a steep slope to the shoreline cannot
be formed under the natural conditions, implying that this flat land landward of the
seawall was artificially formed.
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14 June 2022 Transect No. 2
(backshore)

Figure 8.
Transect No. 2 (backshore).

14 June 2022 Transect No. 2
(walkway)

Figure 9.
Transect No. 2 (walkway).

14 June 2022 Transect No. 3

Figure 10.
Transect No. 3.
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14 June 2022 Transect No. 4
(foreshore)

Figure 11.
Transect No. 4 (foreshore).

14 June 2022 Transect No. 4

Figure 12.
Transect No. 4.

14 June 2022 Transect No. 4

Figure 13.
Transect No. 4.
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Since the deposition of windblown sand in front of the seawall along transect No. 4
has occurred since 2012 after the construction of the artificial reefs, the rate of wind-
blown sand deposition can be estimated to be 2.5 m*/m/yr, because the change in the
cross-sectional area in the seaward area of the seawall is 18 m”. Transect No. 5 crosses
the seawall near the south end of the beach. As shown in Figure 14, the coastline is
protected by numerous concrete blocks from waves overtopping the seawall.

Figure 15 shows the bathymetry around the two artificial reefs measured in 2003.
These artificial reefs were constructed at a depth of approximately 4 m. The area
between the north artificial reef and the rocky headland is covered by exposed rocks,
as designated by complicated contour lines. The area between the south artificial reef
and Point Inubo is also covered with exposed rocks, similar to the north artificial reef.
In short, the areas between the rocky headland and 450 m south of it, and between
Point Inubo and 400 m north of it, as shown by dotted lines in Figure 15, are covered
by exposed rocks, and sandy beach only extends within the area of the alongshore
length of approximately 1.1 km including the artificial reefs.

6 June 2017

Figure 14.
Transect No. 5 (6 June 2017).

e

0,2 ;?\: Pacific Ocean
gonR Rock;g tpsadlancf 2 &% o :
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e é -
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Figure 15.
Bathymetry of Kimigahama Beach measuved in 2003 by Chiba Prefectural Government.
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Taking these conditions into account, it is clear that this beach has a closed system
of littoral drift, and sand transport occurred from outside the wave-shelter zone of the
artificial reefs to the inside because of the construction of artificial reefs on such a
coast. In the landward area of the south artificial reef, a wide flat seabed of 3 m depth
extends and a steep foreshore slope extends in the zone with a depth smaller than
approximately 1 m. The alongshore movement of sand in a narrow band in front of the
seawall was triggered by the construction of artificial reefs, resulting in the formation
of the present beach topography.

4. Model for predicting topographic changes

Topographic changes including the accumulation of sand in the shoreward zones
of the artificial reefs caused by waves and the landward transport of windblown sand
from the salients after the installation of the artificial reefs were predicted using a
model for predicting 3-D beach changes under combined actions of waves and wind
[21]. With this model, the beach changes caused by waves occurring in the depth zone
between the depth of closure (%.) and the berm height (4g) are predicted using the BG
model [22], whereas topographic changes caused by windblown sand in the area
landward of a berm top are predicted by a cellular automaton method.

The BG model is based on following concepts: (1) the contour line becomes
orthogonal to the wave direction at any point at the final stage, similarly, (2) the local
beach slope coincides with the equilibrium slope at any point, and (3) a restoring force
is generated in response to the deviation from the statically stable condition, and sand
transport occurs owing to this restoring force [22].

In the calculation of windblown sand by the cellular automaton method, the two
most important processes, saltation and avalanche, are taken into account [20]. Two-
dimensional meshes were taken on Cartesian coordinates (x, y), and the elevation at
the mesh point was set as z (x, y, t). The mesh size is assumed to be sufficiently larger
than the size of the sand particles. The saltation distance L was defined using Eq. (1)
on the basis of the observation results obtained by Andreotti et al. [30] and is the
simplest polynomial expression that can be used to evaluate the obtained results of the
sand flux on a sand dune including multiphase flow.

2
1040(2) (%)

by and b, are the coefficients to control sand transport flux, expressed by the product
of L, defined using Eq. (1) and the mass of moving sand. L is a reference distance (here,
we choose 1.0 m), and / is the reference height (here, the berm height).

Eq. (1) shows that the higher the elevation where sand particles are deposited, the
longer the distance that the sand particles are transported by wind, but L has a limit
and the sand flux after the maximum value is reached is regarded as a constant, and
the decreasing functional form is not employed. When there is an obstacle in the field,
saltation is assumed not to occur, because a vortex is formed behind an obstacle owing
to the separation of the flow [31]. Originally, the sand flux is given by the product of
the mass of moving sand and the saltation distance, and the sand flux can be expressed
by Eq. (1) when the wind velocity is constant, assuming that the mass of moving sand
is constant. When the wind velocity changes, the coefficient of Eq. (1) can be changed
depending on the wind velocity.

Ls=L oY)
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Figure 16.

Schematic view of condition for windblown sand to occur. (a) No windblown sand (B < w’). (b) Windblown

sand (0 < w < 10 m). (c¢) Windblown sand (10 m < w).

To combine the BG model and the cellular automaton method, the calculation
domains were separated at the location of the berm, assigning the landward region of the
berm as the domain of windblown sand. The rate of windblown sand is assumed to attain
equilibrium at a location distant from the starting point for the approach run in the
downwind direction. Here, the condition for the windblown sand to occur was defined,
as shown in Figure 16, depending on the backshore width, assuming that the minimum
approach run is 10 m [32]. No windblown sand is transported when the beach width B is
smaller than the foreshore width w’; the mass of moving sand (g) attributable to wind-
blown sand was given by the value multiplied by the coefficient 4 shown by Eq. (2) when
the backshore width w is smaller than 10 m. When w is greater than 10 m, 4 is unity.

<o) 1

5. Numerical simulation

5.1 Calculation conditions

Topographic changes around the artificial reefs built on Kimigahama Beach under
the combined actions of waves and wind were calculated using a model in which the
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Grain size of sand particle dsg (mm) 0.2
Equilibrium slope 1/10
Incident wave conditions Incident wave height (m) 1.0
Wave direction a (deg) 15.0
Water level above MSL (m) 0.0
Depth range of beach changes Depth of closure . (m) 5.0
Berm height g (m) 2.0
Coefficient of cross-shore and longshore sand transport K, = A/\/dSO = 0.2/\/0.2 =0.45 [33] 0.45
Depth distribution of longshore sand transport £(Z) = 1/(h, + hg) (m™") Uniform
Wind direction a, (deg) relative to Y-axis 0.0
Moving mass by wind (m3/m/yr) 25%x107°
Coefficients of Eq. (1) b, 10
b, 0.5
Critical slope of sand on land and seabed 12
Calculation domain Longshore distance x (m) 1000
Cross-shore distance y (m) 600
Mesh size Ax (m) 10
Ay (m) 10
Time intervals At (hr) 0.2
Total calculation steps 2.0 x 10°
Table 1.

Calculation conditions.

BG model was combined with a cellular automaton method for predicting the amount
of windblown sand. Table 1 shows the calculation conditions. The grain size of the
seabed material was set to be 0.2 mm from the grain size measured on the backshore
along transect No. 4. In the bathymetric chart in Figure 4, no topographic changes can
be seen offshore of the opening of the artificial reefs, so the depth of closure due to
waves was set to 5.0 m. The equilibrium slope was assumed to be 1/10 from the
foreshore slope along transect No. 4, as shown in Figure 5. The berm height was given
by the height of the break in the slope of 2 m. Since the predominant wave direction
is E, as shown in Figure 3, wave direction was set to be E. The coefficients b, and b,
and the mass of moving sand g were assumed to be by = 10, b, = 0.5, and g = 2.5 x 10" °
m>/m?/step on the basis of the rate of windblown sand of 2.5 m*/m/yr measured along
transect No. 4. In the numerical simulation, the topographic changes were predicted
in Cases 1 and 2 without/with windblown sand, respectively.

5.2 Results of numerical simulation

The initial topography for the calculation was assumed to have a foreshore slope of
1/10 and a 1/50 slope in the offshore zone deeper than 1 m. Then, waves were incident
in this assumed initial topography for a sufficiently long time (10 years) to obtain the
beach topography before the installation of the artificial reefs. By this calculation, we
carried out the matching of beach topography to the given wave conditions. Figure 17
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Figure 17.
Beach topography adjusted to the given wave conditions.

shows the result. Then, two artificial reefs and a seawall with a height of 6 m were
installed along the shoreline. Figure 18 is thus the obtained initial topography. Since
the seabed with a depth equal to or larger than 2 m is covered with exposed rocks,
solid bed was assumed in these areas.

Figure 19 shows the results of the calculation in Case 1, that is, under waves
without the wind effect, after the installation of the artificial reefs. The shoreline
advanced owing to the alongshore sand transport toward the lee of the two artificial
reefs with an increase in the beach width. Moreover, two salients with a berm height
of +2 m were formed behind the artificial reefs.

Then, the calculation in Case 2, that is, with the wind effect, was carried out, given
the same topography as that in Case 1. The beach topography and topographic changes
relative to the initial topography in Case 2 are shown in Figure 20. It is seen that the
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300
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Figure 18.
Initial topography.
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Figure 19.
Predicted topography only under wave action.

beach width increased behind the artificial reefs, and sand was transported by wind
from the foreshore to inland causing the deposition of sand in front of the seawall.
Furthermore, part of the windblown sand was transported into the hinterland over the
seawall.

Figure 21 shows for comparison of the beach profiles in Cases 1 and 2 along the
transect across X = 920 m, as shown by dotted lines in Figures 19 and 20. In Case 1,
only a flat, plane beach with an elevation of +2 m was formed. In Case 2, however,
sand was transported landward by wind, forming a steep slope of 1/7.5 in front of the
seawall up to the crown height of +6.0 m of the seawall, whereas the shoreline has
retreated because part of the beach sand was transported landward by wind. This
result well explains the formation of a 1/5 slope (Figures 5d and 9) from the shoreline
to the top of the seawall, which was observed in the field. It is concluded that
installing a wave-dissipating structure, such as an artificial reef, on a coast composed
of fine and medium-size sand induces the concentrated deposition of sand in the lee
of the structure and the decrease in sand volume and the shoreline recession in the
entire area.

5.3 Prediction of beach changes

In Case 3, topographic changes were predicted under the condition that beach
nourishment was carried out using sand of the same grain size as that at the present
coast at a location where the beach width decreased after the construction of the
artificial reefs. Figure 22a and b show the initial topography in Case 3 and the change
in beach elevation under the condition with/without beach nourishment using sand
with a volume of 17,000 m?> behind the openings of the two artificial reefs.

Figure 23a and b show the results of the prediction and the topographic changes
relative to the initial topography in Case 3. In this case, alongshore sand transport
continues to occur from the nearby beach to the lee of the artificial reefs, and the
salients also continued to develop in the lee of the artificial reefs. Therefore, part of
beach nourishment sand was transported over the seawall to the hinterland owing to
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Beach topography and topographic changes in Case 2 with wind action. (a) Predicted topography. (b)
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Figure 22.
Beach topography and topographic changes in Case 3 with beach nourishment. (a) Initial topography. (b) Change
in beach elevation relative to initial topography.

the wind effect. Because part of beach nourishment sand was transported away to
the hinterland, the effect of beach nourishment is minimal in increasing the beach
width.

In Case 4, the artificial reefs were removed to investigate their adverse effects
using the bathymetry shown in Figure 22a as the initial bathymetry. Figure 24a and b
show the results of the calculation in Case 4 when artificial reefs were removed, and
the change in topography relative to the initial topography. Owing to the removal of
artificial reefs, salients that formed in the lee of the artificial reefs disappeared, and
nourishment sand was transported to the entire pocket beach, resulting in the sand
deposition in the entire area except behind the artificial reefs. Furthermore, since the
sand deposition was no longer concentrated behind the artificial reefs owing to the
removal of artificial reefs, the amount of sand blown over the seawall to the hinterland
has greatly decreased.

95



Numerical Simulation — Advanced Techniques for Science and Engineering

(a) Predicted topography in Case 3
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Figure 23.
Predicted topography and topographic changes in Case 3 with beach nourishment. (a) Predicted topography in
Case 3. (b) Topographic changes in Case 3 relative to initial topography.

6. Discussion

In general, when a detached breakwater or submerged breakwater is constructed
on a coast composed of fine and medium-size sand, sand accumulates in the lee of the
structure owing to the wave-sheltering effect, forming a salient behind the structure.
Owing to this sand deposition effect, these structures have been widely used in Japan
as a measure against beach erosion. However, the beach formed by this accretive
effect of waves is also subject to wind action, resulting in a significant amount of
windblown sand. On a sandy beach widened in the lee of the structure, therefore, the
amount of sand blown to the hinterland is also increased, causing loss of foreshore
sand. Accordingly, on such a coast, even though beach nourishment is carried out,
nourishment sand is transported to the hinterland, devaluating the effect of beach
nourishment, and causing another sand maintenance problem. When considering

926



Numerical Simulation on Sand Accumulation behind Artificial Reefs and Enhancement...
DOI: http://dx.doi.org/10.5772/intechopen.107014

(a) Predicted topography in Case 4
Wave direction (15" ) Wind direction (0" )

l

Crossshore distance Y (m)

600 800 1000 1200 1400
Longshore distance X (m)

@ -

4 4 202 4 6 810

Z(m)
(b) Topographic changes in Case 4 relative to initial topography
700 Wave direction (15" )  Wind direction (0° )
600- \ )
Point

500+
400+
300+
200+
100+

Crossshore distance Y (m)

0 200 400 600 800 1000 1200 1400
Longshore distance X (m)

B .

H50 25 00 25 50
dZ (m)

Figure 24.
Calculation vesults in Case 4 after the removal of the artificial veefs. (a) Predicted topography in Case 4. (b)
Topographic changes in Case 4 relative to initial topography.

shore protection measures against beach erosion on a coast composed of fine and
medium-size sand, the effect of windblown sand must be taken into account. In such a
case, the present model can be useful for predicting future beach changes.

7. Conclusions

Beach changes after the construction of artificial reefs and the increase in the
amount of sand blown from the foreshore in the lee of the artificial reefs to inland
were investigated, taking Kimigahama Beach in Chiba Prefecture, Japan, as an exam-
ple. Then, a numerical simulation of these topographic changes was carried out using
the combination of the BG model for predicting beach changes caused by waves and a
cellular automaton method for predicting the windblown sand. In the field
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observation, it was found that salients were formed after the construction of two
artificial reefs and the amount of sand blown from the widened foreshore in the lee of
the artificial reefs increased. Not only was fine sand transported in front of the seawall
but also part of sand was further transported inland. The formation of salients in the
lee of the artificial reefs and the deposition of windblown sand in the hinterland as
observed in the field were numerically predicted well.

As an application of the prediction of beach changes, the effect of beach nourish-
ment at the opening of the artificial reefs was predicted using the same model. When
beach nourishment was carried out while maintaining the present condition of the
reefs as they are, sand was further transported inland by wind. Instead, if artificial
reefs were removed and then beach nourishment was carried out, nourishment sand
was distributed on the entire sandy beach, and loss of sand toward the hinterland
became minimal. From this, the construction of a facility with a wave dissipating
function such as a detached breakwater or an artificial reef in the nearshore zone on a
coast composed fine and medium-size sand must be carefully carried out. It is impor-
tant for a coastal engineer to sufficiently consider not only the effect of the movement
of sand due to waves but also the management of windblown sand when shore
protection facilities are constructed on a coast composed of fine and medium-size
sand.
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Chapter 7

Numerical Simulation of Land and
Sea Breeze (LSB) Circulation along
the Guinean Coast of West Africa

Amadou Coulibaly, Bayo ]. Omotosho, Mouhamadou B. Sylla,
Amoro Coulibaly and Abdoulaye Ballo

Abstract

This study uses observed and simulated data to analyze the dynamics LSB rotation
along the Guinean Coast of West Africa. A non-hydrostatic fully compressible
numerical model is used to simulate LSB circulation. To evaluate the model’s ability to
capture the LSB kinematics, the study used a modified model code with ERA-Interim
and CFS as forcing data. Comparison of observed and simulated LSB patterns shows
that the model reliably captures the LSB circulation in the region. The simulated
diurnal evolutions of hodographs and onshore/offshore winds also follow the obser-
vations. A dynamical analysis performed by extracting individual forcing terms from
the horizontal momentum equations at selected regions within the study area showed
that the direction of the wind rotation is a result of a complex interaction between
surface and synoptic pressure gradients, advection, and horizontal and vertical diffu-
sions forces. However, hourly analysis of the rotation term suggests that surface
gradient seems to dominate over oceanic region, while diffusion terms are more
important for land area. This may be attributed to the variation of surface roughness
due the landscape and urbanization. Therefore, this reveals the link between urbani-
zation and LSB circulation in coastal region of West Africa, where most important
cities are located.

Keywords: land and sea breeze, clockwise, anticlockwise, hodograph rotation,
numerical simulations, Guinean coast

1. Introduction

The theory of land and sea breezes (LSB) is based on the thermal contrasts
between the land and water. During the day, the land is warmer than the sea because
of heating from the sun. Hence, the warm air over the land rises and expands forming
cumulus clouds, while cooler air from the sea surface therefore flows inland to replace
the rising warm air. The resulting circulation can move several kilometers inland as
onshore wind circulation, called sea breeze. At night, the land cools faster than the
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nearby ocean and a shallow mesoscale pressure gradient develops, with a higher
surface pressure over the land. The resulting circulation is directed from the land to
the sea (offshore circulation) near the surface, called land breeze.

Generally, the land breeze (LB) circulation is weaker than the sea breeze (SB) in
both velocity and height of development because the heat source for the land breeze is
much weaker than the heat source for the sea breeze circulation [1]. LB fronts tend to
only affect a small area of the sea, in comparison with the much larger effect of SB.

In West Africa along the Guinea coast, LSB circulation occurs almost throughout
the year although in varying strength [2, 3]. During the day, the circulation is driven
by strong heating, while at night it is driven by cooling of the landmasses and resulting
pressure anomalies. In tropical West African region, Coulibaly et al. [4] showed the
winter frequency and the seasonality behaviors of LSB with both clockwise (anti-
cyclonic) and anticlockwise (cyclonic) hodograph rotations. Kusuda and Alpert [5]
and Haurwitz [6] evaluate the diurnal evolution of SB in the Northern Hemisphere
with an influence of the Coriolis force in the sense of rotation, while over Sardinia
(mid-latitude), the sense of rotation seems to be influenced by the combination of
surface and synoptic pressure gradients and Coriolis and advection forces [7].

LSB is more frequently and prominently observed in tropical regions than in
higher latitudes due to strong radiative heating, convection, and weak Coriolis force.
It is also influenced by the prevailing large-scale wind and topographic friction. When
LSB circulation prevails on land, changes in the temperature structure, humidity, and
roughness occur in the air adjacent to the coast and lead to formation of a thermal
internal boundary layer (TIBL) [8]. This effectively reduces the mixing height in the
coastal regions in the daytime. LSB circulation and TIBL are the two important phe-
nomena that influence the pollution plume direction and diffusion in coastal regions.
Many factors such as topography, synoptic flow, and latitude are shown to influence
the evolution and characteristics of the SB.

With the growing computational power and resulting improved modeling capabil-
ities, numerical simulations of LSB circulation have gained attention since the 1960s.
Much of the earlier numerical work was performed using two-dimensional hydro-
static models with coarse grid spacing (%10 km). While these contributed greatly to
our understanding of the mechanics and structure of the LSB circulation, they never-
theless remained highly idealized. Due to the large size of the model horizontal grid
(>1 km), it is difficult to differentiate between hydrostatic and non-hydrostatic sim-
ulations [9]. While non-hydrostatic effects may weaken the mature nature of LSB,
hydrostatic influence tends to overestimate LSB intensity [10]. Therefore, to ade-
quately simulate LSB circulation and its associated features such as planetary
boundary-layer (PBL) influence, it is decided to use three-dimensional models, even
though two-dimensional models may be adequate for many idealized simulations [7].

Many theoretical and numerical modeling studies have been reported on the over-
all dynamics of the LSB circulations [7, 11-16]. Also, there have been observational
and modeling studies of LSB characteristics over different regions [4, 7, 15-22].

However, the availability of non-hydrostatic numerical models with less than 1 km
resolution has highlighted the complex nature of LSB and its associated nonlinear
interactions on several scales [23]. Using numerical methods, Estoque [24] showed the
development of a zone of low-level convergence at the leading edge of LSB current as
it sets in over land, while Pielke [25] showed the effects of topographical friction on
LSB evolution using a 3D numerical model. Therefore, numerical simulations can be
considered as computational tools in minimizing the identified knowledge gaps by
[7, 15] and assessing the governing factors in LSB dynamics over complex terrain and
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coastlines. Consequently, this study aims to evaluate the dynamics of LSB circulation
over the Guinean Coast of West Africa using a fully compressible non-hydrostatic
numerical model for simulating.

Based on the study by Moisseeva and Steyn [7] who used WRF-ARW version 3.4,
this study will use WRF-ARW version 3.7.1 to examine the dynamics of LSB circula-
tion over the region. The physics and dynamics of WRF-ARW version 3.7.1 allow the
extraction of its dynamical factors related to atmospheric radiation, microphysics,
planetary boundary layer and surface layer physics, land surface physics, and cumulus
options of the model [16].

In winter period, Coulibaly et al. [4] showed both clockwise and anticlockwise
rotations of the wind in coastal West Africa identifying some LSB episodes. This has
been a good starting point for which the numerical modeling of the LSB circulation
and hodograph rotation in the region has been based (see Figure 1).
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Daily hodograph rotations of SB; a: January 1, 2011, b: May 12, 2011, ¢: August 30, 2011, d: December 13,
2011, e: December 16, 2014, and f: December 17, 2014. The numbers near dots indicate the hour of the day
(LST).
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2. Data and methods
2.1 Model description

In this study, numerical simulations of LSB dynamics were performed using
Weather Research and Forecasting (WRF) model following the method employed
by [7, 16]. While the model offers great operational forecasting capabilities, it is
limited in dynamical analysis because the basic dynamical equations are deeply
embedded in the solver remaining inaccessible to the model user. To overcome this
limitation, this study extracted the individual tendency terms from the momentum
equation of the model [16]. Details about the extraction processes are available in
my PhD thesis called Coulibaly (2016) published in Lambert Academic Publishing
(https://www .lap-publishing.com/extern/listprojects).

Using an observational study, Coulibaly et al. [4] identified some days with favorable
atmospheric conditions for the formation of LSB called LSB episodes across the Guinea
Coast of West Africa. The monthly occurrence of LSB showed a primary maximum
occurrence in December over the study region used to do the numerical simulation.

Based on the model configuration used in the studies by Moisseeva and Steyn [7]
and Coulibaly et al. [16], this study configures for all identified LSB episodes the entire
study domain. The model was forced using Climate Forecast System (WRF-CFS) and
ERA-Interim (WRF-ERA) reanalysis data with 15 km and 3 km as outer and inner
domain grid spaces, respectively. In order to avoid the effects of the sub-grid scale on
the dynamics of the LSB in WRF model, Steyn et al. [26] used grid sizes of 9 km and
3 km for outer and inner domains, respectively. However, as 9 km is within the grid
zone of convection-permitting/non-convection-permitting resolution, grid sizes
15 km and 3 km were used in this study (Figure 2).

A 3-year period (2013-2016) reanalysis data of Climate Forecast System Reanalysis
version 2 (CFSRv2) from the National Centers for Environmental Prediction (NCEP2)
and ERA-Interim were used to initialize the model. According to Wang et al. [27], the
reanalysis data are a global, high-resolution, coupled atmosphere-ocean-land surface-
sea ice system designed to provide the best estimate of the state of these coupled
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Figure 2.

Outer domain for real case simulations for both WRF-CFS and WRF-ERA.
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Stations  Longitude Latitude Distance from the closest sea Height above sea level
) ) (km) (m)
Oshodi 3.383E 6.50 N 16 32
Mowe 3.458E 6.81N 48 67
Cotonou 238E 6.35N 0.6 7
Table 1.

Coastal stations metadata.

domains. For the identified episodes of LSB, high-resolution pressure-level (0.5
degrees latitude/longitude) and surface and radiative flux (0.3 degree Gaussian grid)
6-hour forecasts were obtained for 0000, 0600, 1200, and 1800 UTC. More details
about ERA-Interim and CFSRv2 are available in the studies by Barrisford et al. [28]
and Saha [29], respectively.

Most of the LSB episodes identified by Coulibably et al. 4] occurred in the month
of highest monthly occurrence (December). Therefore, the simulations were
performed, based on the individual LSB episode in December, over 30 hours from
1800LST of the previous day to 0000LST of the following day, with a 6-hour spin-
up. As the study is primarily interested in daytime dynamics, the analysis was
performed starting 0900 LST, that is, 9 hours after the beginning of each simulation.
RK time-step At was set to 90 seconds, as recommended 6 x Ax (km) [30]. Since
WREF allows for output of instantaneous fields only, the history interval was set to
10 minutes. Wind and dynamical tendency fields were hence output six times each
hour and subsequently averaged to produce an estimate of hourly averages. Through
the analysis of various production runs, it was determined that 50 vertical eta-levels
provided sufficient vertical resolution within the boundary layer, and hence, this
configuration was adopted for all runs with the pressure top set up to 5000 Pa. In
order to reduce the number of figures, this study will only show the results of two
LSB episodes (December 16 and 17, 2014). The details of selected stations are shown
in Table 1.

2.2 Model evaluation

The evaluation of the model was performed using hourly data of two Automated
Weather Stations in Oshodi-Lagos and Mowe in Nigeria from 2014 to 2016 [3] and
1-year (2014) 6-hourly data from Cotonou. In this study, the model evaluation
processes used by Crosman and Horel [15] are also applied. Based on the findings of
Crosman and Horel [15], this study adds the diurnal wind rose analysis to highlight the
strength of LSB over the study region [16]. The study is located in the northern part of
the Gulf of Guinea; therefore, offshore winds are taken as northerlies (between 330°
and 30°), while onshore winds as southerlies (between 150° and 210°). This can
facilitate the plots of wind roses and their associated strength at each identified
location over a period of time (Figures 3-5). To plot the hodographs for both
observed and modeled data, the u and v wind components at 10 m are considered in
polar coordinates. In numerous studies, daily hodographs have been considered as
primary criteria to evaluate the model based on the variability of wind data. In order
to reduce the number of figures, this study will only show the results of two LSB days
(December 16 and 17, 2014) in Figures 3, 4 and 6-9.
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Figure 3.
Three-year period (2014-2016) hourly average wind roses at different locations.

Figures 3 and 4 shows that the West African Monsoon (WAM) prevails on LSB
over the region for both observed and simulated wind roses even though there are
night/early-morning weak offshore winds (LB) and enhanced daytime onshore winds
(SB) in Figure 3 Cotonou has only 6-hourly observational data.
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Figure 4.
Wind roses at Cotonou, Oshodi, and Mowe for December 16, 2014, as LSB day. The first row shows observation;
the second and thivd rows display wind roses from WREF-CFS and WRF-ERA, respectively.

Figure 4 shows that CFSRv2 well captured the observed patterns of
dominant WAM, night/early-morning weak LB, and enhanced daytime SB,
than Era-Interim. The strength of daytime SB depends mainly on the location
because it is enhanced for locations close to the sea (Oshodi) than those far away
(Mowe).

Figure 4 shows that both simulated and observed wind strength distributions seem
to be in good agreement (see Oshodi and Mowe) even though Cotonou has only
6-hourly observational data.

From observational data, the classification of wind strength is followed:
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Figure 5.

Wind frequency distribution at Cotonou, Oshodi, and Mowe for December 16, 2014. The first row displays the
observation, while the second and third rows are for WRF-CFS and WRF-ERA, respectively.

i. 56.5% were between 0.5 and 2.10 ms ™! in both Oshodi and Mowe;

ii. 26.1% were between 2.10 and 3.60 ms™ ' in Oshodi, while there are only 17.4%
in Mowe;

iii. more than 8% between 3.6 and 5.7 ms ™! in Mowe; and
iv. 17.4% were calmed in both Oshodi and Mowe.
From the simulated wind data, the following is obtained:

i. more than 58% between 0.5 and 2.10 ms™* in Oshodi and Mowe, while this
rate is less than 9% in Cotonou.

1

ii. more than 25% between 2.10 and 3.60 ms™ - in Cotonou and Mowe, which is

less than 16% in Oshodi;
iii. Era-Interim showed 4.2% of calm winds, and

iv. There are no calm winds for CFSRv?2.
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Wind hodographs on December 16, 2014. (a): Cotonou, (b): Oshodi, (c): Mowe. The first row represents
observation, while the second and third rows arve, respectively, for WRF-CFS and WRF-ERA.

While both WRF-CFS and WRF-ERA well captured the observed patterns of wind
strength distribution, all underestimated calm winds over this study region. There-
fore, the WRF model is suitable to evaluate diurnal wind rose behaviors.

Figures 6 and 7 shows that there is agreement between observed and simulated
hodographs for selected SB episodes indicating a daily clockwise rotation (see Oshodi
and Cotonou locations), even though there is a quite difference in Mowe location
where the sense of rotation turns into anticlockwise between 2:00 and 11:00 am on
December 16th (Figure 6) and between 9:00 am and 7:00 pm on December 17th,
2014, due to the fact that Mowe is far away from the sea (Figure 7). A clearly onshore-
offshore nature of SB circulation with indeterminate sense of rotation can be also seen.

Meanwhile, the existence of daytime clockwise rotation of the theoretical
hodographs over the study region, which is one of the important SB characteristics in
the northern hemisphere, due to the variation of Coriolis force [5], has been revealed.
While the clear diurnal clockwise rotation can be seen in the nearest locations to the
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m

sea, the slight anticlockwise rotation appears in the farthest locations. This is consis-

tent with the apparition of the enhanced daytime SB at the closest stations (Figure 3),
stippling that the sense of rotation of diurnal winds may be influenced by the distance

separating the location to the sea.

As Figures 6-9 shows the agreement in the patterns of daily evolution of observed
and simulated winds for closest locations. Again the farthest locations show a slight

early morning difference.

Hence, Figures 6-9 show that (for the observed and simulated wind fields):

i. WRF model suitably captured the rotation of LSB in the coastal areas of West

Africa.

ii. There is a relationship between the sense of rotation of the LSB and the
location distance from the sea.
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Figure 8.

Diurnal evolution of onshore/offshore wind at 10 m on December 16, 2014. Blue lines represent the observation,
green and ved, vespectively, for WRF-CFS and WRF-ERA.

2.3 Analysis of simulation
2.3.1 Horizontal wind rotation

Here, we follow the method of [15, 16] in representing the horizontal momentum
equations of WRF in its simplified vector form as follows:

avy, d Vpg OVaay Vi 6Vhdif aVvdif
R 1
ot ot + ot * ot + ot + ot @

where V), is total horizontal velocity vector V = (u,0) and subscripts pg., adv, cor,
hdif, and vdif corresponds to forcing due to pressure gradient, advection, Coriolis,
horizontal, and vertical diffusion. Taking the 850 mb (hPa) pressure level to be
representative of overlying synoptic weather conditions, the pressure gradient term
Ve can be further separated into synoptic (syn) and surface (surf) forcing by
assuming that:

Vign = Vg (850mb) 2

Therefore, the total wind may be represented as
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Diurnal evolution of onshore/offshore wind at 10 m on December 17, 2014. Blue lines represent the observation,
green and ved, respectively, for WRF-CFS and WRF-ERA.
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Vg = Veus + Vipn

So that, the other pressure gradient forcing can be regarded as near ground or
surface effects, expressed as follows:

V:mf = Vpg - Vsyn (3)

Now, to express the pressure gradient forcing in terms of all its different
components, the full WRF horizontal momentum equations, excluding the effects of
curvature and acoustic modes, can now be written as follows:

vy _ avsmf aV:yn Vg Voo aVhdif aVvdif

== Ta T a tata (4)

Neumann [31] showed that any changes in horizontal wind direction can be
expressed as:

da 1 oV,
E_Vik.(vhx at) ®)

Where:

* o represents the angle of wind vector relative to the horizontal axis,
e V), is the horizontal wind vector,

* k is a vertical unit vector.

Positive values of Eq. (5) represent anticlockwise rotation (ACR), while negative
values correspond to clockwise rotation (CR). Using the components of the total wind
vector in Eq. (4) to expand the cross product in Eq. (5), it is possible to determine the
terms significantly influencing the sense of rotation of LSB.

2.3.2 Hodograph rotation patterns

From Eq. (5), it is possible to create contour maps representing CR and ACR
regions for the simulated domain. From bottom to top, the module output has 49
pressure levels.

To take into account surface averages of hodograph rotation, the third model level
(~ 989 hPa) was used representing appropriate surface level (10 m above). To iden-
tify the possible invariant features of SB circulation, daytime hourly % values were
averaged between 0900 and 1700 LST to produceou%. Figure 10 represents the day-
time regional patterns of CR (0(?% < 0) and ACR (a(i%> 0) for both WRF-CFS and
WREF-ERA.

Figure 10 shows two different regions with positive rotation tendency (region 1,

over water) and negative rotation tendency (region 2, over land) for both WRF-CFS
and WRF-ERA. The choice of these regions was based on fact that they represent two
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Figure 10.
Patterns of hodograph rotation for the selected SB day, December 16, 2014. Total % values are averaged over

daytime (0900-1700 LST) showing the subregions 1 and 2 (ved circle and triangle) identified.
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different topographies, and one on water is dominated by ACR, while the one on land
dominated by CR. Therefore, it is obvious that the circulation of SB is influenced by
the topographies of the region.

2.3.3 Individual components of surface wind circulation

Using the components of the total wind vector in Eq. (4) to expand the cross
product in Eq. (5), Crosman and Horel [15] and Coulibaly et al. [16] showed that the
total rate of rotation can be written in terms of individual forcing as:

00t Ourf  OQgn  0Qugy | OQcor  O0ndif  Ougif
= 6
ot ot * ot * ot + ot + ot + ot ©)

2.3.3.1 Influence of the individual tendency terms

In order to investigate the influence of each component of Eq. (6) over each region
in Figure 10, hourly tendency values for the selected grid points were extracted.
These values were normalized by the Coriolis parameter to produce non-dimensional
values and also spatially averaged among the selected grid points for each hour.
Table 2 summarizes the daily evolution of the individual forcing terms for WRF-
ERA-Regionl, (red circle in Figure 10).

Table 2 contains the data showing daily occurrence of ACR reaching its maximum
around 1100LST before decreasing (Figure 11). This daily occurrence of ACR is
leading by both surface pressure gradient and advection in contrast to the synoptic
pressure gradient. The contrast between surface and synoptic pressure gradients
maybe due to the formation of LSB return flow near 850 hPa level [3]. Due to the
combined effects of topographies, pressure, and temperature, the nonzero values of
the pressure gradient are justified even though the region is over water. The Coriolis,
horizontal, and diffusion terms are rather insignificant in this region because the
region is, first of all, close to the equator where Coriolis force is generally weak and the

Time Oayoy Surface Synoptic  Advection  Coriolis Horizontal = Vertical
(hour) ot gradient  gradient diffusion diffusion
09 0.3832836 —2.482071 1.666516 0.1180504  0.1258831 0.429564 0.2070672
10 2557241  0.7772687  0.429424 0.3793316  0.566098  0.2907483  0.2197096
11 2.935411 1.85723  —0.6445861 1.042618 0.4937116 0.131484 0.235257
12 1.480419 1.073565 —0.4436242 1.007558 —0.1384531 0.2259261 0.2200678
13 1.112699  0.4998687 0.1314001  1.190483 —0.2559998 0.1615198 0.1972847
14 0.8657498  1.085379 —0.4206522 0.5209342 —0.1935283 0.1714763 0.1016577
15 0.2768821 0.3298867 0.1789315 —0.473791 —0.080399 0.2163928 —0.00345805
16 0.02195143 0.5319856 —0.4363321 —0.2797991 0.06992882 0.09765537 —0.1007054
17 0.1945854 0.5197564 —0.1871125 0.1424769 0.1199066 0.08179352 —0.1505437
Table 2.

Daytime evolution of rotation tendency terms by WRF-ERA Region_1.
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weakness of friction forces over water, which may minimize the effects of both
horizontal and diffusion terms (Figure 11).

Table 3 contains the data showing the daily occurrence of CR reaching its maxi-
mum at 1200 LST for WRF-ERA simulations. The sense of rotation is the results of
combined effects of horizontal and vertical diffusion terms reinforced by both
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Time Ot Surface Synoptic  Advection Coriolis Horizontal Vertical

(hour) ot gradient gradient diffusion  diffusion
09 —0.7839572 0.06672001 0.2442949 —0.1528706 0.8046611 0.1641116 —1.910874
10 —1222245 0.6371607  0.2133593  —1.073048 1.269202 —0.137919 —2.131

1 —2.819007 4254928  —1.710708  —2.025437 1250522 —3.025733 —1.562579
12 —5.095439  1.427554 —0.5770028 —1.813763 0.9864119 —3.143581 —1.975057
13 —2.78958  2.692701 —0.7969017 -0.6335011 1.312145  —2.87843  —2.485593
14 —4.572093  2.805323  —1.379125 —0.7210833 1.167803 —3.460328 —2.984682
15 —4.456161  2.866465 —1.481936 —0.3873717 0.7739218 —2.792548 —3.434692
16 —2.493698  3.756342 —1.390541 —0.4019374 0.8376386 —2.309347 —2.985853
17 —1.481868 239475  —0.9565901 —0.8265868 1.086807 —1.480353 —1.699895

Table 3.

Daytime evolution of rotation tendency terms by WRF-ERA over land Region_2.

advection and synoptic pressure gradients. Due to the dynamical features of the land,
the surface pressure gradient strongly acts in opposition to all above terms. This
opposition is reinforced by a relatively important Coriolis force, which is a notewor-
thy feature of the dynamics of this region (Figure 12).

Tables 4 and 5 contain the data of the two different regions (Region 1 with ACR
and Region 2 with CR) for WRF-CFS simulations. ACR in Region 1 results from
the combined actions of horizontal diffusion and surface pressure gradient
tendencies in contrast to the synoptic pressure gradient and vertical diffusion
terms. The actions of both Coriolis and advection terms are insignificant in this
region (Figure 12).

In Region 2, all of the vertical diffusion, advection, and pressure gradient
terms are acting to introduce CR in the afternoon in contrast to the synoptic
pressure acting to turn in ACR. The effects of both Coriolis and horizontal diffu-
sion terms are relatively insignificant up to mid-day as a result of the land location
where it was expected to have a frictional effect due to the spatial distribution of
land use, land cover, and topography, which may induce horizontal diffusion
effects [16].

The results further show the significantly influence of the tendency terms such as
surface and synoptic pressure gradients, horizontal and vertical diffusions, and
advection. Over water (Region 1 for all simulations), the total rotation tendency (%)

. . 9 . .
is following the shape of surface pressure tendency (“22), while other tendencies are

in opposite senses trying to remove themselves. This is consistent with the findings
from [16]. This suggests that the evolution of LSB rotation is largely dependent on the
topographic and coastal features of the domain, even though these regions are located
over water far away from the coast. Since LSB is a mesoscale phenomenon, its scale is
not restricted to the immediate coastal region. Hence, the analysis can be performed
away from the regions of sharp gradients in topography, roughness, and temperature
and still capture the dynamics of the phenomenon [15].

In contrast to the Region 1, Region 2 is showing different scenarios depending on
the simulations. While the total tendency term is following the shape of vertical
diffusion tendency for WRF-CFS, all tendency terms tend to cancel themselves out
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Figure 12.
Diurnal evolution of components of horizontal wind for WRF-CFS regions (1 and 2), on December 16, 2014.
Positive and negative values correspond to ACR and CR, respectively.

being generally in opposite senses for WRF-ERA, which demonstrates that WRF-CFS
can suitably simulate the dynamics of LSB circulation than WRF-ERA across the
coastal West Africa. Nonetheless, the significant influence of the variation of the
surface roughness due to the spatial distribution of land use, land cover, and topogra-
phy on the evolution of LSB circulation over the region [16] can be seen.
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Time Ot Surface Synoptic ~ Advection  Coriolis  Horizontal  Vertical

(hour) ot gradient gradient diffusion  diffusion

09 0.6366872  1.229313  —0.9747893 —0.1039042  0.438543 0.583059  —0.5355338
10 0.7928402 0.5815904 —0.2575232 0.04461657 0.4180464  0.5713866  —0.5652765
1 1.878465 2245744 —0.9682401 0.05855043 0.4775602  0.6014003 —0.5365493
12 1.606455 2.10231 —0.762126  0.1646468  0.2456327 0.4714136  —0.6154224
13 1.869271  2.732349  —1.224496  0.3645681  0.1375036 0.47354  —0.6141933
14 0.7143283  1.45007 —1.092533  0.5211268  0.1470429  0.3206365 —0.6320145
15 1.133428  0.7353157 —0.4317437  0.821609 0.214676 0.3336835 —0.5401126
16 1.366479 1.628749  0.03543856 1.095926  —0.1230026 —0.5891124 —0.681519
17 0.6067592 —0.2832675 1.060809 1.03419  —0.2068172 —0.3100053 —0.6881502

Table 4.

Daytime evolution of rotation tendency terms for WRF-CFS over ocean (Region_1).

3. Conclusion and discussions

This study examined the dynamics of LSB circulation across the Guinean coast of
West Africa. The earlier observational study shows the occurrence of LSB throughout
the year with seasonal variability in the region. While LSB circulation formed
everywhere along the Guinean coasts, the hodographs exhibited both theoretically
expected CR and “anomalous” Counter-Coriolis ACR. Due to the complex, nonlinear
nature of LSBs, numerical modeling presented the only possible method by which to
understand the underlying dynamics of this mesoscale phenomenon.

A numerical simulation was therefore performed, with ERA-Interim and CFS
as forcing data, using the adjusted WRF-ARW model code and subsequently
evaluated for accuracy using local observations. The diurnal evolutions of modeled
and observed onshore/offshore winds were found to be in good agreement. While
WRF model offers great operational forecasting capabilities, effectively no options
for dynamical analysis are available. The basic dynamical equations are embedded
deeply in the solver and remain inaccessible to the user. This presents a serious
limitation to those using WRF to investigate the dynamics driving the LSB
circulation, even though the model demonstrates excellent performance and
accuracy. In order to overcome this limitation, the model original code was adjusted to
allow for the extraction of the individual tendency terms of the horizontal momentum
equations [7, 16].

Generally, the terms found to have significant contribution to the total momentum
balance of LSB circulation over the domain included pressure gradient (subsequently
separated into surface and synoptic components), advection, and horizontal and
vertical diffusion. Since the region is close to the equator, Coriolis term generally did
not have significant effects on the LSB circulation. The rate of rotation of the total
horizontal momentum tendency was plotted for the entire domain. Two regions (for
CR and ACR) with one CR and ACR for each of CFS and ERA around the coastline
area were selected for term-by-term dynamical analysis. Following [7, 16], the
strength of rotation due to each component of the horizontal momentum equations
was determined for the selected regions. The direction of rotation was found to be a
result of a complex interaction between surface and synoptic pressure gradients,
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advection, and horizontal and vertical diffusions. However, higher variability as well
as unlikely individual term magnitudes suggests that the simulation requires further
improvements to be considered conclusive. For more investigations, an idealized
simulation should be carried out using a similar domain configuration as that of a
real case.

Consequent upon all the above numerical simulations, it can be concluded that:

i. Both observed and simulated hodograph rotations and wind fields for selected
LSB days showed good agreement. Therefore, it can be concluded that WRF
model is suitable to evaluate the dynamics of LSB rotations in different regions
with different topography features. Over ocean, the model performance was
quite good for both reanalysis data (CFS and ERA-Interim). But in land side,
for CFS re-analysis data, the rotation tendencies seemed to be affected by the
presence of steep topography and spatial distribution of land use, cover, which
is not clear for ERA-Interim, demonstrating again CFS is better reproducing the
LSB dynamics than ERA-Interim. The overall dynamics of the hodograph
rotation tendencies were well captured by WRF model.

ii. The real case simulations showed complex patterns of LSB rotations across
the Guinean Coast of West Africa. The regions over land showed more CR,
while regions over ocean seem to be significantly influenced by ACR. This can
likely be attributed to the variation of surface roughness due to the spatial
distribution of land use, land cover change, and topographies.

iil. The sense of rotation seems to be influenced by a complex interaction
between pressure gradients, diffusion, and advection terms over regions with
different topographies exhibiting different force balance for achieving their
sense of rotation. Globally, it is obvious that the balance is not always
dominated by the pressure gradient terms in contrast to some earlier studies.
The results show different rotation features depending to the locations; thus,
when diffusion tendencies are predominantly important over water side, land
side seems to be dominated by surface gradient tendencies.
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Chapter 8

Fluid Dynamics Simulation of an
NREL-S Series Wind Turbine Blade

Bhavat Ramanathan

Abstract

Wind turbine blades are known for their complex geometry and difficult-to-
predict characteristics. So, this chapter aims to look in depth at theory, design,
modeling, and simulation of a 1.2 MW wind turbine blade (35 m). Computational
fluid dynamics (CFD) will be used to simulate the blade. The design tip speed ratio
(TSR), the center point of the design, is optimally chosen as 7. The various parameters
like torque vs TSR, Cp, and Ct vs TSR will be found for varying pitch angles.
Simulations will be performed on the blade, and the results will be compared with
those obtained from blade element & momentum (BEM) theory. Along with this,
QBlade and XFoils results are compared with a much more accurate CFD simulation.
To conclude, the accuracy of various methods will be compared and evaluated.

Keywords: wind turbine, HAWT, CFD, fluent, BEM, NREL, renewable, mechanical

1. Introduction

Wind turbines have been around for more than a century now. Moreover, the idea
of harvesting energy from wind has existed for even longer. Charles F. Brush invented
the first automatic wind turbine for power generation in 1887. That does not mean
that the technology has stagnated or remained unchanged. Since then, many scientists
have improved the early designs, typically made out of wood and later aluminum.
These days, the materials used are as exotic as the design, involving manufacturing
processes, such as resin-transfer molding to create fiber-reinforced composites [1].
Even the designs themselves have changed radically. We have vertical axis wind
turbines (VAWT) and horizontal axis wind turbine (HAWT) [1, 2]. Both have pros
and cons, but for this chapter, HAWT will be the main focus owing to their relative
popularity, high efficiency, and simplicity. Figure 1 shows HAWT and VAWT for
comparison.

Renewable energy is projected to hit 31% of all energy generation by 2035 across
the world. Out of this, a quarter will be from wind power alone [3] with a high
projected growth rate. However, the wind turbine blade is one complex piece of
engineering that requires its own attention. It is a significant portion of the entire cost
of the machine. The blades are indeed immense and have subtle curves. The funda-
mental aim of this chapter will be to see how these curves affect the wind turbine
blade performance. The theory of the blades will be explained first, followed by design
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Figure 1.
HAWT and VAWT side by side (image from iStock/purchased for use).

in CAD. Then the blade performance will be estimated roughly using the blade
element and momentum (BEM) theory. Then, extensive simulations will be
performed in ANSYS Fluent to determine the exact characteristics. The same will be
verified and validated by our earlier estimates obtained by BEM theory.

The chapter has been designed concisely and easy to follow, so that it will be
comprehensible for newcomers yet contain essential data for the experts. It is divided
as follows: Firstly, we will look at BEM and perform the initial estimation of blade
characteristics. The exact “curves” of the blades will be determined using simple
equations solved in MATLAB. We will use NREL-S Series Airfoils (the “curves”),
namely, S815, S825, and S826 for root, primary & tip portions, respectively. The
geometry will require specific parameters of the airfoils. Here, QBlade and XFoils will
prove particularly handy for determining these parameters and assist in blade design.
This step will be followed by CFD logic and ANSYS Fluent working methods. Partic-
ular attention will be given to Navier-Stokes Equation in rotational domain and how it
differs from the common coordinate form. After this, the CAD modeling will be
touched on briefly as it is highly software dependent. After that, the Fluent simula-
tions will be performed, and the various performance parameters will be noted.
Finally, the results obtained will be compared with the estimates produced earlier.

2. Theory

The first requirement of any simulation is the initial estimation of quantities of
interest. This calculation will give an idea about the expected results and will act as a
prerequisite for the last step: verification and validation. Without this, the simulation
might produce some other results that need not always be correct.

2.1 One dimensional momentum

One-dimensional momentum theory is one of the oldest theories of wind turbines.
Much literature is dedicated to the same. It relates the velocities upstream, at the
turbine blades, and downstream with a mathematical induction factor “a.” The
induction factor is essential and has some implications for the wind turbine as a whole.
The exact derivation may be seen in [2, 4]. The formulae alone will be listed here.

Let the velocity of wind upstream be u; at the turbine be y; and downstream be v;
then:
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y=" ¢Y)

The maximum power that can be generated from the wind is:
Puina = O.Spu3A (2)

The maximum torque that can be extracted from the wind is:
Toind = 0.5pu’A ®3)

It is convenient to use a non-dimensional power coefficient (Cp) and torque
coefficient (Ct) as it is a ratio from 0 < C < 1. They are defined as:

Pout
C, = (4)

v Pwind

T,

C — out (S)

g Twind

“a” is the mathematical induction factor defined as:

Cp=4a(1- a)’ (6)
C.=4a(l—a) @

These are the two primary verification and validation formulae. Through Fluent
simulation, the velocity distribution and torque/power will be found separately.
Notice how the induction factor links them. One can use Eq. (6) to compute the
induction factor as a ballpark figure. Eq. (7) can then be used to provide theoretical Ct.
But Ct can be directly found through Eq. (5) using Fluent. By comparing these two
values, we can check for the correctness of our results.

The maximum power coefficient (percentage) that can be delivered by a wind
turbine is 59.3%, and the induction factor must be less than 0.5. Anything above that is
impossible or has no practical significance. This limit in power coefficient is known as
Betz Limit, and it arises because some energy needs to be present in the wind to move
past the turbine blades to prevent local wind accumulation. The same can be figured
out by finding the maximum value of Eq. (6). Verification and validation will be
performed in the end using these points. Large deviations can be expected as this
theory does not account for turbulence and is a significant approximation of the
underlying physics.

2.2 Blade element momentum

A wind turbine blade is known for its characteristic twist as one moves along the
body. This twist is the characteristic angle defined by $. An airfoil provides max lift
only for a particular angle of attack. That is easy in an airplane , exhibiting transla-
tional motion where one adjusts the pitch angle for maximum lift. However, a wind
turbine exhibits rotational motion. The fundamental problem is that any two points
on the circle’s radius never move at the same speed. Since the angle of attack is
computed keeping the net velocity wind vector as a reference, the angle with this
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must remain constant. If one looks at this velocity vector, it has a k component of
wind velocity (incoming wind) and an i component of the rotational velocity. The net
velocity vector is:

V velativetoblade = uwmdk + rwi (8)

One can see that as we move across the blade, the net velocity vector will change
and is, in fact, a function of radii. The only way to make a constant angle with this
vector at all points is to compensate with a twist angle of our own. Hence, the
characteristic curve.

BEM theory will help us with the exact mathematical formulae to compute this
twist angle and hence, will be the starting point of our design. For exact derivation,
please refer to [1-3, 5-7].

The local-speed ratio for arbitrary radii r and with incoming wind velocity u from
the center is defined as:

/17 = (9)

Note the local speed ratio changes as one moves along the blade. The angle made
by the horizontal and the net velocity vector (as defined earlier) is:

2,1
= tan 1= 10
¢=3an"S (10)

Here, the angles can be written as below for zero pitch. Also, o was assumed
to be equal to 5.25 degrees. Please refer to Figure 2 for visualizing the exact
angles.

a=¢—p (11)
The chord length of the airfoil is given by:

8nr
=36 (1— cos¢) (12)
where B is the number of blades (3 in our case), Cl is the lift coefficient, and r is the
radii from the center. However, one can notice that except for Cl, the net blade length
and the rotational speed w, everything else is defined and can easily be computed.
Many approaches, such as calculating axial and tangential induction factors have been

tncoming Wind (U}

Figure 2.
Airfoil angles (image referved from [1]).
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developed [3, 5]. This method suffers from the limitation that the airfoil data must be
present, and the airfoil must be uniform. Neither is applicable in our case, as NREL
has not released airfoil data separately, and the root, primary, and tip are composed of
totally different airfoils. The net blade length can be determined from previous
designs for a chosen power level. Furthermore, 35 meters from the hub center to the
tip was assumed to be sufficient. NREL has mentioned the maximum obtainable lift
coefficient for each of the three airfoils. These values were averaged, and a slightly
lower figure of 1.3 was chosen for Cl, and Cd was chosen as 0.1. Finally, the wind
turbine was designed for an optimal TSR of 7. The TSR and blade length give an
omega of 2.42 rad/sec.

The chord length and twist angle give us everything to design our blade in CAD. As
a cross verification, XFoils and QBlade will be used to generate performance curves.
Tables 1 and 2 give the variation of twist angle and chord length as one moves across
the blade.

QBlade will take the various airfoil parameters and generate curves, such as
Cl vs TSR, Cd vs TSR, and CI/Cd vs TSR. These are the three curves of
interest. Our earlier value of Cl can be cross-checked with this software-generated
graph. It is worth noting that QBlade does assume varying airfoils across the
blade. The blade itself is designed through a selection tab for different airfoils.
After this, the simulation is performed using highly simplified models for
turbulence and airfoils. Later, CFD simulations will verify and produce highly
accurate results.

3. QBlade and XFoils simulation

QBlade and XFoils are open-source software for the prediction of wind turbine
performance. The models generated and performance curves have been shown in the
figures below:

We get a maximum power coefficient close to the Betz limit (59.2%, approxi-
mately) at the expected TSR of 7. The power coefficient that was obtained verifies our

Distance from center Twist angle®
4 29

8 16

12 9

16 6

20 5

24 3

28 2

30 0.025

35 0

“ Approximate values.

Table 1.
Twist angle vs distance from center.
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Distance from center Chord length®
4 4.4

8 3.4

12 2.6

16 2

20 18

24 1.4

28 1.2

30 11

35 1

“Approximate values.

Table 2.
Chord length vs distance from center.

§815 §825 5826

Figure 3.
Airfoil shapes superimposed on one another.

design to some extent. Figure 3 shows the plot of various airfoil curves used for this
chapter. Figure 4 shows the QBlade simulation results.

4. Computational fluid dynamics and fluent

The fluid equations can be solved either in differential form or integral form. The
differential form is obtained by applying conservation laws to a fluid particle in an
Eulerian frame of reference. The integral form is obtained by applying conservation
laws to a control volume.

The following are the differential form of fluid equations:

ou ov
ou\ _ dp 2
p(ua——i-v@)— ax—i-,uVu
ov ov
p(ua—f—v@):—%—&—yvzv (13)

There is also the integral form of fluid equations, as listed below:
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Figure 4.
QBlade simulation graphs.

J (v.n)dS =0

S

J p(v.ﬁ)VdS = —J pAdS + Foie (14)
s S

The integral form of fluid equations is mainly preferred since conservation is
always valid for any control volume or mesh “chunk.” Conservation does not apply to
each element in the differential form; hence, in industry, the integral form is pre-
ferred. Our software for CFD simulation is ANSYS Fluent, which uses the integral
form for solving the problem. Both these equations of integral form are valid for any
region or arbitrary shape of a control volume. However, Fluent will produce numeric
solutions satisfying these equations for only a particular shape of control volume
defined during the meshing step. Meshing breaks the 3D geometry into smaller
“chunks” processed as individual control volumes.

The solution methodology introduces errors when solving these equations in
Fluent. Two types of errors are introduced, namely, discretization and linearization
errors. Discretization error occurs because we assume the value at the interface of
adjoining cells is nothing but the average of each of those cell center values. Figure 5
shows the control volumes and cell centers for a typical uniform meshing. Uniform
rectangular chunks will not be the case for complex geometry, as the geometry will be
broken into tetrahedrons. The averaging algorithm is also more exotic and will not be
covered here.

However, on solving these equations, we end up with a set of nonlinear
algebraic equations. These can be solved only by Newton-Raphson (NR) method
by assuming a guess value for each cell center. NR will continually iterate until the
error falls below a particular threshold. NR method leads to another source of error
known as linearization error. The ultimate aim is to reduce both errors as much as
possible.
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Figure 5.
Discretization L

The mesh geometry plays an important role here. More “chunks” leads to less
discretization error but more linearization error and vice versa. Hence, in Fluent, it is
essential to hit the sweet spot for all geometry. Here, we conclude the inner working
of Fluent for the translational or inertial frame of reference. In the next section, the
Navier-Stokes equation will be modified for the rotational frame of reference.

5. Navier-Stokes in rotational domain

Navier-Stokes/fluid equation(s) are well known by most in the translational
domain. However, as described earlier, a wind turbine exhibits rotational motion, and
the fluid equations take a different form. At the outset, it is evident that extra forces
will act on the fluid particle due to the rotational motion when viewed from the
inertial frame of reference. These forces will have to be accounted for in the integral
form of fluid equations as used by Fluent.

A vector is assumed to rotate with a radial velocity Q [8]. From the perspective of
the vector, the vector itself is static. However, from the inertial frame of reference, the
vector is rotating. For a small time-period “t”, the angle subtended by the new vector
position with the old vector is:

0 = QAt (15)

The magnitude of change in the new vector from the old vector (position-wise)
forms a sector of a circle [8]. This gives a net length of:

Aidpey — Algy = rQAL (16)

Notice that the triangle formed by these three vectors is a right-angle triangle for a
small change in vector in a short period “t.” The (change in vector)/(new vector) = sin (¢)
Hence, we can write the net vector change with magnitude and direction as the
following [8]. Note that the change vector is perpendicular to both the old vector as

well as the rotational axis
Qxi

—

1Q x 1|

A7 = |i] sin (¢) QAL (17)

By definition of cross product:
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1Q x i| = |i|Qsin (¢) (18)
Therefore, substituting this in the previous equation

%2 —Qxi (19)

This was for a stationary vector. One can extend the analogy to a vector rotating in
a rotating frame of reference. As imaginable, the sum of the rate of change of indi-
vidual vector rotation and the frame rotation will be the rate of change of net rotation
[8, 9]. However, the rate of change in frame rotation has been defined earlier. Hence,
we obtain Chasle’s theorem [9].

dA  dA;, —

where (%) term is the vector rotation as seen by the observer in the rotating frame
of reference [9].

For Navier-Stokes, the fluid velocity “u” is rotating and is viewed from a stationary
frame of reference. Hence, by applying Chasle’s theorem on the fluid velocity “u.”

dﬁinem’al dﬁinem’al =

= inertial = [ SFinertial + QX Ui 21

( dt ‘ ‘ dt ‘ inertial ( )
inertial rotational

Re-substituting Chasle’s theorem twice in this equation, we obtain the final equa-
tion and assume constant velocity flow:

du . = L, = P
<W> :29><u+£2><{£2><x] (22)
rotational

It is interesting to note that the following is known as Coriolis acceleration.

20 x U (23)

The following is the centrifugal acceleration. These two equations put together
define the Navier-Stokes in the rotational domain.

Q x [E) X ﬂ (24)

The exact equation that will be solved in Fluent for our wind turbine is as follows.
One can note the similarities between the earlier two equations and this:

a —
EPJF Vpv,=0
V.(pﬂyﬁr) —l—p(Z?) X v, + QxQx 7) =—-Vp+ Vg, (25)

The next section will be brief and devoted to CAD modeling of blade.
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6. CAD model of blade

The CAD model of the blade can be made using any 3D CAD software. ANSYS
Fluent supports many types of 3D file formats and can import a solid-works project
directly. ANSYS also has an inbuilt geometry design software named space-claim, and an
old one named design-modeller. The actual CAD design steps are out of the scope of this
chapter. Fusion360 was used to design the blade model, and the same was imported as a
(.stp) STEP file into ANSYS. Figure 6 shows the blade geometry as a sketch and a body.

It is crucial to note that we are NOT modeling the blade, but rather the fluid
surrounding it. Imagine a cylinder (rather a sector of a 3D cylinder spanning 120
degrees) where the blade is left hollow. The actual geometry is the air surrounding the
blade, not the blade itself. It is the subtraction of the blade from the cylinder geome-
try. It is understandable that as air cannot penetrate the blade, that region is left
hollow. One may refer to the following figures for the blade design.

One can see the blade’s outline in the 3D sector (120 degrees) of a cylinder in
Figure 7. The subtracted geometry will be used for simulation and imported into

The Sketch The Body

The different sketch sections are actual airfoil patterns (5815,5825,5826) which have been
rotated to the appropriate twist angles as calculated

They are later ‘Lofted’ for final blade geometry, note we are NOT using this body

Figure 6.
CAD model of blade.

Figure 7.
CAD model for simulation.
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ANSYS. The following section will discuss the simulation setup, the mathematical
model used, Fluent, boundary conditions, and solution iterations.

7. ANSYS fluent setup: a quick glance

This section will examine how the simulation was run in ANSYS. The various sub-
sections will look at different steps in the execution order. Fluent will need a lot of
data and setup before running the simulation and getting results. Before running the
simulation, all properties, boundary conditions, and a few other parameters must be
defined. One can note that there is symmetry in a wind turbine blade. It repeats every
120 degrees, normal to the rotational axis. We can save much time by simulating only
this 120-degree portion and then repeating the graphical “Instances” every 120
degrees. This will be seen in the final results subsection.

Any ANSYS Fluent project will go through the same five steps:

* Geometry Import: Here you import the geometry (Figure 8).

* Meshing: Geometry is broken into smaller “chunks” for use as control volume by
Fluent (Figure 9).

* Fluent Setup: Setup all the necessary stuff like mathematical models, boundary
conditions, interfaces, and other parameters (Figure 10).

* Solution Iteration: Model is solved till the solution converges and the error falls
below the desired margin.

* Results: View your results interactively and graphically (Figure 11).

Figure 8.
Geometry import.

Figure 9.
Meshing of the geometry.
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Results in CFD-Post. Notice the 3-bladed turbine generated from a 1/3vd portion.

7.1 Geometry import and meshing
7.1.1 Fluent setup

The step described in this section is the major one, where one defines the mathe-
matical model to be solved, the accompanying boundary conditions, and the interface
setup.

7.1.2 Mathematical model

The primary model to be set up is the turbulence model. SST k-omega was used
for this chapter. There are multiple turbulence models in Fluent, each with pros and
cons. The next step is to choose the fluid properties (air was selected). Then one needs
to set the cell-zone conditions. Here, the rotational frame of reference must be set. The
speed of rotation of the frame is the speed of blade rotation. For multiple simulations,
this will take on multiple values. For TSR of 7, it is 2.42 rad/sec.
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7.1.3 Boundary conditions

Here, we set the boundary values; the inlet wind velocity is set as 12 m/sec along
the z-axis. The fluid was selected to be air. The outlet was set to have a constant
atmospheric pressure of 1 atm. Fluent uses the gauge pressure system, where the
values are computed at the center-point of 1 atm. This system improves the floating
point accuracy. Period 1 and period 2 were set as interfaces. The blade itself was set as
a wall with no-slip condition.

7.1.4 Need for interfaces

Since we have used a 1/3rd geometry setup, we need to declare the adjoining faces
as interfaces. This setup will cause Fluent to assume that the geometry repeats. The
settings include the periodic angle setup, which will be set at 120 degrees.

7.2 Results

This is the final step post solution iterations. When the errors have fallen below the
tolerance value, the simulation is stopped. Finally, the results can be seen in CFD-Post.

8. Results: CFD-Post
8.1 Velocity streamlines

Here, the velocity streamlines for various pitch angles (0,3,5, and 10 degrees) and
TSR (5,6,7,8, and 9) are presented. Streamlines track the path of the wind as it flows
across the blades. The least obtained velocity was 7.27 m/sec. This velocity (7.27 m/sec)
is essential as it directly affects how much energy is extracted from the wind [10]
shows some velocity streamlines for non-separated flow, as the turbine is optimized.
Our results indicate non-separated flow at optimal TSR. Figure 12 shows the velocity
streamlines for various turbine blade configurations. The five rows of the image are the
TSR 5, 6,7, 8, and 9, and the four columns are pitch angles of 0, 3, 5, and 10 degrees.
Every image at location {TSR, Pitch} corresponds to that particular input condition.

8.2 Pressure contours at root of the blade: CFD-Post

The pressure contours are directly responsible for torque generation by the blade.
Typically, the bottom portion should have high pressure, followed by the top side,
which has low pressure. This net pressure difference creates lift at an angle. A portion
of this lift will assist in blade rotation. One can note that as the pitch angle is high and
TSR is increased, the low and high-pressure regions shift, and the blade will stop
generating torque, or if pitching is increased further, it will generate reverse torque.
This unique feature can make the blade stop rotating in stormy or very high TSR
conditions by moving the blade to this appropriate zero torque angle. One can also
note that the blade produces maximum torque when the angle of attack is close to 5
degrees, which depends on TSR and pitch angle. The two contours shown here are for
the root (S815), Figure 13 and tip (S826), and Figure 14 of the blade. The five rows of
the image are the TSR 5, 6, 7, 8, and 9, and the four columns are pitch angles of 0, 3, 5,
and 10 degrees. Every image at location {TSR, Pitch} corresponds to that particular
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ansys |
|

Figure 12.
Velocity streamlines for varying pitch and TSR.

input condition [10] shows pressure contours where the wake (region of low pres-
sure) is visible at the tail end of the airfoil. However, the blade as a whole is not
simulated, and this produces slightly differing pressure contours in our case but is still
consistent with our results.

9. Results: Torque & Cp

In this section, the numerical results of the generated torque and power coefficient
will be presented here. As per our earlier section on one-dimensional momentum
theory, the power present in the wind for a wind speed of 12 m/sec and a blade length
of 31 m (from root to tip alone, the root to hub center is 4 m) is:

Pina = 0.5%1.225%123* 7 % 31> = 3193764.336 W (26)

The results are presented in Table 3. The following can be noted from the tabular
results:

* The maximum obtained power coefficient is 0.421 for 0-degree pitch and
9 TSR. This value is slightly higher than the one obtained for the pitch of
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Figure 13.

Pressure contours of blade root (S815) for varying pitch and TSR.
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5 degrees, TSR 7, which is our optimal angle of attack (approximately 5.25). The
twist angle was computed, and 5.25 degrees was subtracted to give the twist for a
0-degree pitch [11, 12] provides a maximum computed Cp for a2 MW blade as
0.4436 (not through CFD). Although with minor deviations, our values are still
very close.

The 5-degree pitch gives the most consistent high Cp (< 0.3) for varying TSR.
This result is in line with our calculation.

One hits near zero torque for 10-degree pitch and TSR 8. The correct angle to stop
the blade will be around 10 degrees for higher TSR (not simulated).

The 15-degree pitch gives positive torque only for extremely low TSR of < 5.

Pitching is a way to control torque generation and plays a significant role in large
turbines, unlike small turbines. It is an effective means to control the system as a
whole. Graphs in ref. [7] clearly show an increase followed by a decrease in Cp as
the pitch angle is linearly increased.
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ANSYS

Figure 14.
Pressure contours of blade tip (S826) for varying pitch and TSR.

10. Verification & validation

One can compare the Cp obtained with that predicted by the one-dimensional
momentum theory. The induction factor for a Cp (maximum) of 0.421 is 0.121869

Cp = 4a(1—a)’ = 0.3759 27)
Substituting the induction factor below,
C; =4a(1—a) = 0.428068 (28)

The actual torque coefficient was calculated assuming the net blade length of 35 m
to account for tip/hub losses. The computed value below is indeed very close, verify-
ing our solution.

Tou 165373

C = =
"7 0.5pu2A 3392613

= 0.487450234 (29)
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Pitch TSR Q Torque® Net power Cp

0 5 171 136537 700434.81 0.219313242
0 6 2.06 164431 1016183.58 0.318177384
0 7 2.42 168523 1223476.98 0.383083049
0 8 2.74 157794 1297066.68 0.40612473
0 9 3.09 145060 1344706.2 0.421041147
3 5 171 170936 876901.68 0.274566808
3 6 2.06 188062 1162223.16 0.363903857
3 7 2.42 175964 1277498.64 0.399997779
3 8 2.74 160838 1322088.36 0.413959272
3 9 3.09 136504 1265392.08 0.396207092
5 5 171 136537 700434.81 0.219313242
5 6 2.06 187062 1156043.16 0.361968836
5 7 2.42 165373 1200607.98 0.375922533
5 8 2.74 143951 1183277.22 0.370496097
5 9 3.09 110525 1024566.75 0.320802239
10 5 171 158776 814520.88 0.255034747
10 6 2.06 120066 742007.88 0.232330192
10 7 2.42 52646 382209.96 0.119673814
10 8 2.74 3828 31466.16 0.009852374
15 5 171 69318 355601.34 0.111342386

“1/3rd of total torque generated as the simulation was performed for a single blade.

Table 3.
Pitch, TSR vs Torque (in N-m), Net Power (in W), and Cp.

Now, let us finally compare our solution with QBlade and XFoils. Below is the Cp
vs TSR Curve (Figure 15). We can see some deviation from the QBlade data and CFD.
This deviation is probably due to extra turbulence caused by the rotor hub, which was
accounted for in CFD but was left empty in QBlade. The energy dissipation and
turbulence cause a lower figure to appear in CFD.

11. Conclusion

The chapter looked in-depth at the theory behind wind turbines, including solving
equations and the various theories describing wind turbines in general. QBlade and
XFoils were used to get a basic idea about the performance curves. Navier—Stokes
equation was derived in rotational form, and the equations to solve for wind turbines
by Fluent were listed. A brief look at the CAD design of the blade was given. Then,
the complete procedure to perform an ANSYS simulation was explained, including
Fluent Setup. Then, the results were presented graphically and numerically, and
inferences were drawn. Finally, verification and validation were performed, verifying
the simulation’s correctness.
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Figure 15.
Cp vs TSR for QBlade and CFD.

The main aim of the chapter was to provide the exact methodology to go from a
theory in paper to results in Fluent. Every aspect of wind turbine design was covered
in this chapter. The correctness of various theories and even QBlade & XFoils was
compared to Fluent. Multiple simulations were performed in Fluent, with each 30
min simulation yielding a single row of tabular results. Finally, pitching inference was
drawn for huge blades. Results were reported in a graphical and user-friendly manner
without going into raw data. Verification and Validation, the most tricky and essential
step, was successful for the simulation, and the errors were within bounds.
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TSR Tip Speed Ratio
HAWT Horizontal Axis Wind Turbine
VAWT Vertical Axis Wind Turbine

CFD Computational Fluid Dynamics
Cp Power Coefficient

Ct Torque Coefficient

a Axial Induction Factor
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Chapter 9

Methods of the Perturbation
Theory for Fundamental Solutions
to the Generalization of the
Fractional Laplaciane

Mykola Ivanovich Yaremenko

Abstract

We study the regularity properties of the solutions to the fractional Laplacian
equation with perturbations. The Harnack inequality of a weak solution u € W” (R') to

the fractional Laplacian problem is established, and the oscillation of the solution to
the fractional Laplacian is estimated. We show that let 1<p < oo and s € (0, 1), and let

u € WP be a weak solution to Lu = 0 in Q, with the condition# =f in RZ\Q,
where function f belongs to the Sobolev space W” (R'). Then, the function u € W7 is
locally Holder continuous and oscillation of the function satisfies the estimation

s +C51%<|max{u, oyt ﬁ> holds for

—xo]

1
» =t
osc u<C&1/(|lulf Y
Blxo,r) (4500, R\B(x0,p)

5€(0, 1) and for allr, p such that 0 <7 <p. Also, let u € W? (R') be a weak solution to
the boundary problem for the fractional Laplacian ((fA); —-b- V)u =0 in Q, and

on the boundary u =f in R'\Q, where 1<p <ooandse (0, 1), and let # be non-
negative in a ball function with the center x¢ with the radius p, then the following

P 1
estimation sup #<C inf u+ C(E)p71<|max{—u, ] >IH holds for
B(xo,7) B(xo,7) ’ |-=ol R\B(x0,p)

7, p such that 0 <r <p.

Keywords: Holder continuous, partial differential equation, perturbation method,
analysis, calculus, mathematics, function, functional analysis, Harnack inequality,
Sobolev space, singular integrals, differentiability class, semigroup, interpolation
theorem, fractional Laplacian, partial differential equation, Holder inequality, Laplace
operator, general solution, regularity, nonlocal model

1. Introduction

The fractional Laplacian is an integrodifferential operator, which can be defined by
a formula
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LM(X) = Cl,s<u|5;x)—_'l1;t_(2;)>) (1)

4 I(s+h) . : :
where ¢;; = (++3) is a constant dependent on the dimension of the space [ > 2.
r

w2 [N(=9)
[1-3].
Let © be a bounded domain, we consider the integrodifferential problem

Lu=0 in Q,
(2)
u=f in R\Q,

where function f belongs to a certain functional class, for instance, to the Sobolev
space W7 (R!).
Similarly, we can consider the problem
(—AYu=0 in Q,

u=f in R\Q, 3

where the (—A)? sits for the fractional p-Laplace operator. The weak solutions to
these problems coincide with the class of the minimizers to the functionals

u o (1) —uO)F
e << o=y >> Y

which is defined over suitable Sobolev space.
Let us assume # € W7 (R') is a positive weak solution to (3) then inequality

supgu(t —7,-) <C inf gu(t, ) 5)

holds for any compact set K C Q and a positive constant C depends only on
K, ¢ 5, p.

The fractional Laplace operator is intrinsically connected with the fractional
Sobolev spaces W7 (R') or, more specifically, W” (Rl ) can be defined by using the
fundamental solution of the fractional Laplace operator. So, for any s € (0,1) and any
p €1, o0),the set W? of all functions  such that

wr = {u el’(R) : 7|”|(x) _;fg” eLl?(R x Rl)} (6)
x —ylr

is called the fractional Sobolev space, which can be equipped with its natural norm

il ) = <<|uv’> " <<%>>> %

Employing the perturbation theory, we can consider the fractional Laplace
operator (—A)? with the perturbation b, in the form
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A= (=AY +b-V, (8)

where b(x) = c|x| *x. Since the vector b at x = 0 and at x = oo indicates a stronger
singular attitude than permitted by the definition of the Kato classes, this vector does
not belong to any Kato class, and the standard upper estimation of its heat kernel
e "M (x,y) via the heat kernel of the correspondent Laplacian operator is not valid in
this case. However, the weighted estimations are still holding.

The integral inequality

<|V“|p> < const (L, p) (| AuP?) )

lcl”

holds for any u € C3 (R'), 1>2,p>2, and the constant in the right part depends
only on the dimension of the Euclidian space and on the convexity of the functional
space. This estimation can be generalized to abstract spaces with convex norms. If in
(9) we take p = 2, then (9) becomes a well-established Hardy-Relich inequality with a
sharp constant in the form

W“‘Z 2
< e >sC<l,p)<Au| ) (10)

which can be proven by the methods developed in [4, 5].

Applying arguments of the perturbation theory, the operator A = (=AY +b -V
can be considered a perturbation of the fractional Laplace operator (—A)! and utiliz-
ing the Duhamel formula the upper and lower bounds can be easily proven. There is a

limiting constant k> 0 such that the contraction semigroup exp(—tA)(x,y) exists.
Let us consider the following example:

0
Eu: Z Vkakj(x)Vju— Z by (t,x)Vieu

kyj=1, ...,1 k=1, .., 1

under the integral condition of perturbation
|| (ple) a7t b ot P <

sch (alt, ) - V<o<t,~>,w<t,~>>dt+Mj 06, ) (2, ),

where C <4 and M < oo. So, b can be a function such that

I—-2\% 1 1 1\\ 2
b3 (¢, x §v2C<—> — 4+ M- <In<e—|——>> .
2 hile) 7 ) g M f

k=1, .., 1

If the matrix a;; is diagonal, then the differential operator is —A +b -V, and b =
52/B =5 and for some 0 << 4.

fef?
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Let us consider the elliptic equation

2 —
ﬂ°du_2ﬂlja ax] *O,

where the matrix a is a;; = §; + bj‘;"—glczf, bh=-1+ i%)l(, ¥ <1, [>3.We calculate

matrices

b xixj

x )
=b(l-1) 5, (a5) =8 — 3= P

jc]

and we have for the multiplication of the gradients of the matrices
1-1\?
Vaoa teVa=(1+b)" (_|x| )

then we have

2

(VgpoaosVg)> (1+b) Voe Wi(R!), 1>3,

-2\l
2

]
so,if f=4(1+ ﬁ)z then Vaea~'eVa € PKy(A) with the constant ¢(8) = 0, for
p<4itis necessary y € (—2(l —2), 0)..

Let us assume that #(|x| = 1) = 1. As the solutions, we can consider two functions:
the first is u = 1 - tautological constant and the second is # = |x|*. If parameter y =
—2thenp=4(1+ l)f—z)z and f <4 for p >s in the ball K;(0) function u =
|x|* € L? (K1(0)) on another hand must hold the following estimation

Jexp(-any)l|, <Cexp( ), 2

where semigroup exp(—tA,) is generated by a linear operator
Ay =A+Db(l-1) #-v. That means |x|* EL%(KH(O)) but it is impossible because

2

<p<s< oo,

<[ ¢ L
solution. If #> 4, then the equation a «d’u = 0 always has two bounded solutions.

Parallel with this equation, we can consider a Cauchy problem for a parabolic equation
with the same differential operator. Let us assume that the linear operator

ZMK 1(0) so the function |x|* cannot be a solution and there is only one trivial

—ApdVaV — bV defines over D(A,) generates holomorph semigroup in L” (Rl , dlx) -

space. Let boa ' ob € PK4(A), we denote b, = y,b, where y, is an indicator of
{x €R': (boatob)(x) <n} and lim,_. exp(—tA,(b,)) = exp(—tA, (b)) uniformly

atte[0, 1.Iff<1, pe

ﬁ , o {then there is Cy - contraction semigroup, which

is generated by the operator A + bV and the estimates

t
Jexp(-en)l, ., < exp (525,
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then we estimate the operator norm by the exponential function

Jexp(-tny),, <Cexp( 1), 2 <p<s<a

hold for1<f <4, p<se -

i\/ﬁ , oo [, operator sum A + bV cannot be defined

correctly, however, semigroup exists and can be defined as a limit exp(—zA, (b)) =
lim , e exp(ftAp (bn)), ¢ > 0 in this case it is a definition of the semigroup [6].
Let us remark that for any smooth enough function f(x), x €R', we can write the

equations
«ﬂgmwzc@9§%%>=

=

:Climt_,0< f) =f0) >:

IH1-b

(ke =12+ = b))

= tim o (R(t, —x)(f () ~f()

. u(t,x) —u(0,x 0
— tim, M2 109 0

(11)

u(0,x) = u(0,x),

1 —b

where the function K(t,x) = C(l,b) 7 is the fundamental solution to the

(eP+ie?) 2
associated extension problem. More precisely, the results, which concern the frac-
tional Laplace problems, can be applied to the extension problem in the following

form. A function u : [0, 00) x R — R is a solution to the initial problem

Div(#’Vu) =0 in R,

u(t,0) =f(x), xR, 2

or in expanded form

b
(—A)u —|—;ut +u; =0 in R,
u(t,0) =f(x), xeR.

(13)

Below, we are going to construct the semigroup of contraction, which generator
coincides with the realization A of the operator (—A)" — b - V in L” (Rl) ,
1<p <oo, 1>2, where the vector b(x) = c|x| *x is singular; and prove the Harnack
inequality for a weak solution to the boundary problem (( —A), —b- V)u =0, out-
side boundary = f, and presuming u € W? (R') is nonnegative in a ball with the

center in point x¢ with a radius p for all 7, p such that 0 <7 <p.
Let us denote

1

» _ 2
(40 )800) = B0 ) s, O
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then we can formulate the next theorem.

Theorem 1. Let 1<p <o and s € (0, 1), and let # € W? be a weak solution to (2),
where its fundamental solution satisfies condition (15).

Then, the function # € W? is locally Holder continuous and oscillation of the
function satisfies the estimation

» 1 r
+Co1{ |max{u, O} ' ————

= %0l / B )

holds for 6€ (0, 1) and for all 7, p such that 0 <7 <p.

There exist extensive literature dedicated to the partial differential fractional
Laplacian operator, general questions can be found in [4, 7-9], a wide review is
presented in [4], an interesting approach to nonlinear heat equations in modulation
spaces and Navier-Stokes equations can be found in [10]; some aspects of weights
inequalities are described in [2, 11]; fractional Laplacian is considered in [2, 12], the
list of selected works consists of 29 works [1-29]. In the recent works [1, 2], authors
proved sharp two-sided estimations on the heat kernel of the fractional Laplacian with
the perturbation of drift having critical-order singularity, also authors show that the
operator with the heat kernel of the fractional Laplacian can be expressed as a Feller
generator so that the probability measures uniquely determined by the Feller
semigroup admits description as weak solutions to the corresponding SDE.

2. The semigroup generated by A = (—A)* — b - V, b(x) = c|x| *x in
LP, 1<p<o

Let us introduce the following mollifiers:

be(x) = c(|x| + &) *x
and

A =(-A) —b. -V,

with the domain defined as

for small positive numbers &> 0.
Since the following inequality

T

V(s + (=A)) <M(Ls)(s + (-A))
holds for all complex numbers such that
Rec> 0,
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the operator norm ‘ be-V(c+ (—A)S)AHM_M is bounded by

M(|Ibl..) (Re) 7.

So, the Liouville-Neumann series for resolvents converge in L? and the inequality

—AY =be )| <Ml
e+ (-a) )|, <Ml

holds for Re¢ > c(¢). Thus, according to the Hille-Kato perturbation theorem, the
operator —A,, € > 0 generates a holomorphic semigroup.

The next step is to show that there is the strong L? limit

liir(} =l TP 1<p<oo
&

which defines a contraction continuous semigroup in L”.
First, let us establish that a discretization of the set {e’”\‘ }6_ satisfies the Cauchy
condition for at least one Lebesgue space. Let us compose the integral identity

<(€_TA‘(") B e—TAé.(m))2> +J <((_A)%<€—TAM> _ e—TAL.(m)))2>dt_

T
ReJ (Be(nyV (7 et — @7 Them ) o= Tet) — = Tetm) ) g —
0

T

0

T
Re JO < (bé(n) - be(m)) \% (eiTAF(m) ) 5 eiTAF(") — eiTA"(m) >dt = 0,

so that we obtain
<(€_TA“"’ - e‘T"E<’”))2> + J

1—2 (T
e | (Gl e e - e ) <
0

T

0

T
J [((Betn) = Bemy) V (€7 Tm ), @7 Tty — =T | .
0

Since
T m n—o00
J|<(bs(n)—bs<m>)V(f_TA“’”)&_TA“”)—f_TA"(’”)>|dt =0
0

we have the following limit

“TAemy _

i

lle e
uniformly at T € [0, 1].
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Thus, the discretization of set {¢"**} is a Cauchy sequence in L*([0, 1], L?),
and applying the contraction of e+, we estimate

el <l
besides, we have the equality

E{% He’“\*‘u — e’tAqu =0, uel? telo, 1]

and applying group property, we have a continuous semigroup of contraction for
t>0. So, the continuous semigroup of the contraction is constructed in L%

Lemma 1. Let the set of functions {f ,(x)} converges in measure to function f then
following estimation

<f>E < sup, <fa >E

holds.
Now, let us take p €[1, o0), then, from the lemma follows estimation

HeftAqu <|luf,, t=0

for any u € C7’. Next, by continuity we extend the semigroup from Cf over L? so

the contraction semigroup can be defined as L?- closure of ¢ **, thus, there is a L?-
strong limit

et = strong — LY — lim cpoe e t>0,

b

which defined continuous semigroup of the contraction in L?.

Thus, the contraction semigroup e **, £ > 0 in L” can be defined as a strong limit of
holomorphic semigroups e **. Under accepted assumptions, for all 1<p <q, the
semigroup e *" satisfies natural conditions on its growth

11

e, <cwe 6, exo.
This estimation can be deduced from the next inequality
(e ™))
p
+% J:Z< () (vie ™ w—mﬁ))2>dt+
+cl_2‘7_pjj<(|x + e)*2‘|w*TAa-u|P>dt+

p

T
—|—2.st <(|x| + ) ¥ xVe They
0

Z\Ve’TAf’u

P‘2>dts
1

< —(|Vuf)
p

that holds for all T > 0.
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3. The Harnack inequality

For any measurable set E C R’ and any integrable function f, we denote the mean
value

1
P = sy | SO

where mes(E) is the Lebesgue measure of the set EC R’
Let us assume that Q C R’ is a bounded open set. We are going to consider the

Harnack inequality for a weak solution to the following differential problem with the
bounded condition

Au=0 1in Q,
(14)
u=f in R\Q,

where A = (—A)" — b - V acts on L¥, 1<p < oo under the condition that its kernel
satisfies the following inequality

u A

™ _y|l+sp <K(x, y) (15)

D —
- |x _y|l+:p

for almost all x, y eR, |x —y| <1 and some y, A such that 0 <y <1< oo.

The general information can be found in [3, 18]. By the standard method, the
following statements (1-3) can be proven.

Statement 1. Assuming that u € WY is a weak solution to (14) and nonnegative in a
ball with the center in point xo with radius p. Then, the following inequality

P 1 1
r( [max{u, O} ————
< |- = %ol ™

1

p-1

R\B(xo,7)

P

r\r1 1 1 P
<C sup u+C<—> |max{—u, 0} " ———
Blxos7) p I+sp

= %0/ p\ixg )

holds for 0 <7 <p.

Statement 2. Assuming that u € W7 is a weak solution to (14) and nonnegative in a
ball with the center in point xo with vadius p. Then, for all v, p such that 0 <r <p, the
following inequality

5 .
(") ey SCInf ey ut

sp 1

AV 1 1 1
+C<—) max{—u,0}f " ———
’ <| (w0

R\B(x0,p)
holds for any 6 € (0, 1).
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Statement 3. Assuming that u € W? is a weak solution to (14) and nonnegative in a
ball with the center in point xo with vadius p. Then, for all v, p such that 0 <r <p, the
following inequality

_pY
sup u<Ce fpzlf/((max{u, 01)F) ey )+
B(xo,7)

1

P 1 1 v

o1 P—

+C€W 1<|max{u, 0}| _H’SP>
=%l / R\

holds for € (0, 1).
Now, we can prove the next theorem.

Theorem 2. Let u € W? (Rl ) be a weak solution to the problem
((fA); b v)u -0 inQ

(16)
u=f in R\Q,

where 1<p <o ands€ (0, 1). Assuming « € W”(R') is nonnegative in a ball with
the center in point x( with the radius p, then
1

1 p1
_ p-1_ -
<|max{ U, O}| | _xoll+sp>

R\B(x0,p)

r_

p-1
sup u<Cinfp,,) u+ C<Z>
B(xo,7) P

for r, p such that 0 <7 <p.

Proof. From statement 3, we can write the estimation

,P_*le 11,
o u<Ce 7 (((max{u, 01 g, ) +
B XU,%

P _ 1 o
+C8Wp1<|max{u,0}|p 171+Sp> ,
=%l ™/ Rp(sag)

and using statement 1, we have the following inequality

P 1 P
w_1<|max{u, oyt —Hsp>

|- = %ol RI\B(x0.3)
= P 1 ]ﬁ
<Csup u-+ C’W_lpﬁ<|max{—u, oyt 7IH>
B(xo,7) | - x0| v RN\B(x0,p)
So, we obtain the estimation

_pt 1
sup u<Ce sup u+Ce " (((max{u, 0})p)B(xo,ﬂ))P
B(x055) B(xo,7)

1

2 _ 1 P
+C£Wp1<|max{u, oyt 71%10> :
|- = o R\B(xo,r)
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Choosing 3 <# <7 <1 applying the standard argument and the Young inequality,

we obtain
< 1 ~ 5 5
sup u<s sup u+¢ (f )B(xoﬁ—#

B(xo,7i) B(xo,7m)
1

r % 1 1 #1
+C<> |max{—u, 0} " ——— ,
p | _ xo‘l+sp

R\B(x0,p)

now, iterating this argument and applying statement 2, we have proven
Theorem 2.
Using Theorem 2, we write

osc u= sup u— inf u<
Bve))  playen)  Boe)

P

<cl” ~, (luf) n
- p B(xo,r)

1

s 1
o\ P11 1 Pl

—|—C<e’—) max{u, 0} 1 —
et 03—

R\B(x0.5)

for all i € N, thus Theorem 2 is a consequence of Theorem 1.

4, Conclusion

This chapter is dedicated to studying of the fundamental solutions to the general-
ization of the fractional Laplaciane by the methods of the theory of perturbation. We
establish the regularity properties of the solutions to the fractional Laplacian equation
with perturbations of different types. The Harnack inequality of a weak solution in the
Sobolev space to the fractional Laplacian problem is studied, and the oscillation of the
solution to the fractional Laplacian is estimated.
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Chapter 10

The Analysis on the Effects of
COMT, DRD2, PER3, eNOS,
NR3C1 Functional Gene Variants
and Methylation Differences on
Behavoiral Inclinations in Addicts
through the Decision Tree
Algorythm

Inci Zaim Gokbay, Yasemin Oyaci and Sacide Pehlivan

Abstract

The aim of this study was to analyze the effects of Catechol-O-methyltransferase
(COMT), Dopamine Receptor D2 (DRD2), Period Circadian Regulator 3 (PER3),
Endothelial Nitric Oxide Synthetase (eNOS), Nuclear Receptor Subfamily 3 Group C
Member 1 (NR3C1) functional gene variants on possible inclinations of the individuals
with Substance Use Disorder (SUD) by using decision trees algorithm and to evaluate
the similarities with former studies. The decision trees classification was structured by
confirming the effects of genetic and epigenetic sequences of gene variants through 10-
fold cross-validation under subtitles of the criminal history, continuum of substance use,
former polysubstance abuse, attempted suicide, and inpatient treatment. Performance
criteria were evaluated with the similarities of former studies’ accuracy, sensitivity, and
precision values. The branching structure of gene variants obtained by tree classification
is consistent with the studies in the literature. Our study serves to be the first to show
that there is a need for further comprehensive studies with data from different ethnic
groups to increase the predictive accuracy rates and to state that machine learning may
guide in predicting the effect of gene variants on behavior in the future.

Keywords: substance use disorder, COMT, DRD2, PER3, eNOS, NR3C1 gene
variants, decision tree analysis, 10-fold cross validation

1. Introduction

The adolescent and younger adult periods defined by the World Health Organization
(WHO) as the transition from childhood to adulthood play a vital role in the lives of
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individuals. These periods are mental and physical developmental processes in which
tendency to substance abuse, nutritional disorders, mental problems, and risky
behaviors are common. Gorker et al. [1] stated in their study that patients who
referred to the child and adolescent psychiatry clinic were diagnosed with anxiety
disorder, mood disorder, mental retardation, expulsion disorder, disruptive

behavior disorder, borderline intellectual functioning, communication disorder,
somatoform disorder, and tic disorders, respectively. It is stated in the aforesaid study
that these diagnoses are accompanied by mental retardation, adjustment disorder,
attention deficit, and hyperactivity, as well as substance use disorder (SUD). There
are studies demonstrating that substances with addiction potential are preferred by
adolescents and young people due to their euphoric effect, which is generally seen as a
positive effect and to relieve negative effects such as pain, pain-reducing, stress-
relieving, and relaxing [2]. However, chronic use of a limited number of classes of
substances that begin with such justifications causes physical, psychological, and
behavioral changes in humans. Substance Use Disorder (SUD) appears under the
influence of multiple factors and the persistence is accompanied by these factors.
Environmental factors including family, peer relations, neighborhood relations, and
physical conditions of neighborhood and educational environment play various roles
in addiction-related situations such as molecular pathways, cellular mechanisms, tol-
erance in addiction, recurrence of addiction, and substance seeking.

The family is closely involved with individual’s developmental behavior disorders,
with respect to its cultural roots and family attitudes. Biological effects can be classi-
fied under many factors, such as genetical, physiological, temperamental, and impul-
sive behavior tendencies. Nonetheless, family is the first social unit that the individual
belongs to. The baby is born in a family and learns the first social rules from the
family. Due to this reason, it’s said that family has an impact on individuals both in
biological and sociological personality development. Biological disposition—namely
temperament—is transferred by genetical heritage while sociological disposition—
namely character—is related with upbringing attitudes, attachment, cultural heritage.
Studies have brought out that in SUD, having a substance user family member plays a
crucial role in individual’s life [3].

The SUD refers to tolerance and withdrawal that occurs after chronic use of the
substance, which is a tool that an individual uses to cope with many factors that he
calls negative effects especially between 11 and 16 years of age or to feel himself
belonging to a group; however, behavioral addiction refers to uncontrollable,
permanent use despite negative physical, psychological, social, or legal consequences.
Bozkurt [4] shared the findings in their study that child-raising attitudes of the
parents are effective. Among substance addicted individuals, 20.9% of the
participants stated that they were exposed to physical violence and 40.9% stated
that there was physical violence in the family. Furthermore, it was determined that
69.8% of the participants had a substance use disorder in their families. Unal [5] stated
in his study that participants had family members with SUD including fathers by 25%,
siblings by 50%. The family is also the society in which the temperament structure
of the individual, namely genetic tendencies, is also effective. An individual is born
with genetic predispositions in the family. There are studies showing that individuals
with COMT, DRD2, PER3, eNOS, NR3C1 functional gene variants are prone to
develop MID.

The gene variant is a term used to describe the variation in the DNA sequence in
the genome. The term variant may be used to describe a change that may be benign,
pathogenic, or with an unknown significance.
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DNA methylation is the reaction of covalent attachment of a methyl group from
the 5-carbon of cytosine in a CpG dinucleotide to the structure, altering gene expres-
sion and altering the cell functions.

The aim of this study was to analyze the effects of COMT, DRD2, PER3, eNOS,
NR3C1 functional gene variants and COMT, DRD2, and NR3C1 methylation status on
the tendencies that have the potential detected in individuals with MID through
decision trees algorithm. The criminal record history, continuum of substance use,
former polysubstance abuse, attempted suicide, and inpatient treatment will be ana-
lyzed by using decision trees.

2. Materials and method

There are studies commenting on the association between statistical results and
variables including sociological, psychological, neurological, and genetic fields. Statis-
tical analyses are mathematical operations that process and summarize data based on
probability and guide researchers who review the association between variables in this
direction. Machine learning techniques are also based on probabilistic models, yet the
outcome of these models provides prediction on mutually exclusive events in a widen
event set. Regarding these features, machine learning studies have the ability to
analyze and obtain a prediction in different perspectives about data. Nevertheless,
despite technological developments and improvements in enhancements of accuracy
rates of prediction results of these systems, there are limited studies that have been
done about substance abuse.

The aim of this study designed in this context was to analyze the criminal record
history, continuum of substance use, former polysubstance abuse, attempted suicide,
and inpatient treatment by using decision trees and to discuss the association of the
findings obtained with the literature.

2.1 Machine learning methods

Machine learning is the structure that includes learning in artificial intelligence
applications. On the one hand, it can be defined as the whole of algorithms that
imitate human intelligence, and on the other hand, do not need rules that people can
interpret and enter manually.

Machine learning applications learn the desired task by assimilating the presented
datasets, just as people learn the concepts they see and hear on their own. They can
make predictions about the outcome of the new data entry that is out of the data they
have learned over time. The training set used in machine learning is used in the
machine learning process, and the test set is used in the prediction process. For
example, in the design of a system that will ensure that an orchid is selected from a
vase with different flowers and taken into a separate vase, as much data about the
orchid genus as possible are included in the training set for learning, and other flowers
such as height, color, leaf shape, color, curl, flower shape, color distribution, folds are
selected. It is ensured that the distinguishable features can be created by the machine.
After making these distinctive classes in the training set, the predictive ability of the
machine is tested. In this dataset, called the test set, there are flowers in a vase with a
new arrangement that the machine has not seen before. It is expected from the
machine to find out if there are orchids in this newly encountered cluster and to take it
(differentiate) if it is. Machine learning processes are very similar in principle with
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learning processes of human. In the developmental processes of people, learning is
divided into behavioral and cognitive approaches and many sub-branches under it.
Machine learning methods are also divided into branches within themselves such as
supervised and unsupervised learning [6].

In the most general form, supervised learning is in which the relationship between
input and output is learned by matching under the supervision of a supervisor.
Unsupervised learning is learning by finding the regularities between the inputs
entering the system without a supervisor and producing output. Problems solved
using supervised learning are generally divided into classification and regression
problems. The important thing in supervised learning methods is to include a target
attribute in the dataset. Depending on the type of problem to be addressed, the type of
target attribute can be of different type. For target attribute classification problems,
there may be class labels, while for regression problems it may be a numerical value.

2.2 The classification method and the decision tree algorithm

The classification method, which is among the machine learning methods, is one of
the commonly preferred methods, especially in the field of medicine. Learning in
classification algorithms is based on learning and classifying the distribution form
from the given training set. Support Vector Machine (SVM), Nonlinear Supporter
Vector Machine, Naive Bayes Classifier, Decision Tree Classifier, and Nearest K-
neighbor classification algorithms are examples. For instance, Zaim Gokbay et al. [7]
presented a decision support system design in their study in order to support the
diagnosis of endocrine disease. The classification rules used in the model were created
depending on the investigation of visible changes, which has started along with com-
plaints on the physical appearance as well as the laboratory results. The patient
complaints were stated by the patient by filling in a questionnaire. Physical changes
were investigated by the endocrinologist during the exam, and findings on the man-
dible evagination, skin cracks were clinically evaluated and entered into the system.
Every three data entered into the system were used to classify the prediction model of
three different endocrinological diseases. Each class represents a disease. The individ-
ual falls into a class in the sum of his answers to the questions, and it is concluded that
he has the potential to have the disease indicated by that class. Your symptoms that
cause you to come to the doctor serve as an indicator. The formation of such rules
allows to make predictions in the next steps. There is the logic of separating data
belonging to common features into certain classes in a dataset in classification
methods. Numerous algorithms have been developed for this purpose. Examples
including the entropy-based classifications, regression and decision trees, memory-
based algorithms, Bayesian classifiers may be given.

In the decision tree classification method, the data are classified by separating from
the root to the leaf. The if-then rule is implemented in this separation. If the condition
is 1, then a chain-like condition 2 and then 3 are formed in order to establish a
branching structure from root to leaf. The decision tree method was chosen for the
classification performed in this study, because it is based on rules that may be under-
stood by people, both visually and because of the convenience that would provide to
multidisciplinary work in comparing the results with the literature.

The model was established with 10-fold cross-validation in the study. The success
rates of the decision tree classes were interpreted through the accuracy, class recall,
and class precision values, and the association of the sequences obtained with the
literature was discussed.
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2.3 Classification model performance criteria

The simplest and most common method used to measure the performance of
classification models is the accuracy rate, precision, and recall rates.

TP+ TN
(Accuracy — Rate) = TP L FP+ TN + FleOO (1)
.. TP
Class — Precision = TP—+FleOO 2)
TP
Class — Recall = mxloo (3)

Parameters in formulas (1)-(3) are defined as true positive (TP), false negative
(FN), true negative (TN), and false positive (FP) as follows;

* TP: The number of values actually in the positive class and predicted in the
positive class.

* FN: The number of values actually in the positive class but in the negative class in
prediction.

* FP: The number of values actually in the negative class but in the estimation
positive class.

* TN: Number of values actually in the negative class and predicted in the negative
class.

In other words, the accuracy refers to the percentage of samples classified as
correct. The measure of how many of the positively predicted outputs are positively
predicted is expressed as Recall, and the measure of how many of the positively
predicted outputs are positive is expressed as Precision.

2.4 The dataset characteristics

This study was conducted with retrospective data of 211 male participants known
to be addicted to at least one substance, obtained from studies completed and
published with the approval of the ethics committee (2019/87) of the Ethics
Committee for Clinical research within Istanbul Faculty of Medicine [8-10]. The
average age of the individuals is 28.67, and the age varies between 18 and 51 years of
age. The educational level of the individuals include 2 college graduates, 61 secondary
school graduates, 49 primary school graduates, and 99 literate or illiterate partici-
pants. The marital status of the participants was as follows: 147 were single, 43 were
married, 12 were divorced, and 9 were married but living separately. There were
three students among the participants; 56 individuals are employed, whereas 152
individuals are unemployed. Individuals who use at least one of cigarettes and alcohol
and use at least one of the addictive substances including cannabinoids, synthetic
cannabinoids, cannabis, cocaine, ecstasy, and heroin were included in the study. The
first age of start of the individuals for one of these substances varies between 10 and
30 years of age.
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There is no missing information in the dataset used within the scope of the study.
Therefore, the data were not exposed to a preliminary procedure. Descriptions of
attributes, values, and variable names are presented in Table 1.

Description Entry variable = Type Values

name
eNOS is an important mediator of cardiovascular ~ eNOS- Intron Nominal Values: AA (Data
homeostasis due to its role in nitric oxide (NO) 4a/b VNTR count: 128), BA (Data
production. Nitric oxide has well-known vascular count: 66), BB (Data
effects, and significantly affects autonomic count: 17)

nervous system activity. A significant gene-
environment interaction between eNOS and
behavioral risk factors such as chewing tobacco and
consuming alcohol was detected in a previous
study. In particular, the “GG” genotype was
associated with an increased risk of hypertension
among individuals who use tobacco or consume
alcohol [11]. It was concluded in a previous study
that lower nitric oxide levels may increase the
dopamine turnover or decrease the dopamine
release [12]. The suggestion shared was that these
two effects are not mutually exclusive and may
appear together, and the reward mechanism based
on the release of less usable dopamine in
metabolism strengthens the addictive behavior by
directing the individual to consume more cannabis.

eNOS-rs1799983 Nominal Values: GG (Data
count:129), GT (Data
count:73) ,TT (Data
count: 9)

PER3, which is located on chromosome 1p36.23, PER3- Nominal Values: 4R/4R (Data
contains a polymorphic domain that expresses 4 or rs57875989 count:78), 4R/5R

5 copies of the 54-bp tandem repeat sequence (Data count:97), 5R/5R
(variable number tandem repeat, VNTR). This (Data count:36)
variation results in the addition/deletion of 18

amino acids and it is linked to sleep and mood

disorders as well as circadian preference in humans

[13]. Studies have shown a clear association

between poor sleep patterns and a range of

negative health behaviors such as substance use,

suicide attempts, and unintentional injury [14].

Dopamine receptors, which are divided into two DRD2-rs1799732 Nominal Values: Ins/Ins (Data

classes including D1-like receptors and D2-like count:168), Ins/Del
receptors, regulate the effects of dopamine and (Data count:41), Del/
dopamine components. The cyclic AMP (cAMP) is Del (Data count:2)
timulated d in th lation of
shimuated of suppre%s? n 'e rfsgu ation o DRD2- Nominal Values: PARTIAL
adenylate cyclase activity which is the most
. . R METHYLATION (Data count:126),
important of these regulation mechanisms. The
first study demonstrating that a dopaminergic gene UNMETILE (Data

Y & P gics count:85 )

encoding DRD2, the dopamine receptor, may show
population variants that may predispose to
alcoholism was performed by Blum ve ark. [15, 16].
Many studies were conducted especially on DRD2
after then, and it was stated that a certain form of
the DRD2 gene may be associated with a seven-fold
increase in susceptibility to alcohol abuse, and
when environmental effects are taken into account,
individuals carrying this gene are 60% prone to
substance use [17] when compared to others.
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Description Entry variable = Type Values

name
The COMT enzyme is responsible for degradation ~COMT- Nominal Values: PARTIAL
and elimination of dopamine neurotransmitters in METHYLATION (Data count:143),
the prefrontal cortex of the brain. The COMT UNMETHYLATED
enzyme and COMT gene functional variants which (Data count:68 )

play a role in the metabolism of catecholamine and
catecholamine-containing substances such as
dopamine and are thereby important elements of
the dopaminergic system have been the focus of
many studies. Findings of the study conducted by
Delisi et al. [18] suggest that COMT plays a role in
cerebral areas that modulate self-regulation and
expression of negative emotions, influencing
antisocial personality disorder (ASPD) and
delinquency.

COMT-rs4680 Nominal Values: Val/Met (Data
count:97), Val/Val
(Data count:63 ), Met/
Met (Data count: 51)

NR3C1 plays a critical role in HPA axis regulation = NR3C1- Nominal Values: CC (Data

and it is thereby considered as a possible cause of ~ rs41423247 count: 139), GC (Data
stress-related disorders. NR3C1 consists of 8 count:60 ), GG (Data
introns and 9 exons on chromosome 5q31-32, count: 12)

encoding the glucocorticoid receptor. Previous

. NR3C1- Nominal Values: PARTIAL

t h rted that alt NR3C1

fnlé(ti}lleslat?:r? 11:5 ocael(lise \jarailos;eds chi athologies METHYLATION (Data count:192),
y Y psychopatnolog UNMETHYLATED

including major depressive disorder, bipolar
disorder, suicidal behavior, and substance use
disorder [19-21].

(Data count:19 )

Table 1.
Attribute descriptions, variable names, types, and values.

3. Findings

In the study, the presence of gene variants of eNOS- Intron 4a/b VNTR, eNOS-
rs1799983, PER3-1rs57875989, DRD2-rs1799732, COMT-rs4680, NR3C1- rs41423247
and DRD2, COMT, and NR3C1 gene methylation status, the criminal record history,
continuum of substance use, former polysubstance abuse, suicidal behavior, and
inpatient treatment were analyzed with decision trees, which are the classification
algorithms. The accuracy, sensitivity, and precision performance rates of each model
are presented in Table 2.

3.1 The criminal record history

The tree structure established in order to review the effect of eNOS-Intron 4a/b
VNTR, eNOS-rs1799983, PER3-rs57875989, DRD2-rs1799732, COMT-rs4680, NR3C1-
rs41423247 gene variants, and DRD2, COMT, and NR3C1 gene methylation states on
tendency of decriminalization was presented in Figure 1; the effect of input variables
(gene variants) on weight distribution is presented in Table 3. The tendency of
delinquency was evaluated by questioning the forensic history of the participant. The
existence of criminal history, the tendency delinquency, and absence of the tendency
to delinquency were interpreted that this tendency has been more suppressed and
there is not any tendency to action. Therefore, the decision tree structure was
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Behavior tendency Performance scales
The Criminal Record Accuracy  Recall and Precision Rates
Hist: Rat
istory ate True: Exists  True: Not Exists Precision
52.68 % Prediction: Exists 71 55 47.06 %
Prediction Not 45 40 56.35 %
Exists
Recall 4211 % 61.21 %
Continuum Of Accuracy  Recall and Precision Rates
Subst: U Rat
ubstance Hse ate True: True: Not Precision
Continous Continous
49.76 % Prediction: 71 76 51.70%
Continous
Prediction Not 29 35 45.31%
Continous
Recall 29% 68.47%
Former Polysubstance ~ Accuracy  Recall and Precision Rates
Ab Rat
use ate True: Exists  True: Not Exists Precision
51.21 % Prediction: Exists 59 67 %46.83
Prediction Not 36 49 %57.65
Exists
Hassasiyet (recall) % 62.11 %42.24
Suicidal Behavior Accuracy  Recall and Precision Rates
Rate . . ‘.
True: Exists  True: Not Exists Precision
65.00 % Prediction: Exists 16 28 % 36.36
Prediction Not 46 141 % 72.46
Exists
Recall % 25.81 % 81.21
Inpatient Treatment Accuracy  Recall and Precision Rates
Rate . . ‘.
True: Exists  True: Not Exists Precision
70.56 % Prediction: Exists 142 46 % 75.53
Prediction Not 16 7 % 30.43
Exists
Recall % 89.87 % 13.21
Table 2.

Behavioral tendencies and performance rates in classification of gene variants by decision tree method.

established as "Criminal Record History -Yes" or " Criminal Record History -No."
There are 116 individuals in the Criminal Record History class of the dataset; however,
the absence of criminal record history included 95 data. The tree root is established
over the NR3C1 gene, as may be seen in Figure 1. The presence of CC genotype of
NR3C1-rs41423247 following partial methylation of the NR3C1 gene is an effective
sequence in predicting a tendency of an individual to delinquency.
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Figure 1.
The decision tree structure constructed with 10-fold cross-validation for the evaluation of gene variant effect of
Criminal History.

Attribute Average weight
COMT-rs4680 0,013
NR3C1- rs41423247 0,010
DRD2- METHYLATION 0,008
eNOS-rs1799983 0,007
NR3C1- METHYLATION 0,005
PER3-1s57875989 0,002
eNOS - Intron 4a/b VNTR 0,002
COMT- METHYLATION 0,001
DRD2-rs1799732 0,000
Table 3.

Average weight values of gene variants in the criminal record history within the context of knowledge acquisition.

The review of Table 3 reveals that the attributes with the highest information
gain are COMT-rs4680 with an average weight value of 0.013, and the lowest
variable is COMT-METHYLATION with an average weight value of 0.001. This is
concluded that the COMT-rs4680 variant contains the highest information gain on
delinquency.

3.2 The continuum of substance use

The tree structure established to investigate the effect of the tendency toward
continuous use of the substance without interruption in individuals with SUD. The
weight distributions of the input variables (gene variants) on the output are presented
in Table 4. The tendency for continuous use of the substance without interruption
was evaluated by answers of the participants to the question “Do you use the sub-
stance intermittently?”. The decision tree structure was created as "Intermittent" or
"Continuous." The number of individuals who have declared intermittent substance
use in the dataset was 100, whereas 111 individuals stated continuous substance use.
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Attribute Average weight
COMT- METHYLATION 0,018
COMT-1s4680 0,011
DRD2-1s1799732 0,010
NR3C1- rs41423247 0,002
DRD2- METHYLATION 0,001
NR3C1- METHYLATION 0,001
eNOS-1s1799983 0,001
eNOS-Intron 4a/b VNTR 0,001
PER3-rs57875989 0,000
Table 4.

Average weight values of gene variants in the trend to continuous substance use within the context of knowledge
acquisition.

The tree root starts as part of COMT-METHYLATION in the form of methylated
or non-methylated and forms a wide branching structure. In case of the partial meth-
ylation of COMT-METHYLATION, the branching continues through the DRD2-
rs1799732 gene variant; however, if unmethylated, it continues with the NR3C1-
1541423247 gene variant.

The review of reveals that the variable with the highest information gain is COMT-
METHYLATION with an average weight value of 0.018, and the lowest variables with
an average weight value of 0.001 are DRD2-METHYLATION, NR3C1 METHYLA-
TION, eNOS-rs1799983, and eNOS-Intron 4a/b VNTR. This is concluded that the
COMT-METHYLATION variant contains the highest information gain on delin-
quency.

3.3 The former polysubstance abuse

Individuals with SUD may use more than one substance such as alcohol, cigarettes,
cannabis, heroin, cocaine, toluene, ecstasy, etc. Combined use of at least two of
cannabinoid, synthetic cannabinoid, ecstasy, heroin, cocaine, and toluene is investi-
gated within the scope of this sub-assessment. In addition to any of the aforemen-
tioned substances, tobacco and/or alcohol use, the use was not included in the
multiple substance use, because all of the participants already use these two sub-
stances in combination with the other substances mentioned. The reason for exclusion
of this situation from the analysis is that it is clear that there will be no meaningful
results.

The weight distributions of the input variables (gene variants) on the output are
presented in Table 5. The decision tree structure class was created as “Polysubstance
Use - Yes” or “Polysubstance Use - No.” The number of people who declared com-
bined use of at least two of the substances mentioned was 95 in the dataset, and the
number of people who declared use of one substance was 116.

The tree root starts by COMT-rs4680 and forms a wide branching structure. The
Met/Met and Val/Val genotype branches to NR3C1-METHYLATION and to Val/Met
NR3C1- rs41423247 and continues. It is concluded that there is not any tendency to
polysubstance use when the Met/Met genotype is unmethylated in the NR3C1-
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Attributes Average weight
COMT-rs4680 0,032
NR3C1- rs41423247 0,021
eNOS-rs1799983 0,018
DRD2-rs1799732 0,008
NR3C1-METHYLATION 0,005
PER3-rs57875989 0,003
COMT-METHYLATION 0,002
DRD2-METHYLATION 0,001
eNOS- Intron 4a/b VNTR 0,000
Table 5.

Average weight values of gene variants in the polysubstance use within the context of information gain.

METHYLATION branch; however, there is a tendency in partial methylation follow-
up of the Val/Val genotype.

The review of Table 5 reveals that the variable with the highest information gain is
COMT-rs4680 with an average weight value of 0.032, and the lowest variable is
DRD2-METHYLATION with an average weight value of 0.001. This is concluded that
the COMT-rs4680 variant contains the highest information gain in multiple substance
use.

3.4 The suicidal behavior

The individuals were asked whether they had attempted suicide at least once in
order to evaluate the suicidal behavior in individuals with SUD. One-hundred and
forty-nine individuals who had never attempted suicide were classified under "No
Suicide Attempt," and 62 individuals who had at least one or more suicide attempts
were classified under "Suicide Attempts."

The tree root starts by NR3C1-rs41423247 and forms a wide branching structure. It
is concluded that suicidality is not seen in the GG genotype, and it branches to NR3C-
METHYLATION in the GC and CC genotypes and continues. There is not any ten-
dency when NR3C1-METHYLATION is unmethylated in the CC genotype; however,
the same pathway shows the tendency in the GC genotype.

The review of Table 6 reveals that the variable with the highest information gain is
PER3-rs57875989 with an average weight value of 0.013, and the lowest variable is
DRD2-rs1799732 with an average weight value of 0.005. This is concluded that the
PER3-rs57875989 variant contains the highest information gain on suicidality in indi-
viduals with SUD.

3.5 The inpatient treatment

Uzbay (Uzbay 2015) defined substance addiction in general as "a brain disease
characterized by some behavioral disorders and the desire to take a substance contin-
uously or periodically in order to feel the pleasurable effects of the substance, or to
avoid the discomfort caused by its absence.” Based on this definition, hospitalization
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Attribute Average weight
PER3-1557875989 0,013
NR3C1- 1541423247 0,012
DRD2- METHYLATION 0,008
eNOS-151799983 0,008
eNOS-intron 4a/b VNTR 0,007
COMT- rs4680 0,005
DRD2-151799732 0,005
NR3C1- METHYLATION 0,000
COMT- METHYLATION 0,000

Table 6.
Average weight values of gene variants in the suicidal behavior within the context of information gain.

of an individual with SUD to be treated voluntarily may be evaluated as a desire to get
rid of substance use or to avoid substance use. The participants were classified under
two groups depending on the history of hospitalization. There were 158 individuals
under the class of "History of Hospitalization-yes" and 53 individuals under the class
of "History of Hospitalization-No." These numbers suggest that the majority of the
participants tend to avoid the substance addiction. The tree root starts by NR3C1-
METHYLATION and forms a wide branching structure. The branching continues in
partial methylation and unmethylated pathways through NR3C1-rs41423247. The
individuals with the NR3C1-rs41423247 CC genotype bound in the unmethylated
pathway have a tendency to avoid the substance, binding to the eNOS-rs1799983 gene
variant occurs when the same pathway is followed in the partial methylation pathway.
The review of Table 7 reveals that the variable with the highest information gain is
NR3C1-METHYLATION with an average weight value of 0.017, and the lowest vari-
able is COMT-METHYLATION with an average weight value of 0.001. This causes to
conclude that NR3C1-METHYLATION status provided the highest information about
transforming the tendency to avoid or to get rid of the substance into the behavior.

Attributes Average weight
NR3C1- METHYLATION 0,017
eNOS-rs1799983 0,015
DRD2-rs1799732 0,011
NR3C1-rs41423247 0,007
eNOS-Intron 4a/b VNTR 0,003
DRD2- METHYLATION 0,002
COMT-rs4680 0,001
COMT- METHYLATION 0,000
PER3-rs57875989 0,000

Table 7.
Average weight values of gene variants in the inpatient treatment within the context of information gain.
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3.6 Discussion and conclusion

According to the data of the Ministry of Justice, the number of people in prison for
crimes related to substance addiction was 57,674 in 2018 corresponding to 21.78% of
all convicts [22]. It is detected in some studies on substance addiction that substance
users have higher rates of prison history [23]. There is a similar pattern in the database
used within the scope of the study, and 53.7% of individuals with SUD have a forensic
history. Thirteen of the 28 decision leaves obtained in the established tree structure
ended with the existence of a criminal story; however, 15 ended with the absence of a
criminal story. The tree root is established over the NR3C1 gene, as seen in Figure 1.
In a recent study on convicted male individuals, results obtained indicated that the
NR3C1 gene is associated with violent behavior in adult males [24]. For instance, the
presence of CC genotype of NR3C1-rs41423247 following partial methylation of the
NR3C1 gene is an effective sequence in predicting a tendency of an individual to
delinquency. It is detected that the dominant variable in the tree is the COMT-rs4680
functional gene variant, which is in line with the studies of the literature [9, 25]. When
the tree success rates in Table 2 are examined, it is seen that the accuracy rate of the
model is 52.68%. The lack of information about more individuals in the dataset, lower
diversity of the dataset such as the absence of individuals without SUD and with same
genetic information as input information have prevented the higher learning.

Substance addiction is a process that causes many systems to change physiologi-
cally and the desire to use the substance continuously by withdrawal [26]. Therefore,
the tendency to continuous substance use is the natural expected result of the sub-
stance addiction. However, the desire to get rid of the substance is effective in getting
away from this situation for a while. From this point of view, the root of the COMT-
METHYLATION part, which starts in the form of methylated (Partial) or
unmethylated, establishes a wide branching structure in the tree structure established.
In case of the partial methylation of COMT-METHYLATION, the branching con-
tinues through the DRD2-rs1799732 gene; however, if unmethylated, it continues with
the NR3C1-rs41423247 gene variant. Forty-four decision leaves were formed on the
tree, 20 of which resulted in intermittent use and 24 of them in continuous use. It was
detected that the variable with the highest information gain was the COMT-
METHYLATION. In the review of the performance rates in Table 2, the accuracy rate
was detected as 49.76%.

When the COMT-rs4680 genotypes and allele distributions were compared with
clinical parameters in the statistical results of the dataset used in the study with X
et al., it was observed that multiple substance use was significantly lower in individ-
uals with Met/Met genotype than in individuals with Val/Met and Val/Val genotypes,
and multiple substance use was found statistically significantly higher in carriers of
the Val allele. Vandenbergh et al. also found in their study that the high-activity Val
allele was significantly higher in individuals with multiple substance use [27]. It was
observed in the classification of decision trees that there was not any tendency for
multiple substance use in the separation of the tree root with COMT-rs4680 and the
sequencing of the Met/Met separation with NR3C- METHYLATION to unmethylated.
Sequencing continued with DRD2-rs1799732 in partial methyl cleavage of the same
pathway. It was concluded that a tendency to multiple substance use appeared in the
partial methylation of the sequence with NR3C1 METHYLATION in the Val/Val
separation of the main root. Findings of the tree provide similar results when com-
pared with previous studies. Thirty-five result leaves appeared on the tree. Fifteen of
these leaves ended that there was a tendency, and 20 ended without any tendency.
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It was detected that the variable with the highest information gain was the COMT-
rs4680. In the review of the performance rates in Table 2, the accuracy rate was
detected as 51.21%.

It is stated in studies conducted on individuals with substance use that individuals
are suicidal due to their inability to cope with the economic difficulties due to the
substance, inadequacy, family problems, exclusion from society, mood disorders,
depression experienced during substance withdrawal. It was observed in consider-
ation of the statistical results of the dataset in previous studies (reference) that suicide
attempts were at higher levels in individuals who have started to use substances before
the age of 15 years. It was commented that individuals at and below 15 years of age
have not yet completed their physical and mental development, they may be easily
affected by their friends, and the emotional and hormonal changes due to adolescence
may have caused these differences. The tree root starts by NR3C1 rs41423247 and
forms a wide branching structure. It is concluded that suicidality is not seen in the GG
genotype, and it branches to NR3C-METHYLATION in the GC and CC genotypes and
continues. There is not any tendency when NR3C1-METHYLATION is unmethylated
in the CC genotype; however, the same pathway shows the tendency in the GC
genotype. Findings of the tree provide similar results when compared with previous
studies. Forty-three result leaves appeared on the tree. Fifteen of these leaves ended
that there was a tendency, and 22 ended without any tendency. It was detected that
the variable with the highest information gain was the PER3-rs57875989. In the review
of the performance rates in Table 2, the accuracy rate was detected as 65%.

It was seen that the root formed a wide branching structure from NR3C1-METH-
YLATION when considering the tree structure established for the trend analysis for
the desire to get rid of the substance examined under the presence or absence of
inpatient treatment history. The branching continues in partial methylation and
unmethylation pathways through NR3C1-rs41423247. The individuals with the
NR3C1-rs41423247 CC genotype bound in the unmethylation pathway have a ten-
dency to avoid the substance, binding to the eNOS-rs1799983 gene variant occurs
when the same pathway is followed in the partial methylation pathway. Twenty-eight
result leaves appeared on the tree. Fifteen of these leaves ended with the decision that
there was a tendency, and eight ended without any tendency. It was detected that the
variable with the highest information gain was the NR3C1-METHYLATION. The
review of the performance rates in Table 2 reveals that the accuracy rate was detected
as 70.56%.

In this study, the effects of genetic and methylation differences of COMT, DRD2,
PER3, eNOS, NR3C1 functional gene variants on the potential trends in individuals
with SUD were analyzed by decision trees algorithm, and their similarities with
previous studies in the literature were evaluated. The tendencies are grouped in a
structure suitable for dual classification under the subgroups of tendency to delin-
quency, tendency to use of the substance, tendency to use of multiple substances,
tendency to suicide, and tendency to abandon the substance, respectively. There is not
any deficient data in the dataset. The 10-fold cross-validation was used in the model.
This method creates k discrete pieces in a dataset with m samples, each containing m/
k samples. This method allocates a different dataset for testing each time and uses the
remaining k-1 dataset for training purposes. It is trained k times by changing the
classifier in this way. In the last step, it estimates the classifier performance by the
average of the k errors obtained.

The decision trees are a model that may provide effective results in binary classes
among machine learning classification methods. Our study is the first in the literature
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to examine the effects of gene variants on behavioral tendencies through machine
learning methods. However, the lower accuracy rates obtained in this study indicate
that the dataset needs to be more diverse and comprehensive.

Conflict of interest

The authors declare no conflict of interest.

Author details
Inci Zaim Gokbay*, Yasemin Oyaci and Sacide Pehlivan
Istanbul University Informatics Department, Istanbul University Faculty of Medicine,

Istanbul, Turkey

*Address all correspondence to: inci.gokbay@istanbul.edu.tr

IntechOpen

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided

the original work is properly cited.

175



Numerical Simulation — Advanced Techniques for Science and Engineering

References

(1] Isik G, Korkmazlar U, Durukan M,
Aydogdu A. Symptoms and diagnoses of
first-time adolescent applications to a
child and adolescent psychiatry out-
patient clinic. The Journal of Clinical
Psychiatry. 2004;7(2):103-110

[2] Kili¢ FS. Addiction and stimulant
drugs. Osmangazi Journal of Medicine.
2016;1:55-60

(3] Derin G, Okudan M, Asicioglu F. Alkol
ve madde kullanim bozukluklarinda
ailevi risk faktorleri. In; Oztiirk E, editor.
Aile Psikopatolojisi. Ankara: Tiirkiye
Klinikleri; 2021. pp. 118-126

[4] Bozkurt O. Madde Bagimlisi
Bireylerin Bagimlilik Siireglerinde
Ailenin Etkisi. Sosyal Bilimler Enstitiisii;
2015

[5] Unal M. Madde Bagimlilig1 ve
Alkolizmde Aile. Sosyal Politika
Caligmalar1 Dergisi. 2004;2(2):80-86

[6] Gokbay Z. Artificial Intelligence
Applications In Medicine — An Overview
Of The Evolution Of Clinical Decision
Support Systems In The Development
Process Of Diagnostic And Treatment
Methods From Antiquity To Artificial
Intelligence. 2021. pp. 673-692. DOL:
10.26650/B/ET07.2021.003.33

[7]1 Gokbay iZ, Karman S, Yarman S,
Yarman BS. An intelligent decision
support tool for early diagnosis of
functional pituitary adenomas.
TWMS Journal of Applied and
Engineering Mathematics. 2015;5(2):
169-187

[8] Nursal AF, Aydin PC, Uysal MA,
Pehlivan M, Oyac1 Y, Pehlivan S. PER3
VNTR variant and susceptibility to
smoking status/substance use disorder in
a Turkish population. Arch Clin

176

Psychiatry. 2020;47(3):71-74. DOL:
10.1590/0101-60830000000235

[9] Oyaci Y, Aytac HM, Pasin O, Cetinay
Aydin P, Pehlivan S. Detection of altered
methylation of MB-COMT promotor and
DRD?2 gene in cannabinoid or synthetic
cannabinoid use disorder regarding gene
variants and clinical parameters. Journal
of Addictive Diseases. 2021;39(4):
526-536. DOI: 10.1080/
10550887.2021.1906618

[10] Pehlivan S, Aydin PC, Nursal AF,
Pehlivan M, Ovyaci Y, Yazici AB. A
relationship between endothelial nitric
oxide synthetase gene variants and
substance use disorder. Endocrine,
Metabolic & Immune Disorders Drug
Targets. 2021;21(9):1679-1684.

DOI: 10.2174/
1871530320666201013154917

[11] Shankarishan P, Borah PK, Ahmed G,
Mahanta J. Endothelial nitric oxide
synthase gene polymorphisms and the risk
of hypertension in an Indian population.
BioMed Research International. 2014;
2014:793040. DOI: 10.1155/2014/793040

[12] Isir AB, Nacak M, Balci SO,
Aynacioglu AS, Pehlivan S. Genetic
contributing factors to substance abuse:
An association study between eNOS
gene polymorphisms and cannabis
addiction in a Turkish population.
Australian Journal of Forensic Sciences.
2016;48(6):676-683. DOI: 10.1080/
00450618.2015.1112428

[13] Guess ], Burch JB, Ogoussan K, et al.
Circadian disruption, Per3, and human
cytokine secretion. Integrative Cancer
Therapies. 2009;8(4):329-336.

DOI: 10.1177/1534735409352029

[14] Zhabenko O, Austic E, Conroy DA,
et al. Substance use as a risk factor for



The Analysis on the Effects of COMT, DRD2, PER3, eNOS, NR3C1 Functional Gene Variants...

DOI: http://dx.doi.org/10.5772 /intechopen.106313

sleep problems among adolescents
presenting to the emergency
department. Journal of Addiction
Medicine. 2016;10(5):331-338. DOI:
10.1097/ADM.0000000000000243

[15] Blum K, Noble EP, Sheridan PJ, et al.
Association of the Al allele of the D2
dopamine receptor gene with severe
alcoholism. Alcohol. 1991;8(5):409-416.
DOI: 10.1016/0741-8329(91)90693-q

[16] Uhl G, Blum K, Noble E, Smith S.
Substance abuse vulnerability and D2
receptor genes. Trends in Neurosciences.
1993;16(3):83-88. DOI: 10.1016/
0166-2236(93)90128-9

[17] Pickens RW, Svikis DS, McGue M,
Lykken DT, Heston LL, Clayton PJ.
Heterogeneity in the inheritance of
alcoholism. A study of male and female
twins. Archives of General Psychiatry.
1991;48(1):19-28. DOI: 10.1001/
archpsyc.1991.01810250021002

[18] DeLisi M, Vaughn MG. Foundation
for a temperament-based theory of
antisocial behavior and criminal justice

system involvement. Journal of Criminal
Justice. 2014;42(1):10-25

[19] Ishiguro H, Horiuchi Y, Tabata K,
Liu QR, Arinami T, Onaivi ES.
Cannabinoid CB2 receptor gene and
environmental interaction in the
development of psychiatric disorders.
Molecules. 2018;23(8):18360

[20] Park S, Hong JP, Lee JK, et al.
Associations between the neuron-
specific glucocorticoid receptor (NR3C1)
Bcl-1 polymorphisms and suicide in
cancer patients within the first year of
diagnosis. Behaviour Brain Function.
2016;12(1):22

[21] Schote AB, Jager K, Kroll SL, et al.
Glucocorticoid receptor gene variants
and lower expression of NR3Cl1 are

177

associated with cocaine use. Addiction
Biology. 2019;24(4):730-742.
DOI: 10.1111/adb.12632

[22] TUBIM. 2019 Tiirkiye Uyusturucu
Raporu, Tiirkiye Uyusturucu ve
Uyusturucu Bagimlilig1 izleme Merkezi
(Internet) 2020. Available from: http://
www.narkotik.pol.tr/kurumlar/narkotik.
pol.tr/TUB%C4%B0M/Ulusal%20Yay%
C4%B1nlar/2019-TURKIYE-
UYUSTURUCU-RAPORU.pdf

(23] Bilici R, Karakag UG, Tufan E,
Giiven T, Ugurlu M. Bir bagimlilik
merkezinde yatarak tedavi géren
hastalarin sosyo demografik ézellikleri.
Firat Tip Dergisi. 2012;17:223-227

[24]1Liu L, LiJ, Qing L, et al.
Glucocorticoid receptor gene (NR3C1) is
hypermethylated in adult males with
aggressive behaviour. International
Journal of Legal Medicine. 2021;135(1):
43-51. DOI: 10.1007/s00414-020-
02328-7

[25] Yang Y, Li], Yang Y. The Research
of the Fast SVM Classifier Method. In:
2015 12th International Computer
Conference on Wavelet Active Media

Technology and Information Processing
(ICCWAMTIP), IEEE. 2015. pp. 121-124

[26] Berke JD, Hyman SE. Addiction,
dopamine, and the molecular
mechanisms of memory. Neuron. 2000;
25(3):515-532. DOI: 10.1016/s0896-6273
(00)81056-9

[27] Vandenbergh DJ, Rodriguez LA,
Miller IT, Uhl GR, Lachman HM. High-
activity catechol-O-methyltransferase
allele is more prevalent in polysubstance
abusers. American Journal of Medical
Genetics. 1997;74(4):439-442






Chapter 11

Mathematical Modeling of a Porous
Medium in Diesel Engines

Arash Mohammadi

Abstract

Direct injection diesel engines have high power density with low exhaust emission
but suffer from particulate matter (PM). Some new technologies were applied to reduce
emissions, but they have not solved the emission problem of diesel engines altogether.
The main problem of emissions from diesel engines is the simultaneous process of fuel
injection and combustion, so non-homogeneous mixture formation occurs in cylinder
space, and non-homogeneity is the main reason for emission generation. The solution to
this problem is the separation of injection fuel and combustion processes for homoge-
neous mixture formation in diesel engines. An applicable practical solution for homo-
geneous mixture formation is the application of porous media (PM) in diesel engine
combustion chambers. PM develops stable ultra-lean combustion and decreases emis-
sions. This chapter has three parts for the mathematical modeling of PM diesel engines.
The first part is thermodynamically modeling in a closed cycle. The second is zero-
dimensional modeling with the chemical kinetics of PM diesel engines, and the third is
three-dimensional CFD modeling with the chemical kinetics of PM diesel engines in
open or closed cycle. So, mathematical modeling of PM diesel engines, from simple
thermodynamically modeling to complicated 3D modeling, is described in this chapter.

Keywords: direct injection diesel engine, porous medium, thermodynamic modeling,
zero-dimensional modeling, CFD modeling

1. Introduction

The target of current diesel engines is low fuel consumption with near-zero
emission levels for gaseous and particulate matter components at all operational
conditions (engine speed and load). Thus, diesel engines require new concepts for the
combustion process. The heterogeneous combustion in diesel engines causes non-
uniform heat release in the combustion chamber and in the following: NOx, soot, CO,
and UHC formation. Homogeneous combustion can solve this problem. Homogeneous
combustion in diesel engines is described as a process of homogeneous mixture for-
mation accompanied by volumetric heat release in the total combustion chamber
space with a low-temperature gradient inside the chamber. A possible solution to
achieving homogeneous combustion is applying PM inside the combustion chamber.
One of the different combustion technologies is inside PM combustion. It is a
flameless heat release inside an operating PM followed by homogeneous combustion
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with near-zero emission [1-3]. This process is stable combustion with a high-power
density in an extensive dynamic range. In a burner with an injection of liquid fuel,
high-temperature PM acts like an effective evaporator. The large specific surface area
with high heat transfer between fluid and solid phases of PM causes fast vaporization
of fuel droplets. The large heat capacity of the PM leads to homogeneous combustion
with approximately constant temperature.

Some remarkable features of the PM which attracts its application for combustion
chamber of diesel engine, display in Figure 1 [1].

Many experimental and numerical research has verified the combination of PM
burners with flame stability and low emissions. Such exciting features of combustion
inside PM make it plausible for application in diesel engines. However, mixture

Excellent heat
transfer

High mechanical
stability

properties

Figure 1.
Remarkable features of PM for application in combustion chamber of diesel engine [1].

Valves

Complete PM-engine head
(open chamber)

Place for
PM reactor

Diesel CR
injector

reactor

Figure 2.
Diesel engine cylinder head of a with inserted PM [2].
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formation and combustion in a diesel engine are complicated nonstationary high-pressure
processes in with a direct spray inside the combustion chamber. So, PM can be applied to
solve this problem. Ultra-lean burn combustion can be used in diesel engines with stable
flame due to the high volumetric heat transfer coefficient between fluid and solid phases
of PM. The large surface area of PM and the high heat capacity of PM can absorb some of
the heat released during combustion and transfer it to fresh air during the end of the
compression process. Hence, the temperature reduction decreases nitrogen oxides. Also, a
reduction in the temperature gradient inside the cylinder leads to a decrease in carbon
monoxide formation. Figure 2 displays a view of the PM diesel engine. PM inserts in the
cylinder head of a diesel engine, and permanent contact between the in-cylinder mixture
and PM (open PM concept) exists [3-6].

2. Diesel engine concept with inserted PM in head of combustion chamber

Durst and Weclas described the diesel engine concept with new mixture formation
and combustion processes in a PM reactor. Application of PM in diesel engines gener-
ates a homogeneous and flameless combustion process accompanied by a near-zero
emission level. Heat recovery from the last combustion process in PM increases the
temperature end of the compression process, resulting in raised thermal efficiency
and reduced fuel consumption. Heat absorption in PM leads to a reduction in com-
bustion temperature and near-zero NOx. There is difference between the combustion
processes in conventional diesel engines and PM-inserted diesel engines. These
processes are liquid fuel injection directly into PM, causing multi-jet splitting for
fuel distribution throughout PM volume, fuel vaporization, and mixing with air,
accomplished by thermal ignition and heat release [1, 6-9].

2.1 Diesel PM-engine with concept of an open PM chamber

A diesel PM engine describes as a diesel engine with a homogeneous combustion
process in a PM volume. PM engines recognize these processes in PM volume: energy
recovery in the cycle, fuel injection in PM, fuel vaporization for liquid fuels, mixing
with air, homogenization of air-fuel mixture, self-ignition of the mixture, and homo-
geneous combustion.

This mathematical modeling of permanent contact between working fluid and PM is
schematically studied, as illustrated in Figure 3. The PM-combustion chamber is sup-
posed to be inserted in the cylinder head space, and the PM chamber wall is thermally
isolated. During the intake process, the PM-heat capacitor has an ignorable effect on the
in-cylinder air conditions. Also, during the start of the compression process, a small
amount of air is in contact with hot PM. Before TDC, the fuel is injected into PM space,
and very fast fuel vaporization for liquid fuels and mixing with air happen in the PM
structure. Hence, the fuel is injected close to TDC of the compression process due to
high energy storage in PM volume. There is a very complex process during fuel injec-
tion, mixture formation, and combustion initiation in the PM structure. The high initial
PM temperature (solid-phase temperature of the PM and gas temperature trapped
inside PM volume) with mixture formation inside the PM reactor causes self-ignition
and volumetric heat release in the combustion process. The reactor heat capacity, pore
density, and pore structure can affect the combustion process [2-7].

Solid phase PM has higher heat capacity than fluid flow and high energy storage
capability. Correspondingly, its high surface-to-volume ratio leads to considerable
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Figure 3.
Schematic of a permanent contact PM- diesel engine [8].

heat exchange. The solid high temperature of PM inside the combustion chamber is a
source of the high rate of liquid fuel evaporation and fast mixing with air and self-
ignition of the mixture. In diesel engines, mixture formation and combustion simul-
taneously happen, but in PM engines, these processes occur separately.

The ideal thermodynamic model for combustion in diesel engines is an isobar
process, but combustion in PM happens inside diesel engines very fast. Combustion in
PM intensifies the reaction rate in a short time scale. Hence, volume change can be
considered approximately by a combination of isochoric and isothermal processes.

The last case is illustrated in Figure 3. During the intake process (Figure 3a), PM
has not considerably affected the in-cylinder pressure and temperature. Also, during
the early compression process, a low quantity of air is in contact with hot PM. In the
following compression process, the heat exchange process increases with the motion
of the piston to the TDC (Figure 3b). At the TDC, total air is collected in the PM
volume. Near the TDC of the compression process, the fuel is injected into the PM
volume (Figure 3c), and vaporization of liquid fuel and mixing with air occur very
fast in the PM. A volumetric self-ignition of the fuel-air mixture follows flameless
combustion by uniform temperature distribution in the PM chamber (Figure 3d).
Fuel injection controls combustion initiation timing in the PM volume. The PM struc-
ture creates conditions for a homogeneous combustion process and converts the heat
into work (Figure 3e). The combustion in a PM can be carried out in the PM volume
that cannot occur in the free flame combustion process [1-7].

2.2 Mathematical thermodynamic modeling of PM diesel engine

For an ideal thermodynamic cycle of conventional and PM diesel engines, a closed
cycle is assumed, with working fluid as air with no exhaust gases to the environment.
The heat capacity of PM is considerably further than that of fluid. Hence, the solid
phase temperature of PM is considered constant during the cycle, and heat exchange
between the PM and the working fluid does not affect it. Heat losses of the piston,
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liner wall, and PM chamber to the environment are ignored, and compression and
expansion processes have adiabatically happened.

In the ideal closed cycle energy of a diesel engine (compression ignition engine),
combustion occurs at the constant pressure assumed. Heat losses through the com-
bustion chamber to the environment are neglected, and compression and expansion
(work) processes happen isentropically. Figure 4a and b shows the P-V (pressure
versus volume) and T-S (temperature versus entropy) diagrams of diesel engine
closed cycle analysis. The four processes are:

1.process 1 — 2 isentropic compression

2.process 2 — 3 isobar heat addition

3.process 3 — 4 isentropic expansion

4.process 4 — 1 isochoric heat rejection

PM diesel engine in the ideal closed cycle energy of the fuel is added to the air in a
combination of isochoric and constant temperature. Heat losses through the PM
combustion chamber to the environment are ignored, and compression and expansion
(work) processes occur isentropically. Figure 4a and b shows a closed cycle’s P-V and
T-S diagrams for permanent contact PM diesel-engine analysis. The five processes are:

1.process 1 — 2 isentropic compression

2.process 2 — 3" isochoric heat addition

3.process 3° — 3 isothermal heat addition

4.process 3 — 4 isentropic expansion

5.process 4 — 1 isochoric heat rejection

ol # ]

| cylinder I

isothermal

[¥]

N — L]
isobar 3 3

isochoric T

isenfropic

4
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| 4
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Figure 4.
(a) P-V diagram of closed cycle of conventional diesel engine and PM engine. (b) T-S diagram of closed cycle of
conventional diesel engine and PM engine.
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Compression ratio is defined as 7., and p is the compression ratio during constant
temperature heat addition:

re =v1/v) (1)
p = 1}3/1)3/ (2)

Process 1-2 is isentropic, so:
Ty =Ti(r.)? (3)

For PM diesel engines, the energy of fuel is added to air through two process:
isochoric process C,(Ty — T,) plus isothermal process RT3 In (5—;) Heat loss to

environment according to conventional diesel engine is C, (T4 — T3).

g,, = Co(Ty — Ty) + RT3 In (1’)’—33> (4)

Heat rejection occurs in a constant volume process:
Qo = Co(Ta — T1) 5

Engine thermal efficiency is defined according to Eq. (6):

e (6)

qin qin

Assuming constant specific heat, the thermal efficiency of diesel engine is
according to Eq. (7):

. Cy(T4—Ty)
Ndiesel = 1 CP(T3 — TZ) (7)
Hence, thermal efficiency of PM diesel engine is according to Eq. (8).
Cy(T4 — T4
NpM diesel = 1- v( ) (8)

C,(Ty — T>) +RT; 1n(—)

2.3 Mathematical zero-dimensional modeling with chemical kinetics of PM diesel
engine

Figure 5 illustrates schematically permanent contact PM diesel engine. It is
supposed that PM is inserted inside the cylinder head. All necessary conditions for
homogeneous combustion are carried out in the PM combustion chamber [6, 7].
During the intake and early compression process, the PM-heat capacitor has a low
effect on the in-cylinder thermodynamic pressure and temperature. Near TDC, the
fuel is injected into the PM structure.

Furthermore, the fuel is vaporized fast and mixed with air inside the PM. Because
of the instant evaporation and combustion of liquid fuel after injection, it is a logical
assumption that combustion occurs in the isochoric process. Then, all the combustion
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Injector

Cylinder

Piston

Figure 5.

Schematic illustration of a permanent contact PM diesel engine [6].

products enter the cylinder space instantaneously. So, the energy of the fluid phase of
PM is transferred to the in-cylinder volume [1, 6-9].

For thermodynamic modeling of PM in the combustion chamber, two energy
equations are used, a modified gas energy equation and a solid phase energy equation.
These assumptions are considered for the modeling process [1]:

1. Combustion process is adiabatic.

2.PM only recuperates the energy of combustion and does not participate in
combustion.

3. A single-step or multi-step reaction(s) is considered for modeling of combustion
process.

4.Radiation heat loss computes only in solid phase.

5.There is permanent contact between PM and inside mixture.

6. Air-fuel mixture inside PM is premixed in specified temperature and pressure.
7.Heat capacity for both phases of PM depends on temperature.

8.Energy equations for both phases of PM are solved at each crank angle.
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9.Species of combustion products with fluid phase temperature inside PM are
transferred to in-cylinder volume at each crank angle.

Mixture formation process assumes a homogenous before combustion due to PM
space. Combustion happens as a result of self-ignition due to the high initial temperature.

3. PM modeling
3.1 Gas phase energy equation

Combustion inside a chamber is considered as thermodynamically modeling.
Hence, gas phase energy equation and reaction rate are solved simultaneously. The
closed system first law of thermodynamics (energy equation) for a differential crank
angle, 46, is [10, 11]:

dQ AV du
do o~ " dr ®

The definition of enthalpy % = # + pv and differentiating in constant pressure
process gives:

aQ  dh

The enthalpy in terms of chemical compositions of gases is:

N N
h— —Zf:;qN ihi (1)

where N; and /; are the moles and molar enthalpy of species i, so:

dh 1 — dN; dh;
%7[2@ d9> +Z<Ni%ﬂ (12)

Assuming ideal gas relation:

dh; ou; dT _ dT

0" or"do " ridg (13)

where ¢, ; is the constant molar pressure specific heat of species i. Concentration of
species i is obtained as:

X == (14)
The porosity of PM is ¢ (0 <¢@<1), so the volume of fluid in PM is ¢V, and the
volume of solid is (1-¢) V. So N; = ¢V [X;], with differentiating of this equation:

dN;
do

=@V, (15)
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The @; is the rate of reaction species i.

Gas-phase energy equation by applying PM is determined based on a relation of
convective heat transfer between the gas and solid phases of PM [10, 11]:

ATy —hy(Te = T) — ¢ > ;(@ihi) + 9 R Ty

2 > [[Xi] (Cp-i - R)] e

(Q/V) is heat loss to the environment.

The empirical relation Eq. (17) is applied to compute the volumetric heat transfer
coefficient [1]:

k,Nu,
b= (17)
Volumetric Nusselt number is calculated by relation Eq. (18) [10, 11]:
Nu, =2+ 1.11 Re %0p;0-33 (18)

Reynolds and Prandtl’s numbers are computed by time-varying conditions of the
fluid inside the combustion chamber. Reynolds was calculated according to injection
velocity. Eq. (19) is used for the calculation of the Reynolds number [10, 11]:

Re = Lﬂd (19)
u

The density of gases from the ideal gas equation:

p

- 20
PoT (Rw, ) 20

N
MW i = inMWi

Relation Eq. (21) applies for calculating velocity where p¢ is the fuel density, the
chamber pressure is p., and injection pressure is clarified by p; [10, 11].

u, = 2 (pi _pc> (21)
Pf

Eq. (22) shows the calculation of chamber pressure [10, 11]:
P=> [X]RT, (22)

The modified Arrhenius equation is used for modeling the fuel oxidation as shown
in Eq. (23) [1].

d)Fuel = 40 =_—A exp (_EaAQT) [Xpuel}m [Xoxygm]n (23)
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A, m, and n are constant coefficients of single-step fuel oxidation Eq. (23), selected
as Table 1. After solving coupling Egs. (16) and (23), the gas temperature, species,
and fuel consumption rates are determined. After updating the temperature and
concentration of species, the pressure was calculated in Eq. (24) [1].

pP= Z[Xi] RT (24)

NASA seven-term polynomials are applied to compute the thermodynamic prop-
erties. For the calculation of constant pressure of specific heat, NASA polynomial can
be used, which depends on temperature:

¢p =R (a1 + asT + asT? + asT> + asT*) (25)

Enthalpy of gas can be determined from [10, 11]:

B a T a3T2 a, T3 a5T4 ag
hR(ﬂ1+2+ 3 + 4 + 5 +? (26)
h(T) = Ahf (298) + [h(T) — h(298)]
3.2 Solid phase energy equation
Energy equation for the solid phase of PM is:
. dh
Q=m @)

By chain rule differentiable:

dh oh dT, dT
20T @ a0 (28)

Solid phase volume is (1-¢) V, so:

Q dT,

1—g)Vp, " do 29)

where p; is the density of solid phase, and c; is the specific heat of solid phase.

Fuel A E./R (K) m n

H, 1.8 10" 17,614 1.00 0.50
C;Hg 8.6-10™ 15,098 0.10 1.65
CgHag 4.6-10" 15,098 0.25 1.50
CioHn 3.8 10" 15,098 0.25 1.50
CH;0H 3.2.10% 15,098 0.25 1.50
C,H;OH 1.5-10" 15,098 0.15 1.60

Table 1.

Single-step oxidation of several fuels [10, 11].
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Due to heat transfer between energy gas and solid phase, 7, (Tg — TS) is the heat
transfer from the gas phase to solid phase. Also, 4, is radiation from solid phase to
environment. Therefore, Eq. (30) calculates solid temperature.

dT,  hy(T, —T;) — ¢
do (1-9)p,C;

The solid phase energy is computed based on Eq. (31) [10, 11]:

dT,  hy(Ty — T.) —ec% (T! —T})
o (1-@)p,Cs

(31)

where (%)S is the surface area to volume ratio of the PM, and T, is the environ-

ment’s temperature where radiation loss occurs.

3.3 Solution method of the equations

Three coupled Egs. (32)-(34) that are relevant to solid and gaseous phase temper-
ature and species concentrations are solved.

aT,

% *f(ea [Xi], Tg: Ts) (32)
dT;

40 :g(ga [Xi]a Tg’ TS) (33)
W] _ o, %, 7y) (34)

Runge-Kutta fourth-order method is applied to solve the fluid and solid phase
energy equations in PM and compute the species concentrations. Due to the high rate
of combustion, the small crank angle (A8) should be considered. The step size for
solving Runge-Kutta method was assumed 10 ® s or 0.1 crank angle that depend on
engine speed [10, 11].

kig = hf(6n Ty T)
kl,s = hg(an; Tg; Ts)

h k1 ks
b = (004 5,7 4 525,74 )

h 1g k1 s
kz;—hg<9n+§,Tg+ 2 ;Ts+7>
by, = hf(0, + T, + 2 7, R
3g — f n bK g N s 2
ks, —hg(0, + 21, + 72 7, B
35 =Nng n 25 g 2: s )
k4,g = hf(en + hy Tg + k3,ga Ts + k3,5)
k4,.v = hg(en + h’ Tg + k3,g, TS + k3,:)
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Updated gas and solid phase temperatures of PM can be obtained from Egs. (35)
and (36). An update of species concentration is computed from Eq. (37):

Opi1 = O, + 0O
Toni1 = Ton +% (lvg + 2k2g + 2k3g + kay) (35)
Tyin = Ty g (kny + Do, + 2k, +ksy) (36)
Xil, 1 = Xil,, + 7 (00 [Xil,, Tgs) (37)

4. In-cylinder modeling
4.1 Mass conservation

The total mass of the cylinder is a combination of the energy of the in-cylinder and
fluid phase volume of PM:

(m )cylinder,n + (III )PMﬂuid,n = (m )cylinder,n+1 (38)
4.2 Energy equation

The total energy of the cylinder is a combination of the energy of the in-cylinder
and the fluid phase volume of PM:

(m Cy T)c;vlinder,n + (m Cy T)PMﬂuid,n = (m Cy T)cylinder,n+1 (39)
Mgyl nCo,c l,nT In T M nCy, ,nT = Moyl p41Coc l,n+ch In+1 (40)
) ) oy PM PM PM cy )y )

So finally, in-cylinder temperature and pressure were updated according to
Eqgs. (41) and (42):

mcyl,ncv,cyl,nTcyl,n + mfPM,nCufPM,anPM,n
((m Jeytindersn + () pr fruia ) Co,cyln

Pyinss = Y [Xil,iq R Toyinsa (42)

i

(41)

Tcyl,n+1 =

5. Mathematical three-dimensional CFD modeling with chemical kinetics
of PM diesel engine

The 3D computational domain is composed of structured, unstructured, or hybrid
meshes. The computational domain of the PM engine is a combination of in-cylinder
volume and PM reactor. For the in-cylinder space, original governing equations are
applied, but the governing equations need to be modified to simulate PM volume.
Momentum, gas phase energy, and chemical species continuity equation are modified.
Also, a new equation for solid phase energy equation with a radiation model is derived
[8-10, 12-14]. For modeling the PM reactor, some assumptions were considered:
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1.There is non-equilibrium thermal energy between gas and solid phases of PM.

2.The solid phase of PM is homogeneous and isotropic; has a variable property with
temperature; and has no catalyst effects.

3.Radiation heat transfer to the environment is considered for the solid phase.
Moreover, the effect of its radiation on the evaporation of droplets is neglected.

Considering to the above assumptions, modified governing equations are [8-10, 12-14]:

5.1 Continuity equation for species i is

a(’;f) + V.(pugp) = V. L)cﬂDimV <%ﬂ P+ P (43)

where the diffusion coefficient D;y, is based on kinetic theory of gases. u is the
velocity vector, p; is the density of species i, and p is the density of mixture. p¢ is the
density of species generation or destruction during combustion, and /' is the density
of spray.

5.2 Gas phase momentum equation

@ + V.(pguu> =—-VP— V(%@k) +Vo+F — (%) (44)

F® is the momentum source of the liquid fuel injection term, and the term (4) on
the right-hand side of Eq. (43) is the pressure drop source by PM where Ergan
equation is used [8-10, 12-14].

AP\  (u 1
(E) = (au +02§pg|u|u) (45)
d,> &
a=L L
150 (1—e)
3509
2T a, &

5.3 Gas phase energy equation with gaseous fuel injection
0 .
5 (ppeyTg) + V. (@pey Tou) + goZa)ihiWi = —@PV.u+ pAope + (1 — Ag)o : Vu + @V.
i
d o
((ke + peceDf ) VT,) = ho(Tg = T) +Q
(46)

where T is the temperature of gas, ¢ is the PM porosity,  is the velocity vector, h;
is the enthalpy of species i, k, is the fluid thermal conductivity, D//d is the thermal
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dispersion coefficient along the length of the PM, and £, is the volumetric heat
transfer coefficient. The term (¢V. ((kg + pgchﬁ) VTg>) is added to the energy

equation of conduction heat transfer in the fluid phase of PM and longitudinal
dispersion of mixture in PM. The term (%, (Tg — TS)) is added to clarify convective
heat transfer between gas and solid phases of PM. Heat exchange between solid and
gas phases is computed according to convective heat transfer derived by Wakao and
Kaguei to estimate heat transfer between packed beds and fluid [10-14].

5.4 Gas phase energy equation with liquid fuel injection

0
5 (ppcyTg) + V. (@pey Tou) + qJZcbihiWi = —@PV.u+ pAgpe + (1 — Ag)o : Vu + ¢V.

( (ke + peceDf ) VT, ) = s (T = To) + (1 = 8)hgey (T, — T1) = S Hy
(47)

5 — { 0 Ty <Tsu
1 Ty, = Tour

The term hy, (Tg — TS) is added to represent volumetric convective heat transfer
between gas and solid phases of PM. The term (1 — 8)hyA, (T, — T}) is the heat
transfer among the gas phase and liquid fuel droplets where liquid droplets are lower
than saturation temperature of liquid fuel. & is the Kronecker delta function for
sensible energy of fuel droplets and latent heat of vaporization. A, is the droplet
surface area, and T is the liquid droplet temperature. Figure 6 illustrates schematic
heat transfer between gas, liquid and solid phases in PM space.

The heat transfer between the gas and solid phases is calculated according to
Eq. (47). Wakao and Kaguei derived that heat transfer between solid phase and hot
gas inside PM [10-14].

Gas Phase : Solid Phase

Liquid Phase

Figure 6.
Schematic heat transfer between gas, liquid and solid phases in PM space.
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6
hys = d_";kg (2.0 + 1.1 Re *6Py3) (48)
2

The heat transfer among the gas phase and liquid droplets is computed according
to Eq. (48). Correlation (48) was derived by Ranz and Marshal for heat transfer
among liquid droplets and gas phase during spray [15-17].

k
h —

g = (20406 Re,*2Pr?%) (49)
P

5.5 Solid phase energy equation

%((1 — @)pesTs) = Velks(1 — @)VT] + hy (T, — T;) — Voq, (50)

The term (1-¢) is due to the solid volume of PM. Tj is the solid phase temperature,
k, is the thermal conductivity of solid phase of PM, p; is the density, and c; is the
specific heat of solid phase of PM. ¢, is the radiation heat loss of solid. Considering the
high capacity of the solid phase of PM and the low volume of liquid droplets, the effect
of heat transfer between the solid phase and liquid droplets on the energy equation of
the solid phase is neglected.

5.6 Turbulence model

Standard k- € equations without modifications were used.
The transport equation for x turbulent kinetic energy [8-10, 12-14]:

9(pk) _ 2 , a B ;
T—FV.(puk)— 3 pKV.u+0.Vu+V.[(PVk)Vk] pe+ W (51)

with a similar one for the dissipation rate ¢:

o(pe) 2 u € . B .
3 + V.(pu ¢) <3 Ce, c€3) peVu+ V. KPVS Ve| + K [cela : Vu — ce,pe + cSVVI}
(52)
6. Equation of state
P=pRT/W (53)

6.1 Combustion model
Chemical mechanism for oxidation of Decane or other hydrocarbon fuels is con-
sidered. &; chemical production rate:
NR
i =Y (vf; — vh;)R; (54)
i=1
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vy,; and v, ; are stoichiometric coefficients. The Arrhenius model calculates reaction
rates. For other equations, the reaction rate is very quickly relative to the main
equations; equilibrium reactions are considered. In order to calculate the effects of
turbulence on combustion, Spalding’s eddy-breakup model is considered. The idea of
the eddy-breakup model is that the combustion rate is computed by the rate at which
large parcels of unburned gas are broken down into smaller particles. The turbulence
length scale is significant in determining turbulent burning rates [8-10, 12-14].

6.2 Radiation model

Because of the high temperature of the combustion zone and solid phase, radiation
heat loss should be considered. Absorption coefficient of the solid phase of PM is
higher than that of the gas phase; hence, gas phase radiation loss in analogy with
solid phase radiation loss can be ignored. Several relations for modeling of radiation
intensity were presented in the literatures. The heat source term V.g,, due to
radiation in the solid phase of PM in Eq. (54), is computed by the Rosseland
method [18].

1641

4.=-3 75T (55)

6.3 Gas injection model

Gaseous fuel (methane, propane, hydrogen) is directly injected into high-temper-
ature of the PM volume. The gaseous fuel injection model’s detail can be found in Ref
[5]. The model is for simulating transient direct injection of gaseous fuel into the
combustion chamber using a logically refined computational grid [8-10, 12-14].

6.4 Liquid fuel injection

The essential dynamics of a fuel spray and its interactions with an in-cylinder flow
are very complex problems. To compute the mass, momentum, and energy exchange
among spray and gas, the distribution of drop sizes, velocities, and temperatures
should be determined. In many sprays, drop Weber numbers are more significant
than unity, and drop oscillations, distortions, and breakup must be calculated. Drop
collisions and coalescence in a diesel engine can be significant in many engine sprays
[19-22]. Jet interaction with the PM has four phases [3]:

Phase A: free jet formation from outlet of the nozzle to PM surface.

Phase B: multi-jet splitting as a result of jet interaction with PM surface.

Phase C: liquid fuel distribution in the PM space.

Phase D: liquid fuel passes through the PM space.

Therefore, due to four phase of interaction, particles motion and energy equation
need to be modified. Figure 7 displays schematic modeling of liquid-fuel jet impinge-
ment with PM.

6.5 Particles motion equation

With the injection of liquid droplets, drag force is applied to particles. By
impingement of liquid droplets on PM, more drag force is applied to droplets. Hence,
the drag coefficient should be modified with available correlation for the
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nozzle

phase D

Mutti-jet
splitting

Figure 7.
Displays schematic modeling of liquid-fuel jet impingement with PM [1].

impingement of liquid droplets on a single cylinder. Eq. (55) shows the equation of
droplets’ motion. p is the viscosity, py, is the density of liquid fuel, and Re;, is the
Reynolds number of droplets based on velocity difference among droplets and in-
cylinder fluid. C4 is the modified drag coefficient of the surface of droplets [23-25].

%_ 18/4 CDRep

=0 ("‘ - ”P) (56)
dt ppdp 24
5.64 5.04
—0.44+4+0.001 Re, + —+——F5— Re, <400
Cp — r Re, Repo.zs P
1.1 Re, >400

6.6 Energy equation for particle (heating-evaporation equation)

The droplet temperature is computed according to a convective heat transfer
between the gas and solid phases of PM and latent heat transfer among the droplets
with solid and fluid phases for PM. The total convective heat transfer coefficient from
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in-cylinder gas to liquid droplet is calculated by Eq. (56). Heat transfer coefficient
among liquid droplets and solid phase of PM is computed by consideration of two
phenomena. The first term is heat exchange among multi-jet splitting with the solid
phase of PM modeling by jet impingement of liquid spray on a hot wall. This heat
transfer coefficient was calculated by Eq. (57) and was derived by Rosenow [15]. The
second term is heat exchange among the solid phase of PM and gas phase flow in PM
that is modeled by heat transfer hot wall to the vaporized fuel-air mixture. This heat
transfer coefficient was computed by Eq. (58) and derived by McAdams [11, 20]. The
heat exchange process of liquid droplets and gas phase is highly complex in PM-volume
and has not been clearly understood. That which correlation (57) or (58) is dominated
during heat transfer, and what is a portion of Egs. (57) and (58) in heat transfer from the
solid phase of PM to the gas phase of PM and liquid droplets. Hence, the random
number a, where a€0,1, is inserted in Eq. (59), which is generated by the programming
language in each time step. This random number determined the portion of each term in
Egs. (57) and (58) on the total heat transfer coefficient (Eq. (59)). The effect of radia-
tion heat transfer through gas and solid phases of PM on the temperature of liquid
droplets has been ignored due to a low volume of liquid droplets [10-16].

dT, .
m,C, d—tp = (1= 0)hgAp(Tg — T;) + (1 — 8)hgAp(Ts — T}) + S i, Hy (57)

voHj, py ( T, >2
hg_q = exp |1— 58
1 Ts - Tl 4 [ Tmt ( )
kg 0.8p,.0.4
hg_» = 0.023 ’l Re”°Pr® (59)
hsl = ahslfl + (1 - a)h5172 (60)

7. Conclusions

This chapter illustrates the mathematical modeling of PM diesel engines: thermo-
dynamically modeling, zero-dimensional closed cycle modeling with chemical kinetics
of PM diesel engine, and three-dimensional CFD modeling with PM diesel engine
chemical kinetics. So, mathematical modeling of PM diesel engines, from simple
thermodynamically modeling to complicated 3D modeling, has been described.
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Chapter 12

Modeling of Thermal Conductivity
in Gas Field Rocks

Chis Timur, Jugastreanu Cristina, Tabatabai Seyed Mehdi
and Renata Radulescu

Abstract

The thermal conductivity of rocks is a property necessary to be determined at the
beginning of the exploitation of oil and gas deposits, both for the design of secondary
extraction (hot water injection, steam) and for the development of tertiary extraction
technologies (CO; injection, injection flue gas, and initiation of underground com-
bustion). In this chapter, we present a new method for determining the thermal
conductivity of rocks and we also analyzed the relationships between this parameter
and the properties of oil and gas collector rocks (density, porosity).

Keywords: thermal, conductivity, oil, gas, fields, rocks, properties

1. Introduction

The need to discover new deposits of useful mineral substances led to the study
of the physicochemical properties of the soil and subsoil constituents (geological
layers).

From the beginning of the geophysical research of the subsoil, the knowledge of
the temperature of rocks and constituent fluids was an absolutely necessary step to
establish working conditions in tunnels and mine shafts (to prevent the formation of
explosive mixtures and explosions) [1].

Subsequently, the geothermal phenomena (geothermal gradient and geothermal
stage) were analyzed, in order to improve the exploitation of oil and gas deposits [2].

Knowing the geothermal flow of geological layers was useful for determining the
temperature of the crust and the structure of the lithosphere and also for understand-
ing how to form oil and gas deposits.

The exploitation of crude oil and gas from the Moesic Platform in Romania has
created a database regarding the understanding of the thermals of geological strata
and especially the formation of oil deposits in magmatic fields [3, 4].

Theoretical and practical aspects of the use of geothermal steps in the analysis of
deposits of useful mineral substances were made by Dowle and Cobb [5].

The interest in determining the geothermal of the subsoil and in particular the
geothermal of the oil and gas deposits were due to the following [6-8]:
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a. Research into the evolution of the temperature of geological structures in order
to recover heat and produce renewable energy,

b. Determining the mode of secondary and tertiary recovery of oil for the
application of methods for the injection of flue gas, steam, hot water, and CO,
into the field,

c. The need to determine the geological period for the formation of oil and gas
deposits and the optimal way to extract them,

d. Analysis of the evolution of the waterfront in oil and gas fields,
e. Research on ways to isolate geological layers by cementation.

The calculation of the thermal flow was performed by determining the thermal
gradients and thermal conductivity in measurement points and subsequently by
determining in the laboratory the physical properties of the rocks (cores) collected
from geological research drilling [9].

The determined values had an estimative character (being often point values), but
they were useful in determining the thermal structure of the geological layers [10].

Thus, following the measurements of the temperature of the oil fluid extraction
wells, a low thermal flux was determined (45-57 mW/m? and 33-58 mW/m?) in the
areas rich in gas deposits and quite high in the areas with coal deposits (200 mW/m?).

But the most important physical property of rocks and the constituent fluids of oil
and gas deposits, namely thermal conductivity, is very useful in establishing the
tertiary oil recovery system and in determining the flow of fluids through rock pores.

That is why this property is determined in the laboratory, by analyzing the heat
transfer that passes through the rocks collected from the oil fields.

Thermal conductivity (k) is the property (ability) of rocks and continuous media
to transmit, to a greater or lesser degree, thermal energy (relation 1) [11].

k= e [w/m °C] (1)

CEANGEE:

In Eq. (1), Q is the amount of heat that passes through rock with cross section s, in
a time 7, and with a length /.

Factors influencing rock conductivity to take into account the structural-textural
peculiarities of rocks (composition, size and orientation of rock granules, porosity,
and fluid content), the temperature measured at the faces of the analyzed rocks (z,,
t1), and the pressure to which the structure is subjected: geological analysis [12].

The conductivity of the rocks decreases as the size of the rock granules decreases
because the number of contacts between the granules and the heat flux increases in
the flow of fluids through the rock pores.

Also, the orientation of the rock granules influences their thermal conductivity,
schistosity, stratification, and fracturing, reducing their values.

The thermal conductivity of dry porous rocks is lower than that of compact rocks
(air with a thermal conductivity value of 0.55 mcal/cm°C s).

At the same time, the flow of fluids or the fluid content of rocks changes the value
of thermal conductivity, and rocks with water have higher conductivity than those
containing oil or natural gas.
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The pressure in the geological layers not influences the values of thermal conductivity.

But the increase of the pressure increasing the conductivity due to the friction of
the rock particles.

The increase in temperature leads to a decrease in conductivity due to the increase
in the interaction speed of the particles of the crystal lattice.

The determination of the thermal conductivity of the rocks is necessary for the
evaluation of the thermal flow of the deposit and especially for the choice of the most
useful technology in increasing the recovery factor of crude oil and petroleum gases.

2. Measurement of rocks conductivity

The method of determining the thermal conductivity of rocks and constituent fluids
is to measure the amount of heat that passes through a system consisting of two discs of
known rocks (quartz) and which includes the rock disc under analysis (Figure 1).

The system is placed in a thermostatic bath, measuring the temperature difference
between the three discs.

After reaching the thermal equilibrium, the values Q;, Q;, and Q3 are almost equal
and the heat transfer relation becomes [13]:

2Q, = Q; + Q3 ()
As explained in relation 1, we obtain the value of thermal conductivity:

kg 1Sy + kg S

A
2425,

r

(3)

T=const.
Disc cooper

Disc quartz
Q1 51,7

Disc cooper

Disc rocks

Q2 52,22

Disc cooper

Disc quartz
Qs, Ss,23

Disc cooper
Ti=const.

Figure 1.
Thermal conductivity measurement system (split bar method) [1, 9, 13].
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where k, is the thermal conductivity of the rock sample with cross section S, and
thickness z5, k, is the thermal conductivity of quartz discs with cross section S;, S3and
thickness z4, zs.

The thermal conductivity of crystalline quartz can be determined by the relation
[10, 12-14]:

1
= 4
ky 60,7 + 0,242t )
Figure 2 shows a device for determining the thermal conductivity by the plate
method, with a single rock sample.
The mathematical model for determining the thermal conductivity of rocks in the
exploitation areas of oil and gas deposits starts from the equation:

_ At + At3 Z S
fr = kq< 2At, ) (z 52) )

where k, is the thermal conductivity of the rock sample with cross section S, and
thickness 25, and k, is the thermal conductivity of quartz discs with cross section S;, S
and thickness z4, z.

[l =
=4 — - =

Figure 2.
Device for determining the thermal conductivity by the plate method, with a single specimen [9, 13, 14].
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For ease of determinations, identical quartz dikes were made, and then:

S;=8;=S (6)

Z1=23=2 @
Logarithming Eq. (5) we get:
logk, = logk, + log (At 4 At3) — log2 — log At; + logz; — logz + logs — logs; (8)

To reduce the thermal resistance to the contact between the crucible and the
analyzed rock, a thin layer of vaseline is used.

Another method for determining the thermal conductivity starts from the knowl-
edge of the mineralogical composition and porosity.

Thus, knowing that rocks from oil and gas deposits are characterized by a liquid
phase (the pore space saturation fluid) and a solid phase (the mineral skeleton), the
thermal conductivity of the analyzed rock depends on the thermal conductivity of the
two constituent phases.

If the two phases are oriented parallel to each other (a maximum thermal conduc-
tivity value is obtained), then:

kmax :pkf + (1 _p)km (9)

where &, is the maximum conductivity of the analyzed rock, p represents the
porosity of the rock, k tests the conductivity of the fluid phase, k,, represents the
conductivity of the matrix (mineral skeleton).

If the two phases are oriented in series (which gives a minimum value of the thermal
conductivity), we can write the equation of the conductivity of the deposit swarm, as:

r 1-p
— kf+ ™ (10)

For an average thermal conductivity value, the following relationship is used:

k=K ok, ? (11)

Logarithmizing Eq. (11), we can obtain a linear relationship between the effective
conductivity of the porous medium and the effective conductivity of the constituent
fluid, namely:

logk = p logks + (1 —p)logkx (12)

For rocks with low porosity and complex mineralogical composition, their con-
ductivity can be obtained based on the relations:

1 Vi V, Vi

=—+4+—4 .. +— (13)
kmin kl kZ kn
kmax =Vik1i +Voks+ ... + Vnkn (14)
where V1,V, ..., V,, are the volumes of the mineral fractions, 1, 2, ..., n, and

k1 sk2, ..., k,, are the thermal conductivity of minerals.
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3. Mathematical modeling

The equation that best describes thermal conductivity is given by the relationship:

ot ’t ot o
a _ ot ot 1
o’ (ax2 Tt 622> (15)

where x, y, and z are the heat dissipation directions, and ¢ is the heat flow temper-
ature, measured after time 7.

Sometimes it is used as a way of calculation, writing the thermal conductivity in
spherical coordinates:

gfa &+}§+lﬁ+()72t (16)
or  \orr roar r:oe* oz?
And from Eq. (16) it is written:
1 ot A
Vi=—-—=-" 1
a or k (17)

Given that in the stabilized regime % = 0, ecuatia 17 se Eq. (17) turns into Poisson’s
equation, namely:

A(x,y,2)

Vi=—
k

(18)

where A(x,y,2) is the amount of heat that dissipates in the analyzed rock volume,
and k represents the thermal conductivity of the rocks.

Oil drill Depth Rocks Geological Density Porosity Thermal conductivity
structures layers g/cm® cm (W/m K)
Valea Ratei 2334-2335 Clay Pontian 2,46 4,20 0,57
Valea Ratei 2530-2531 Hone Pontian 2,56 4,20 1,24
Valea Ratei 2802-2810 Hone Pontian 2,80 4,40 1,37
Cdlddrusanca  2608-2611 Hone Meotian 2,10 3,92 0,79
Cdlddrusanca  3356-3364  Sandstone marl ~ Meotian 2,28 4,05 0,42
Boldesti 2942-2943,5 Hone Helvetian 2,30 4,45 0,55
Boldesti 4177-4179 Marl Helvetian 2,52 4,20 1,27
Boldesti 4468-4469 Marl Helvetian 2,65 4,00 1,28
Izvoare 1216-1217 Clay Eocen 2,46 4,20 1,30
Izvoare 2243-2245 Hone Eocen 2,50 3,95 0,56
Izvoare 2841-2844 Hone Eocen 2,60 4,05 1,01
Moreni 884-887 Hone Helvetian 2,16 4,9 0,98
Moreni 1627-1630 Hone Helvetian 2,54 4,5 1,08
Moreni 1730-1740 Hone Helvetian 3,75 4 1,12
Table 1.

Analysis of the productive states of the studied deposits (0il and gas) (Moesic platform) [9, 13, 14].
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Rocks Thermal Density, Thermal Absolute Density Absolute
conductivity, value of conductivity error, determinations, error,
(determinatd) literatures value of thermal P> (kg/m3) density

2, (W/m’'C) [14] literature [14]  conductivity
s (kg/m3) k, (W/m’C)

clay 0,57 0,55 0,03508772 2,46 2,5 0,0162602

tiles 1,24 1,5 0,20,967,742 2,8 2,57 0,0821429

Sandy 0,42 0,66 0,57,142,857 2,28 11,455 0,4,975,877

marl

Table 3.

Differences between the thermal conductivity of rocks drilling and density (determined values and values in the
litevature).

The cores (rocks) collected from the oil deposits in the Moesic platform of Roma-
nia were subjected to a heat transfer by measuring the temperature variations on each
side of the rocks and crystals.

The density was achieved by weighing and measuring the volume, the determina-
tion error being 0.1% g/cm’.

The porosity was determined by drying the cores and filling them with helium
(according to Boyle-Marriote’s law pV = const.) in a controlled closed tank.

The data measured in the laboratory are shown in Tables 1 and 2.

In order to model the geothermal structure of the analyzed deposit, we created
numerical equations that best describe the variation of thermal conductivity
depending on the density and porosity of the constituent rocks.

The equation form is:

y:aX2+bx+c (19)

where a, b, and c are experimentally determined coefficients.
The absolute error of the determined values are compared to the values from the
specialized literature we determined with the relation (Table 3):

AE — Xmodels — Xinternational papers (20)

Xmodels

The error is a maximum of 0,5 in conductivity, in the case of shale clay, due to the
fact that it was not pure.

The density errors are large because the chosen cores were not pure, being impure
with other materials.

4, Conclusion

Research on the fluidity of oil and gas deposits also led to the understanding of the
role of thermal conductivity in studying the phenomena of hydrocarbon migration
and their formation.

Also, the use of thermal conductivity in determining the secondary (injection of
gases and hot water into the deposit) and tertiary (underground combustion, steam
injection into the deposit) recovery mode created the need for the experimental
determination of this property of the constituent rocks.
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Tikhomirov scientifically established based on the determination of the thermal
conductivity of the rocks constituting the oil and gas deposits that the calculation
relationship of this property (thermal conductivity) is [1, 14]:

kmt,T = 26,3180’6 p+0,6 Sa T—O,SS (21)

where &y ris the thermal conductivity of the rock saturated with the constituent
fluids, p is density (g/cmS), T is temperature of determination (°C).

The author estimates an error in the thermal conductivity determination of 16%.

Cermak also used a relationship to determine conductivity as a function of density
(for calcareous rocks) [1, 14]:

ks = 2,1501073p — 3,16 (22)
For carbonate rocks, the above relation can be written [1, 14]:
ke = 4,181073p — 7,97 (23)

In relations (22) and (23) the density is expressed in kg/m®.

But even these equations give errors of over 15%.

But our calculation method, namely the statistical determination of thermal con-
ductivity as a function of porosity and density, indicated a very small error (maxi-
mum 0.5%).

In this chapter, the conductivity of fluid-saturated rocks can also be determined.

As can be seen, the data in the literature are very close to the determined values.

Also in this book chapter, we managed to model the thermal conductivity
depending on the density and porosity of the rocks.

The equations that best describe this behavior are polynomial, the values of the
coefficients being a function of the porosity and density of the rocks.
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Chapter 13

Simulation Study of Microwave
Heating of Hematite and Coal
Mixture

Prasenjit Singha, Sunil Yadav, Soumya Ranjan Mohanty,
Abhishek Tiwari and Ajay Kumar Shukla

Abstract

Temperature distribution in hematite ore mixed with 7.5% coal was predicted by
solving a 1-D heat conduction equation using an implicit finite difference approach. In
this work, a square slab of 20 cm x 20 cm was considered, which assumed the coal to
be uniformly mixed with hematite ore. MATLAB 2018a software was used to solve the
equations. Heat transfer effects in this one dimensional slab having convective and
radiative boundary conditions are also considered in this study. Temperature distri-
bution is obtained inside the hematite slab by considering microwave heating time,
thermal conductivity, heat capacity, carbon percentage, sample dimensions, and
many other factors, such as penetration depth, permittivity, and permeability of coal
and hematite ore mixtures. The resulting temperature profile used as a guiding tool for
optimizing the microwave-assisted carbothermal reduction process of hematite slab
which was extended to other dimensions as well, viz., 1lcmx1cm, 5cm x5¢cm, 10 cm
x 10 cm, and 20 cm x 20 cm. The model predictions are in good agreement with
experimental results.

Keywords: Hematite ore, coal, microwave processing, heat transfer, implicit method,
temperature distribution

1. Introduction

Current iron and steel-making industries are experiencing challenges, such as low-
grade ore (<35% iron), poor sintering performance, and CO, gas emissions.
FASTMET, ITmk3, and Hi-QIP processes can be adopted to increase the iron concen-
tration of low-grade ores. For such processes, a mixture of powdery iron ore and
carbonaceous material is used as raw materials, whereas the conductive heat flow
from the surface to the interior of materials is the rate-controlling step, resulting in
decreased productivity. The demand for microwave heating is escalating day by day in
iron-making industries owing to its faster heating rate, volumetric heat generation for
specific materials, energy savings, and less processing time [1-7]. Hematite can be
converted to magnetite for iron ore beneficiation purposes. It can be achieved by
heating the hematite. There are two ways of heating: one, conventional heating, and
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second, microwave heating. In any conventional heating processes, along with hema-
tite, other impurity oxides will be heated, which is not beneficial. This unnecessary
heating can be bypassed by adopting microwave heating. In microwave heating, high
efficiency in heating can be achieved because not all impurity oxides are heated, such
as SiO; and AL,O3 [8]. Hayashi et al. [7] experimentally generated temperature versus
time profile and predicted the effect of graphite content on the temperature charac-
teristic of a mixture of hematite and graphite powders. Standish and Huang [9]
investigated the reduction behaviors of hematite fines by mixing carbon and
suggested microwave reduction in a non-isothermal process, and the temperature had
a significant impact on the reduction of hematite fines. Agrawal and Dhawan [10]
evaluated the reduction behavior of low iron hematite ore containing coke and char-
coal and reported coke to be a better reductant than charcoal. Mishra and Roy [11]
introduced carbon content that had an important effect on the reduction efficiency of
the iron ore—coal composite pellet. They [11] obtained a 70% degree of reduction at
1250°C for 20 minutes when the C to Fe,O3 molar ratio is three. Zhulin et al. [12]
presented the effect of carbon content on the reduction efficiency of iron ore—coal
composite pellets at 1200°C for 15 minutes and predicted that higher carbon-
containing pellets reduced faster than lower carbon containing pellets. Mourao et al.
[13] have demonstrated the reduction rate and maximum temperature of process
depending upon the fraction of carbonaceous material. The authors found that if the
fraction of carbonaceous material increases in the mixture of hematite ore and carbo-
naceous material, the maximum temperature increases in the process, which increases
the reduction reaction rate of hematite ore. Mishra et al. [14] developed a thermal
profile considering powder size, emissivity, and susceptibility using microwave
heating, and reported that the model predictions were in good agreement with exper-
imental results. The previous studies [7-14] experimentally demonstrated coke or coal
to have a significant effect on temperature and reduction rate of hematite ore. How-
ever, their work lacks temperature distribution during the process. Shukla et al. [15]
simulated temperature distribution in 2D cylinders of varying radii and physical
properties using an explicit infinite method and found that the efficacy of tempera-
ture distribution in cylinders depends on the sample size and its thermal conductivity.
They considered constant thermal conductivity and heat capacity throughout the
process. Peng et al. [16] have demonstrated the heat transfer numerically during
microwave heating of magnetite 1D slab. They solved the heat equation using an
explicit infinite method based on fewer dimensions. Peng et al. [17] predicted the
dielectric and magnetic behavior of the nonstoichiometric ferrous oxide at 823 K and
1373 K, respectively, and evaluated the temperature dependence of the microwave
absorption capability of the ferrous oxide by considering the phase transformation
during heating. Leo et al. [18] have shown effective permittivity of soils using
Lichtenecker’s mixing model. Although microwaves have superiority in materials
heating, a major drawback known as nonuniform temperature distribution inside
materials has also been observed [5, 6]. To address this problem, accurate temperature
determination inside the materials under microwave irradiation is necessary. For last
30 years, microwave heating has been utilized extensively in the food processing
industry. Most of those works considered heat diffusion and/or convection to predict
the temperature distribution in the material.

Although a lot of work has been done on microwave heating, the present study
investigates the heat transfer process in microwave heating to predict the temperature
distribution inside a 1D hematite slab using an implicit finite-difference approach by
considering heat diffusion convection and radiation effects. The objective of the
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current study is to design and produce a well-defined heating profile in a 1D
rectangular slab of hematite ore using microwave heating routes. The resulting tem-
perature profile can be used as a guiding tool to optimize the carbothermal reduction
process of hematite in industry, where we studied on large slab (20 cm x 20 cm) as
well as laboratory approach small slab (1 cm x 1 cm).

2. Mathematical formulation

The microwave heating process is modeled using a 1D heat transfer equation given
below.

oT 1 ok oT k 6T* P(x)
—=— — —+— —+—= 1)
o pcy, 0x Ox  pcy Ox PCp

P(x) = g—i x (exp (X —x)/Dp) 2)

1/2 —1

Ao -1 3)

D, (depth of penetration) = ————— %

257y (2% )

Eq. (1) was discretized to study the heat distribution in each node with respect to
time. The slab was discretized into 50 x 50 nodes using the equations given below.

aT B 'IYVL+1 _ ’I";‘l:rll

i1 4
ox 20x )
1 n+1
% _ k:l:l B kij—l (S)
ox 26k
5T2 o T:"Lill -2 ’T:hLl + T?jll (6)

g N Sx?

The schematic representation of a square slab with node points is shown in
Figure 1. Here, i represents the horizontal domain, and i+1 and i—1 represent forward
and backward nodes, respectively. Where i, varying from 1 to M, i = 1 represents the
left boundary, and i = M represents the right boundary. The time-domain [0, t] was
divided into n segments, each of duration &t = t/n.

The implicit finite difference approximation method was used in this study, where
the governing equations were discretized (Figure 1) into different domains in the
form of node points.

Model assumptions are as follows:

1.Heat source is uniformly distributed.
2.No change in properties after mixing ore and coal

3. Ash and volatile matter does not affect the loss factor and dielectric constant of
the mixture (Figure 2)
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Figure 1.
Schematic representation of a square slab with node points i representing the horizontal domain, and i+1 and i—1
represent forward and backward nodes, respectively.

2.1 Modeling and Process Parameter

Figure 2.
Schematic representation of a square slab where P, is microwave power flux (MW/m?) and 2X is the length of the
slab.

2.2 Simulation parameter calculation process

Proximate analyses and ultimate analyses of coal were taken from Ref. [19].
Now, the amount of carbon monoxide required to convert hematite to magnetite was
estimated by using equations given below (Tables 1 and 2) [21].

2C+0,=2CO 7)

AG{ = —111700 — 87.65T (8)

3 Fe;03 + CO = 2 Fe304 + CO, 9)
AG}’ = —44300 — 39.89T (10)

The fraction of coal needed is estimated using proximate and ultimate analyses,
and we found that 7.5% of coal is required. Iron ore and coal powder were mixed
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Parameter Value (Wt. % dry basis)
Ash 9.89
Volatile 30.25
Fixed Carbon 59.86
Sulfur 1.03
*Value calculated based on the data reported in Ref. [20].

Table 1.

Proximate analyses of the coal sample.”
Parameter Value (Wt.%, dry, Ash free)
Carbon 82.71
Hydrogen 5.39
Nitrogen 1.57
Sulfur 1.49
Oxygen 8.73

*Value calculated based on the data reported in Ref. [20].

Table 2.
Ultimate analyses of the coal sample.”

properly according to a stoichiometric calculation for the reduction of hematite into a
desirable amount of magnetite.
Initial and final boundary conditions are given below:

t=0,T =Ty 0<x<X (11)
T
x:O,—ka—:O,t>0 (12)
ox
aT 4 o4
x=X,~k - =h(T—T.) + &0 (T*-T.") (13)

3. Results and discussion

The heating profile characteristic of hematite ore mixed with coal was modeled
using simulation parameters of Table 3. Variations of thermal conductivity, heat
capacity and thermal diffusivity as a function of temperature are shown in Figure 3.

3.1 Temperature estimation

When solving the 1D heat equation, convection and radiation conditions were also
considered. It is observed that there is an increase in temperature till 100 s, and
beyond this time, the increase in temperature is negligible. The temperature of the
slab at the center (x = 0 m) is considered to be 30°C. After heating for 100 s, it gave an
indication that the thermal runaway may occur during the microwave heating.
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Parameter name Value Unit
K 44072 -32°(107% T W/m/K
3866 kg/m?

. 10 W/m?°C
e 0.96 None
To 25 °C
Te 25 °C

o 211.122 — 0.10993*T — 0.0003*T? — 0.000001*T> J/kg/K
o k/ (p*Cp) m?/s

P

D, (at 915Hz) 0.4474 —0.034 x 10T +2x 10T = 1x107*T° =6 x 107 *T*+9  mm
x 1073 *T% — 4 x 10716 *T®

*Value calculated based on the data reported in Refs. [19, 22]
**Value calculated based on the data reported in Ref. [16].

****Value calculated based on the data reported in Ref. [19, 22].
***Value calculated based on the data reported in Ref. [16].
*****Value calculated based on the data reported in Ref. [19, 22-24].

Table 3.
Thermophysical properties and modeling parameters were used in the simulation, and k, p, Cp, and D,
calculation processes are shown in Appendices.
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Figure 3.

Temperature dependence on thermal conductivity, heat capacity, and thermal diffusivity.
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Figure 4.
Temperature distribution in a 20 cm x 20 cm slab for different heating periods, viz., 15, 30's, 605, 1005, 2005,
300 s, and 400 s, vespectively, at a constant power.

Temperature profiles for different heating time periods 1s, 30 s, 60 s, 100 s, 200 s,
300 s, and 400 s (at 915 MHz and 1 MW) are shown in Figure 4. The highest
temperatures inside the object are around 33°C, 220°C, 415°C, 719°C, 912°C, 1016°C,
and 1042°C for 1,10, 30s, 605,100 s, 200 s, 300 s, and 400 s respectively. Within
the first 100 s of heating, the temperature in the 1D slab increases rapidly from 25 to
912°C. The reason for this rapid increase is due to the increase in thermal energy
supplied by microwave radiation [8]. From 100 s to 400 s, the temperature increases
from 912 to 1042°C. This increase is slower as compared to heating from 0 s to 100 s. It
is mainly attributed to the initial heating (0-100 s). The thermal contribution from
microwave heat generation dominates the temperature rise in the sample due to the
weak thermal radiation effect and the relatively low temperature of the object. As the
heating continues, the temperature of the object increases, which leads to a high
radiation effect. At higher temperatures, thermal conductivity reduces, and heat
capacit;z increases. The heat diffusivity is found in Figure 3c to be in the order of 4 x
107° m* /s and decreases with increasing temperature. Heat capacity is found in
Figure 3b to be 200 J/kg/K and increases with increasing temperature.

3.2 Temperature distribution across length for different powers of microwave

The 1D heat equation was solved by considering different values of power flux.
Convection and radiation conditions were also considered. It was observed that there
was an increase in temperature till a power flux of 2.5 MW/m?, and beyond this power
flux, the increase in temperature was negligible. Temperature profiles are plotted for a
1D slab with dimensions 0.20 m x 0.20 m. In this slab, different microwave powers
(Po) of 0.5, 1.5, 2.5, and 3.5 MW/m? were considered as shown in Figure 5. The
temperature of the object increases with increasing microwave power. The highest
temperatures attained in microwave heating for 60 s using different microwave pow-
ers of 0.5 MW/m?, 1.5 MW/m?, 2.5 MW/m®, and 3.5 MW/m? are 370°C, 723.6°C,
1062°C, and 1112°C, respectively. Similarly, for times of 1's, 120 s, and 180 s, temper-
atures attained are shown in Table 4. It is clear that if the source power increases, the
microwave heating rate increases rapidly within 60 s. However, after 60 s, the tem-
perature does not increase rapidly, even for higher microwave powers because of
radiation and convection losses at high temperatures. It demonstrates that an appro-
priate power applied in microwave heating is influential in obtaining a high heating

217



Numerical Simulation — Advanced Techniques for Science and Engineering

e —0.5 2.5
&2 1000 —-1.5—3.5!

O

2

g 500/

oy

=

Q

!_l _‘/

0
0 0.1 0.2

Length (m)

Figure 5.
Temperature distribution in a 20 cm X 20 cm slab by varying power flux, viz., 0.5 MW/m?, 1.5 MW/m?, 2.5
MW/m?, and 3.5 MW/m?, respectively, at a constant time of 50 s.

S.no. Power flux (MW/m?) Time (s) Temperature (°C)
1 0.5 1, 60, 120, 180 27.8,210.34, 441.63, 706.38
2 1.5 1, 60, 120, 180 30.58, 410.65, 757.98, 807.6
3 25 1, 60, 120, 180 39.67, 796, 850.4, 1025.6
4 3.5 1, 60, 120, 180 44.33,1063.3, 1110.2, 1162.3
Table 4.

Temperature distribution at various times and various power flux.

rate in a short time. On account of more radiation and convection heat losses to the
environment at high temperatures, the peak migrates inward to keep heat balance
between the object and surroundings.

3.3 Object Dimensions

Volumetric heating also depends on the object dimensions; it is shown in Figure 6.
Temperature distribution in the slab with different dimensions of 0.01 m x 0.01 m,
0.05m x 0.05m, and 0.1 m x 0.1 m, respectively, were observed. More homogeneous
temperature is achieved in samples of lesser dimensions than in larger dimensions.
The highest temperature peak is obtained in a very short duration, which is an
indication that more homogeneity was also observed. The temperature at the slab
center increases from 25 to 84°C as the dimension decreases from 0.15 to 0.01 m. This
indicates an optimal dimension of the material is required to obtain the minimum
temperature nonuniformity and high heating performance. Here the highest temper-
ature peaks for sample dimensions 0.01 m x 0.01 m, 0.05m x 0.05m, and 0.1 m x
0.1 m are 1000°C, 912°C, and 850°C, respectively.

3.4 Temperature distribution across length for different coal percentages

Microwave heating depends upon coal percentage in samples, as shown in Figure 7.
The maximum peak temperatures of the slab for different coal percentages of 6.5%,
7.5%, and 8.5% are 736°C, 743°C, and 753°C, respectively. Coal, a carbonaceous
material, absorbs microwave energy, resulting in an increase in temperature.
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Temperature distribution in the hematite slab of dimensions, 0.01 m x 0.01 m (a), 0.05 m x 0.05 m (b), and
0.1 m x 0.1 m (c) for a constant heating period of 60 s and power of 1 MW/m>.
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Figure 7.
Temperature distribution in the hematite slab of dimensions, 0.15 m x 0.15 m and coal percentage (a), 6.5
(b), 7.5, and (c) 8.5 for a constant heating period of 180 s and power of 1 MW/m?.

Xu et al. [24] reported that coal could enhance permeability, loss factor, and dielectric
constant of mixture samples and ensure the optimal heating effect. D;, (depth of

penetration) of microwave heating is directly proportional to |/£-, The loss tangent is

1/2
defined as tand = ;—,’, The attenuation constant, a = 2 [% ( 1+ (tand)* — 1)]

represents the rate of absorption of the wave into the sample. Finally, the output of
penetration depth is achieved by D,, = 5, so the depth of penetration is inversely related
to the attenuation. So, it means that coal increases the loss factor and the dielectric
constant of the samples increases. For that, penetration depth of the samples, will be
enhanced which also respond to temperature increases. The temperature peak

(Figure 7) is seen at similar locations in all three samples because the D,, expression
accounts for the loss factor and permeability also. During microwave heating, for lean
iron ore (Fe — 58%, Si — 42%, NMDC, Hyderabad) beneficial (Fe,O3 to Fe;0,)
purposes, coal percentage should be limited (7.5%) when coal composition is as per
Table 2. Otherwise, the temperature will increase, and a non-magnetic phase (FeO)
will be produced. Because above 800°C temperature, formation of FeO and Fe is
dominant due to the high rate of carbon gasification. Therefore, more than 7.5%
carbon is not a desirable carbon percentage for the reduction study in the microwave
furnace for such type of lean iron ores
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Variations of temperature with blowing time-varying carbon 6.5%, 7.5%, and 8.5%, respectively.

3.5 Verification with experimental results

Temperature variations of the samples for 6.5, 7.5, and 8.5 coal is shown in
Figure 8. Our model predictions are consistent with experimental results, which
found temperature increases from 791°C to 821°C when coal content in the samples
increases from 6.5% to 8.5%.

3.6 Sample preparation

Received iron ore is pulverized in a ball mill for 30 min with 10 mm diameter steel
balls. The milled powder is further sieved to below 100 pm (-100 mesh size). The
composition of iron ore samples is (65 % Fe,03 and 35% SiO,). The proximate analysis
result of coal is given below in Table 1. 100 grams of iron ore and the stoichiometric
amount of reducing agent like 7.5 gram coal are entirely mixed. Then, using this
mixture, pellets are made with dimensions of 15 mm x 15 mm by pressing the
machine (5 T pressing m/c, VB Ceramic). The pressing condition is 2-ton load and
dwells time, 2 min. Each pellet weighs about 6 gms. Three samples were made by
changing carbon percentages to 6.5, 7.5, and 8.5.

3.7 Microwave treatment

A power (1 MW) and 2.45 GHz hybrid microwave oven (VB Ceramic, Chennai,
India) was used for microwave heating. Samples were placed in the oven in a micro-
wave in an alumina crucible. The crucible was located in the central position of the
microwave chamber to minimize the effect of the field pattern variations in the oven.
Then heating is performed at 800°C for 3 minutes.

4. Conclusions

In this study, microwave heating effects were discussed in detail, which can be
very useful in verifying the microwave-assisted carbothermal reduction process of
hematite slab in iron-making plants. Even though the findings are valuable in opti-
mizing microwave heating parameters for reduction, further verification is needed
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before implementing them in plants. Numerical simulations of heat transfer in one-
dimensional hematite 20 cm x 20 cm slab under microwave irradiation by considering
conduction, convection, and radiation effect, concludes the following
1. The temperature distribution inside the object is nonuniform.
2.The temperature in the object increases rapidly from 0 s to 100 s due to the quick
transfer of thermal energy to the object by microwave irradiation. However,
after 100 s of heating, the temperature does not increase rapidly due to higher

thermal radiation and convection losses.

3. A pre-determined microwave power source is required to attain the highest
temperature of the hematite slab within 100 s.

4.Highest peak temperature of the slab increased from 736°C to 753°C using model
prediction and 791°C to 821°C using experiments respectively due to increased
coal percentage from 6.5% to 8.5%.
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Nomenclatures

Py Microwave power flux (MW/ m?)
T Temperature (°C)

P Density (l<g/m3)

Cp Specific heat (J/kg-K)

k Thermal conductivity (W/m-K)
D, Depth of penetration (m)

t time (s)

To Initial temperature (°C)

Teo Environmental temperature (°C)
h Heat transfer coefficient (W/m?K)
€ Emissivity (W/m?)

Stefan-Boltzmann constant (W-m 2K %)
My The real part of permeability (-)
My The complex part of permeability (-)
X Half-length of slab (m)

€’ The real part of permittivity

€/  The complex part of permittivity (-)
4 dielectric constant (-)

g’ loss factor (-)
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A. Appendices

Density, permittivity, and permeability, specific heat calculation process after
mixing
M,
Mg My

Pa Py
M; = total mass of mixture
M, = mass of component a
p, = density of component a
My, = mass of component b
pp = density of component b
In€ = Viron 8iron + Vcoal 1necoal
Viron = Volume fraction of iron ore
Vcoal = Volume fraction of coal
In€’ = Viron 8/iron + Vioal lng,coal
In€” = Viron 8”iron + Vcoal lng”coa\l
Viron = volume fraction of iron ore
Veoal = volume fraction of coal

1 — Ma Mb
C,, of mixture = M Cp, + Mo Gy,

M, = mass of component a

M, = mass of component b

M,ix = total mass of components a and b
Cp, = Specific heat of component a

Cp, = Specific heat of component b

The density of mixture =
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Chapter 14

Perspective Chapter:
Computational Modeling for
Predicting the Optical Distortions
through the Hypersonic Flow Fields

Tao Wang

Abstract

Optical aberrations caused by supersonic/hypersonic flow files can lower the
guidance accuracy of high-speed flying interceptors with onboard infrared guider. This
chapter mainly summarizes the related research achievements on these issues based on
the past works. First, the current developments on this important topic are discussed
comprehensively. And secondly, the basic theories for predicting the aero-optical
distortions used in this chapter, that is the computational flow field dynamics and its
characteristics used for establishing the relationships with the flow fields and the
optical light, are carefully provided. And then the density field of the flow field
acquired from the large-eddy simulation (LES) can be transformed into the refractive
index field in terms of the Gladstone-Dale relation. Recursive ray tracing method of
optical propagation through the flow of fluids is given out. In the following, the chapter
discusses the information optical modeling approach for the solutions to this issue. In
the flow fields, every CFD grid is thought of as a uniform and isotropic cell. This
chapter utilized the angular spectrum propagation theory for considering the optical
waves propagating cell by cell. The suggested method can give out the optical trans-
formation function (OTF), which can be directly used for modeling the aero-optical
image. In the end, this chapter concludes the research works and points out the future
development and potential applications of these presented research works.

Keywords: aero-optical effects, hypersonic flow fields, computational model, ray
tracing, angular spectrum

1. Introduction

The interceptor mounted with inferred detector moves at speed of the supersonic,
and an aerodynamic window will be formed at the face of the detector. Supersonic
flows produce time- and position-dependent density fields, which directly lead to
changes in optical properties dominated by the refractive index. When light passes
through a field of varying refractive index, the initial optical path changes, causing
distortions and phase errors in the light. This causes optical distortions such as blur-
ring, shifting, jitter, loss of brightness, and loss of resolution. These image distortions
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are often referred to as the aero-optical effect (AOE). The aberration will affect the
image quality of the aeronautical optical sensor, seriously affect the guidance accu-
racy, and even cause the interceptor to fail. The study of the principle of aero-optical
effects and the measurement of aero-optical aberrations are of great importance for
the endo-atmospheric aircraft. Consequently, it is necessary to study the influence of
the supersonic flow fields on optical propagation and imaging in order to acquire
higher guidance accuracy. The research on the aero-optical transmission not only has
theoretical merit, but also has important merits in the instruction of the optical system
design and restoration of the turbulence-degraded images.

Unlike atmospheric optics, aero-optics is near-field optics [1], which includes
turbulent boundary layers, wake layers, and shear layers. Sutton [2] carried out
detailed studies of the fundamentals and applications of aero-optics. Aero-optics is a
phenomenon of fluid-optic interactions. The refractive index of air and many other
fluids is linearly related to the fluid’s density through the Gladstone-Dale relationship.
In general, supersonic flows are turbulent. Density fluctuations are the root cause of
optical aberrations. Liepmann first studied the aero-optical effects on turbulence in
1952 [3]. After this, methods for simulating and measuring aero-optical effects have
been widely developed, and research in aero-optics has a history of almost 60 years.
However, there are many difficult problems in numerical modeling of aero-optical
images based on computational simulation of flow fields and optic transmission,
which can be used to adjust imaging sensors’ measurement, predict potential distor-
tion, and improve guidance accuracy. It is worth our attention that this effectively
reduces experimental costs and helps guide wavefront sensor design in the field of
adaptive optics. There is still a difficult problem in aero-optical research, and a lot of
researchers around the world have fared better in such field.

In the 1990s, researchers improved dynamic measurement and analysis of aero-
optical interactions to obtain wavefront phase variance, Strehl ratio, and optical
transmission function (OTF) to compensate for images degraded by turbulence.
Shack-Hartmann wavefront sensors [4] have been used to measure wavefront distor-
tion for many years. The sensor frequency has recently reached 1Mz [5, 6], almost
meeting the requirements of dynamic wavefront phase measurement. Jumper [4]
provided a brief perspective on traditional approaches to measure and quantify aerial-
optical interactions. Meanwhile, the theory of numerical analysis from aero-optics is
integrated into the CFD codes. Sutton [3, 7-9] pointed out that the procedure of aero-
optic, and he devoted efforts to aero-optical performance predictions and analyzed
the effect of nonuniform turbulence on the point-spread function (PSF) for imaging
through turbulent flow fields. Clark and Farris [10] employed CFD codes and wave
optics to provide a numerical method for calculating the aero-optical performance of a
hypersonic flow field. Lockheed Martin Aeronautics has published a CFD-based aero-
optical analysis of unstable aerodynamic flow fields [11, 12] that has been successfully
applied to programs such as ARROW, THAAD, and ENDO LEAP. Catrakis et al. [13]
studied aero-optical interactions along the propagation path in shear layers of turbu-
lent compressible separation through direct imaging experiments of refractive-index
fields, and the amount and RMS values of the differences in the optical path of
interaction, that are a function of the distance traveled in the direction of the beam
and a function of the laser aperture size. Roberto et al. [14] described an experimental
imaging technique in which the refractive index field and the propagation optical
wavefront can be measured simultaneously and based on the results of quantitative
image analysis of the refractive index field and the calculated optical wavefront.
Frumbker et al. [15] proposed a general method to calculate the average MTF flux for a
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supersonic flying spherical dome using Code V and FLUENT. Monteiro and Jarem
[16] studied the mutual interference function in the theory of strong fluctuations
when light passes through a nonuniform layer of optical turbulence of gas, and
deduced the point scattering function, optical transfer function, and related imaging
equations. Michael [17] solved the Laplacian and Runge-Kutta integral parabolic beam
equations along the beam path in aero-optics using higher-order compressed differ-
entials. Zhang and Fan [18] and Wang et al. [19-21] used a grid-based model to study
aero-thermal optical effect and aerodynamic optical effect near side-mounted optical
windows. Juan and David et al. [22] performed a 1:1 scale validation study of a
computational fluid dynamics-based aero-optics model in a wind tunnel experiment
and found that the overall performance of the CFD-based predictive model was
better. These studies facilitated the study of aero-optics. Numerical simulation of
aero-optics propagation and imaging is an important topic in the experimental study
of aero-optics physics in the wind conditioning process, and the two are considered
complementary to each other.

This chapter makes use of the CFD grid model respectively with geometrical optics
and information optics in order to describe a computation model of the light propa-
gation through the supersonic flow field. The CFD grid model is thought of as the
foundation of the computational simulation. The first method is based on geometrical
optical so as to build up a ray tracing model for optic transmission through the
supersonic flow fields. By tracking the ray path in the turbulent flow field, the
wavefront aberrations can be calculated and the aero-optical performances were
predicted. The algorithms in the cases of the normal incidence and the oblique inci-
dence are worked out, and accurate ray tracing is done well. Provided data from CFD
numerical simulations on certain conditions, the optical path differences (OPDs),
wavefront phase variances, and the Strehl ratios used for measuring the effect of the
high-speed flow fields on the optical intensity are calculated. In addition, the maxi-
mum offset angles of the line of sight (LOS) are figured out. The influences of the
initial incident angle, the altitude, and the Mach number on the optical transmission
through the high-speed flow fields are discussed. The results show the coincident with
the prior knowledge on the characteristics of aero-optical phenomena. The second
method integrates the CFD grid model with angular spectrum propagation model so as
to study the aero-optical imaging through the supersonic flow fields directly. In this
point of view, the aero-optical propagation is viewed as the optic angular spectrum of
plane wave transmitting grid by grid, and the total optical transfer function of such
flow fields can be derived and further digital image processing method is utilized to
simulate the aero-optical imaging through supersonic flow fields. Finally, theoretical
studies of the side-mounted IR window aero-optical imaging are made and figure out
a way to model the imaging through the hypersonic flow fields.

Three kinds of computational simulation methods of aero-optics have been devel-
oped: One is to use the ray tracing method, which uses the wave delay phenomenon to
measure the change in the direction of the light, but it cannot give the light deviation
or the blurring of the uncertain image. One is physical optics, which predicts diffrac-
tion caused by interference between light waves; the other is wave optics, which
calculates the transmission between wavefronts along the optical path and calculates
the complex amplitude distribution on each wavefront. Aero-optics itself studies the
interaction of light and fluids, and the application of optics theory is associated with
numerical simulation methods of fluids. The density and other related data are
obtained through the CFD method to simulate the flow field, and the refractive index
field is calculated. Combining geometric optics theory and wave optics to
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quantitatively study the occurrence of light wavefront through the flow field has
always been the focus of aero-optics computational simulation research. The
wavefront can accurately compensate for the imaging. In adaptive optics applications,
such as the Shack-Hartmann wavefront sensor, the wavefront is directly measured
and used to reconstruct the wavefront. The geometry of the turbulent degraded light
wavefront accurate prediction of the structure is crucial for inferring and controlling
the aero-optical phenomena existing in aerospace applications and assisting in the
design of optical systems.

The arrangement of this chapter is described as follows. The first section is the
introduction to research on the computational study of aero-optical transmission
through supersonic flow fields. In Section 2, the computational fluid dynamics model
is analyzed and the Gladstone-Dale relationship used for transforming the density
fields into the refractive index fields is figured out. Then, the method based on
geometrical optics used for modeling aero-optical transmission is illustrated in detail
in Section 3. The corresponding computational results are also given out in Section 3.
In Section 4, the method using the angular spectrum propagation model for studying
the aero-optical imaging is shown and the simulation results are presented. In the end,
the conclusions are described.

2. CFD analysis and Gladstone-Dale relationship
2.1 CFD analysis

A simple flat was used to represent the side-mounted infrared window and CFD
grids were constructed to evaluate the CFD/aero-optical analysis method. Solving the
dominant flow equations in these CFD meshes is a method for numerically simulating
flow fields. The grid is more uniform and rectangular without losing generality.
Nonuniform grids used for physical planes must be converted to uniform meshes. If
the grid resolutions are good, it can be assumed that the gaseous medium within a
single grid is homogeneous and isotropic. Otherwise, the CFD data must be interpo-
lated to increase resolution and obtain approximate streaming data. Ali Mani et al. [23]
and Haris et al. [24] have respectively discussed resolution requirement of aero-
optical simulation from the theoretical and experimental point of view.

In this chapter, the grids generated from CFD are uniform and hexahedral, the size
of which is equal to 1 mm. This chapter considers each CFD hexahedral grid as an
index cell with a uniform refractive index, respectively. Each grid is considered as
a thin plate glass here. Consequently, the flow field model has cell configuration.
Figure 1 describes the optical transmission through the flow fields. The supersonic
flow field data used in this chapter are calculated through large-eddy simulation
(LES). Figures 2 and 3 show samples of the computed density fields. Generally,
supersonic flow fields should be completely viewed as turbulent flows. It is known
that turbulence shows violent inhomogeneity and anisotropy with time and space
changes. And turbulence can be theoretically seen as the flow fields consisting of mean
flows and fluctuations. The blur and centroid shift of image degraded by aero-optical
effects can be brought about by the mean flows.

The accurate modeling of high temperature, high pressure, and high-speed com-
plex flow fields considering turbulence has always been a scientific problem in fluid
mechanics, and until now, there are still some basic problems that have not been
solved. This chapter does not involve the mechanism research of fluid mechanics, nor
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Figure 1.
The relationship between the CFD calculation mesh and the optical transmission.

L]

0031 3934
0 Daascs
00273822
00256737
00237651
00218965
0019518

00130354
00161309
00142223
Q023137
0 Di0&ns2

Figure 2.
A sample of the density distributions along the X direction.
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Figure 3.
A sample of the density distributions along the Y direction.

does it pursue the innovation of flow field modeling and solution methods. Instead, it
adopts the most mature and reliable calculation model provided by fluid mechanics
and widely accepted in the industry to obtain the flow field data that can be used for
this chapter to calculate the imaging migration, and then explore the internal rela-
tionship between the related physical quantities such as height, line of sight angle,
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Figure 4.
The reference frame.

optical propagation path in the flow field, and the negative value of imaging migra-
tion. There are scientific problems behind the application, such as the internal reasons
why the variation law of imaging migration is disturbed at different heights. Although
the Navier-Stokes (N-S) equation can be used to describe turbulence, the nonlinearity
of the N-S equation makes it extremely difficult to accurately describe all the details
related to three-dimensional time with analytical methods. Even if these details can be
really obtained, it is not of great significance for solving practical problems. From the
point of view of engineering applications, it is important that the change in the
average flow field caused by turbulence is the overall effect. In engineering calcula-
tion, geometric optics is used to calculate the imaging offset caused by the aero-optical
effect, which is exactly the result of the action of the average flow field.

Large eddy simulation divides turbulence into large-scale turbulence and small-
scale turbulence. By solving the three-dimensional modified N-S equation, the motion
characteristics of large eddies are obtained, and the above model is also used for small
eddies. Large eddy simulation has unparalleled advantages in the following aspects: (1)
prediction of transition from laminar flow to turbulence; (2) prediction of unsteady
turbulence; and (3) prediction of high-speed turbulence. However, it must be empha-
sized that the application of LES in industrial fluid simulation is still in its infancy.

The reference frame between the computational meshes and the incident rays is
shown in Figure 4. The computational mesh has 64 x 64 x 80 grid points, ranging
from 69 to 132 in the X direction, from —31 to 32 in the Y direction, and from 0 to 79
in the Z direction.

2.2 Gladstone-Dale relationship

The Lorentz-Lorenz formula provides the bridge of linking Maxwell’s electromag-
netic theory with the micro-substances. The relationship between the flow field den-
sity p and the refractive index z is modeled by [25]

n—1\1 2
—— | —-==Kgp. 1
(n2+2)p 3P @

where K¢p is the Gladstone-Dale constant. In general, the refractive index of air
depends on its density at room temperature. When the air temperature is high, the
refractive index mainly depends on the temperature and fluid composition. This
chapter ignores the effects of aerodynamic heating and ionization on the index of
refraction and only considers the effects of different current densities on the index of
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refraction. As the constant airflow index is approximately 1, Gladstone-Dale (G-D)
relationship can be obtained as

n =1+ Kgpp, (2)

where p is the local density of the flow field. In the ideal air, the G-D relation is a
universal description of the connection between the light rays and the air. Particularly
for the infrared, the Gladstone-Dale coefficient K¢p is just dependent on its wave-
length. Its values taken from the IR Handbook are fitted with the formula where p is
the local density of the flow field. In ideal air, the G-D relation is a general description
of the connection between light and air. Particularly for infrared, the Gladstone-Dale-
Kgp coefficient depends only on the wavelength. Its values taken from the IR Hand-
book are fitted with the formula as follows

-3
Kep =224 x107* x (1 - %) (m?/kg) (3)

where 1 is the wavelength in micron. In this chapter, the wavelength of 8 pm is
used for simulations.

3. Geometrical optical method for modeling aero-optical transmission
3.1 Ray tracing model

Geometrical optics is used in this chapter because wavelengths are considered to be
negligible. According to the principle of geometrical optics, light exists in the form of
straight lines in a uniform medium. When light passes through two homogeneous
media with different refractive indices, its behavior can be determined by the laws of
refraction and reflection.

According to the Gladstone-Dale relationship above, CFD grids can be converted
to indexed grids. The beam axis is oriented parallel to the negative Z direction. As
geometric optics show, the refracted/reflected rays are in the same plane as the
incident rays. Therefore, the transport of light in a 3D flow field can be seen as
consisting of the transport of multiple layers in a 2D cross-section of the flow field.
Light incident on CFD grid points now starts at the top of the computer field. Figure 5
shows how light travels in a plane.
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Figure 5.
Geometry of the optical transmission in two dimensions.
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The index of refraction at grid point 1-1 is denoted by 71, (see Figure 3). Likewise,
the index of refraction at point i-j is denoted by 7;;. Points 1-1 to 1-2 are chosen as 711
for the refractive index of the region above the interface, and the index in the next
grid of the threshold is selected as 7,;. d is the size of the square grid taken from a
hexahedral grid plane. Assuming that the initial angle of incidence is 6y, the angle of
refraction of the ray as it passes through the interface is@;. Thus, when a ray passes
through the grid in the negative Z direction, the angle of refraction at point k is
written asf).. The ray coordinate is (xy, 2;) and its offset is denoted by Ax;. The offsets
are expressed byAx; = |[X10]| =x1 — O, Axy = |XoX1| =% — %1 ... Axp = [XpXp—q| =
% — Xj—1. Here, the total real offset is marked byXAx;. Through the geometrical
relation, the angle of incidence at point 2 is equivalent to the angle of refraction at
point 1. According to the Snell’s law, an equation at grid point 1-1 741 sin 8y = 7,,sind,
is acquired. At point 2/, an equation 731 cos 6, = n3, sin ¢, is obtained. The point where
the transmission is similar to point 2’ is denoted by I’. The optical path length (OPL)
from point 1 to point 2 is indicated as OPL;. Likewise, the length of the path from
point k to point k + 1 is denoted byOPL,,. Total reflection can occur when light is
transmitted from an optically denser layer to an optically thinner layer due to the
introduction of an interface. But interfaces obviously do not apparently exist in real
airflow. Total reflection causes light to rotate. This definitely increases the complexity
of the algorithm.

Rayleigh pointed out that the wavefront cannot be changed when the wavefront
error between the real and reference wavefronts was less than a quarter wavelength.
The refractive indices of two adjacent grids are denoted »; and n;, respectively.
According to the Rayleigh criterion, the wavefront error is negligible if the following
equation is satisfied, that is, if the light transmittance is not deformed. That is, the
initial light path can be considered unchanged. Rayleigh’s criterion is applied to the
algorithm. Resort to judging the criterion when total reflection occurs. If yes, the
hypothetical interface is considered nonexistent and the light propagates in the same
direction. Otherwise, the virtual interface is assumed to exist and full reflection
occurs.

|n]~fn,~|s</1/4 (4)

where s is the geometrical path length and 1 <s <+/2 (mm) The results show that
the approach is useful and enough for simplifying the calculations. Modeling the
propagation through the CFD grids, we can derive the recursive algorithm for tracing
the light rays. First of all, the relationship at point 1 is expressed by Eq. (5).

Ax1 =dtan 91 (5)
721 sin 91 =n1 sin 90
At point k, the ideal relation of the light transmission was gained as
Axj, = dtan6,
Nht1,l sin Qk = Np] sin 9k—1 (l, k= 1, 2, ) (6)

OPLk = nk+1,1d/ COoS Qk

If XAx;, >1 x d, where I € Nand [ is counter, we should modify the offset AX}, and
the OPL,,. Through the triangular relation, Eq. (7) is obtained by
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Figure 6.
Interpolated mesh cell.
M = (ZAx;, — I x d) cot 6, @

The modified offset and OPL would be acquired by

{ Axp = Mcot8, + (d — M) tan 6, ©)

OPL;, = nk+1,l(d - M)/ cos;, + nk+1,l+1M/ sin 9]/6

If no reflection over the boundary is produced, the relation between 6 and 6,
should be given by

Mjo41,1 COS Of = Mp141 SN0’ 9)

Orsr = 90° — 6, (10)

In the case of total reflection, it is assumed that the transmission direction has no
changes if Eq. (4) is satisfied. Then, Eq. (9) should be changed into Eq. (11).

O = 0, (11)

Integrated with Eqs (4)—(11), the recursive algorithm for tracing the ray based on
the CFD grids is derived. For the fine resolution, a method to interpolate the discrete
flow field data is shown in Figure 6.

The index at point 1 is interpolated by 71 = (n4 +np)/2.

The index at point 2 is gained by n, = (n4 + ng +n¢ +np)/4.

The index at point 3 is expressed by n3 = (n4 +ng +n¢ +np +ng +ng +ng +ny)/8.

The rest can be inferred by analogy and higher resolution indexed fields are
obtained. Figure 7b shows the interpolated index field. This method helps to make the
data more contiguous with the initial index data and to adopt the algorithm
described above.

3.2 Aero-optical analysis

The aero-optical quantities, measured and calculated, mainly are the wavefronts’
distortion, Strehl ratio, and the line of sight error. There is a general assumption that
the mean flow fields produce time-averaged blurring and the line of sight error,
whereas the turbulence produces jitter and blurring. In the sight of geometrical optics,
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Figure 7.
(a) The initial index data (b) the interpolated index data.

the wavefronts’ aberrations arise from the OPL changing. OPL is expressed by
Eq. (12).

OPL = Jndl (12)

ray

As the rays penetrate the disturbed air, they pick up the absolute OPD as
follows™:

L
OPD:J
0

L
(n—1)dl = KGDJ pdl (13)
0

where L is the total geometrical path length, and p is the averaged-density value of
the local flow. Additionally, if the central ray is considered as the reference ray, whose
OPL is marked OPL,, relative OPD will be obtained by Eq. (14) [26].

OPD = OPL — OPL, (14)

Then, OPD data acquired can be transformed to wavefront phase distortion by
using the following formula:

A (?, t) — kOPD (15)

where k is the wave number, and k = 27 /1. Therefore, optical path differences
directly reflecting the variations of the wavefront phase errors. Another quantity of
wavefront aberrations is the root-mean-squared (RMS) optical path difference
denoted by 62, that is, it is wavefront variance gained as follows [27].

L
o = ZKGDZJ () ldl (16)
0

where p' is the fluctuation density and ' is the turbulence length scale calculated by
CFD. Wavefront variance is a measure of the dispersion along with the mean optical
path length of a wavefront and is important for modeling aero-optical parameters
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The LOS deviation angle.

such as Strehl ratios and OTF for the turbulent flows. Only if the RMS optical path
difference is not very large, is the time-averaged Strehl ratio for a given wavefront
phase shift approximated as [28].

SR = exp {—63/)] (17)

Here, 655 is denoted the wavefront phase variance and it is obtained by the follow-
ing relationship [29]

5¢2 = k262. (18)

In Figure 6, the line of sight error is described in terms of optical beam path
reversibility. The LOS errors result in the coordinate position excursion of the image
formed by the light propagation through the supersonic flow fields. Generally, ¢ is of
the small scale. So, the arc length s is approximately equal to g. If R is selected as the
radius, the LOS deviation angle denoted by 7 will be expressed as

7=¢q/R. (19)
Here, the unit of ris rad. ¢ is acquired by Eq. (20)
q = htanf — ZAX;. (20)

Here, the maximum displacement angle 7.« representing the maximum dis-
placement of the image position. In Figure 8, when R = |OB|, the value of 7 is smaller
than the real angle, and when R = |OA|, the value of 7 is large. Using each CFD grid asa
CCD imaging unit, the detection window is abstracted into an image plane consisting
of 64 x 64 pixels. The maximum displacement angle directly reflects the maximum
displacement of the intensity distribution, that is, the maximum displacement of the
image.

3.3 Simulation results

The supersonic flow field CFD data were calculated using the large-eddy simula-
tion (LES) method. All angles of attack in a flow field simulation are the same. The
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Figure 9.
Solution of density fluctuation along flow direction. Solution at H = 35, and Ma = 7.
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Figure 10.
Solution of density fluctuation in the Y divection. Solution at H = 35, and Ma = 7.

distribution of density fluctuations in the flow field at a height of 35 km and Mach
number 7 are shown in Figures 9 and 10. In Figure 9, density fluctuations near the
detection window along the flow direction become bigger and bigger. The distribution
of density fluctuations in the positive Y direction is symmetrical. The RMS OPD
distribution obtained from Eq. (18) shows the change in phase shift of the wavefront,
which in turn shows the characteristics of the flow field in Figures 11 and 12. The RMS
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Figure 11.
The RMS wavefront ervors in the flow direction (H = 35 km, Ma = 7).
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Figure 12.
The RMS wavefront ervors in the Y positive divection (H = 35 km, Ma = 7).

optical path difference increases along the flow direction, whereas, in general, in the Y
direction, the RMS OPD is the greatest at the center of the window and decreases from

the center to the other.
Strehl ratios are shown in Figures 13 and 14. On the whole, light intensity is
weakened along the flow direction, while in Y positive direction, the light intensity at
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Figure 13.
Strehl ratio in the flow direction (H = 35 km and Ma = 7).
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Figure 14.
Strehl ratio in the Y positive direction (H = 35 km and Ma = 7).
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the center of the window is reduced to minimum and is decreased from here to other
two sides. Apparently, all the calculation results are qualitatively correct.

The absolute differences of the optical path in the positive Y direction are shown in
Figures 15-17. It can be seen in Figure 15 that the optical path difference increases as
the angle of incidence increases. Therefore, it can be concluded that the sensor within
the detection window needs better incident light to reduce wavefront distortion. It
can be seen in Figure 16 that the optical path difference value decreases as the height
increases. It can be seen from the standard atmospheric table that the atmospheric
density in the range from 0 to 80 km decreases with increasing altitude. Of course, as
the free air flow density becomes thinner, the density near the detection window
inevitably becomes thinner at higher altitudes. Although the supersonic flux field near
the window is compressible, the change in density is small. Therefore, the aberration
of the accumulated optical wavefront is still reduced. Figure 17 shows the optical path
differences at different Mach numbers, at the same height and at the same angle of
incidence. In aerodynamics, the effect of the compression ratio becomes greater as the
velocity of the flow field increases. As the Mach number increases, the density neces-
sarily increases. Therefore, the optical path difference becomes large.
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Figure 15.
Comparison of OPD at different angles of incidence (H = 40 km and Ma = 7).
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Figure 16.
Comparison of OPD at different altitudes (Ma = 7, and 6, = 5°).
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Figure 17.
Comparison of OPD at different Mach Numbers (H = 30 km, and 0, = 5°).

H =30 km H =35km H =40 km
Ma=7 2.17884e-3/rad 2.17878e-3/rad 2.17865e-3/rad
Ma=5 2.17880e-3/rad 2.17871e-3/rad 2.17848e-3/rad

Table 1.
The maximum deviation angles.

The maximum deviation angles calculated at different flow fields are given in
Table 1. It is magnified with the increasing velocity of the flow and reduced with the
altitude being higher.

4. Information optical method for modeling aero-optical imaging
4.1 Angular spectrum propagation model

Figure 18 depicts the propagation of the angular frequency spectrum of plane
wave. As to the optical wave, the complex amplitude of the plane wave is expressed by

Plane
wavefront

Figure 18.
The angular spectrum propagation of plane wave in uniform optical media.
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U(r,t) =aexp (ik - r) (21)
= a exp [ik(x cosa + y cos ff + z cosy)]

where a is the constant amplitude; (cosa, cosf, cosy) denotes the direction
cosine; k = 2r/] is the wave vector [30].

The angular frequency spectrum is just the 2-D Fourier transformation of
the complex amplitude of optical wave. Given that a monochromatic light injects
the X-Y plane along with the direction of Z axis, its angular spectrum can be
expressed as

A (fx,fy, z) = ﬂ U(x, y, z) exp {—iZﬂ (xfx +yfy)}dxdy (22)

where U(x, ¥, 2) is the complex amplitude distribution. On the other hand, the
inverse Fourier transform of the angular spectrum is a complex amplitude distribu-
tion. Here, the transmission of aerial optics through the flow fields can be seen as the
transmission of each spectrum. Each plane wave spectrum in (x, y, 0) is denoted by

Ay (fx,fy, 0) , and each spectrum in (x, y, 2) is denoted by A (fx,fy, z) , wheref =

>
gation function can be obtained as

cosa cosf B cosa cosf . — Y 5
A1< T ,z>_A0< T ,0>exp(]kzx/1 cos?a — cos ﬂ) (23)

o, fy = €50 According to the Helmholtz scalar equation, angular spectrum propa-

which describes the propagation between the two parallel planes. As a matter of
fact, a transfer function of frequency filtering is obtained by

A fx’f
w{ft) ((ff))
x>Jy

(24)

exp likz\/l — (ﬂfx)z — (/1f},)2] £ +fy2 < %2

0 others

The model of aero-optical imaging proposed in this chapter is inspired by the
above analysis. Hence, the aero-optical transmission is translated into spatial filtering
with limited bandwidth of the lights.

4.2 Linear filter model of aero-optical imaging

The light source described in this chapter may be too far away from the built-in
detector, causing the output wave to appear as a plane wave. Therefore, the transmis-
sion of light at hypersonic speed can be considered as the transmission of plane waves.
The term “diffraction” is conveniently described by Sommerfeld as “ any deviation of
light rays from rectilinear paths that cannot be interpreted as reflection or
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refraction.”. Furthermore, the results obtained from the scalar diffraction theory
approximate the real effect if the wavelength is smaller than the diffraction aperture
and the observation point is far from the diffraction aperture [31]. The supersonic
flow field transmission process considering the above discussion, aero-optics trans-
mission can be seen as a scalar diffraction problem, so angular spectrum propagation
can be used for aero-optics research.

From the point of view of information optics, each cubic grid can be seen as an
optical system that composes any optical filtering system that characterizes the flow
fields. After these considerations, the supersonic flow fields can be divided into 63 x
63 x 79 optical filtration subsystems, which are serially connected in the negative
direction along the Z axis. Figure 19 maps a sketch of the plane optical wave through
CFD cubic grids.

Figure 20 shows the structure of one cubic CFD grid. Each cubic grid has eight
points with the determined index of refraction. The following equation gives out the
characteristic parameter 7', of the cubic optical filtering system.

. = (n1+ny ; . +7g) (25)

where i is the order number of the optical filtering system (i = 63 x 63 x 79). One
of these serial systems is described in Figure 21. H; (fx, Iy zl-) denotes the transfer

Optical plane wave
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Figure 19.
The sketch map of CFD cubic grids.
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Figure 20.
The distribution of CFD grid points in one cubic optic system.
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Figure 21.
The diagram of serially connected systems representing the transmission of angle spectrum.

function of the ith optical system, which can be gained through Eq. (23) based on
angular spectrum propagation model.

In the frequency domain, the output of such serially linear filtering system can be
obtained through

A (fx,f ,z,-) :Ao(fx,f , O)Hle---Hi (26)

However, Eq. (23) is actually called as coherence transfer function (CTF). As to
aero-optics, it should be viewed as a noncoherent imaging system, which is a linear
system concerning on the distribution of light intensity. To the noncoherent imaging
system, optical transfer function (OTF) is utilized for the study of light propagation.
The OTF can be derived from CTF through the following equation

H.(4,v) ®H (u,v)

s || e pyidads

27)

where CTF is Flhc(x, y)| = He(u, v),u =f, 0 :fy and OTF is Flh(x, y)] = H(«, v).
Thus, OTF of the flow fields is equal to the 2D Fourier transformation of the point-
spread function (PSF, PSF = h(x, y)) of light intensity distributions. Relationship
between the input light intensity distribution I, (x, y) and output light intensity distri-
bution I(x, y) is obtained by

Fllo(x, y)] - Flh(x, y)] = Fll(x, y)] (28)

where I(x, y) = |U(x, y)|* is the light intensity distribution.

Through the above theoretical analysis, a discrete OTF matrix 63 x 63 could be
acquired. In other words, PSF can be gained for the spatial filtering of image. The
relationship between PSF and the light intensity distributions is satisfied by

I(x, y) = L(x, y) *h(x, ) (29)

Here, the transmission of right incident light through the supersonic flow fields is
considered. And position of the image centroid can be calculated by

NI,y 216 ))

=SS0 ) ) T TG )) (30)

Xe

where (7, j) is the coordinate of the corresponding image pixel at the image coor-
dinate, and I(3, j) is the corresponding pixel value. Thus, the centroid shift of the
degraded image can be evaluated through,
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Ax =x; —x{,Ay =y, — ! (31)

where (x/,y') ,(x2,?) are respectively the centroids of the degraded image and
original image. To estimate the total aberrations induced by the flow fields, Euclidean
distance (ED) of image shift is used for an implicit assessment through

Igp = \/(x’ —x) + (Y — ) (32)
4.3 Simulation results

Digital images of aircraft obtained from the Internet are used to simulate aero-
optical images. To study the shift of image centroid without considering the effect of
temporal integration on the image, only snapshots were numerically investigated.
Figure 22 shows the original image. Figures 23-25 show the degradation results of a
supersonic flow fields with the same Mach number (Ma = 7) and height of 30, 35 and
40 km, respectively. Figures 23 and 26 show the results when the height is 30 km and
the Mach numbers are 7 and 5, respectively. Table 1 shows the results of calculating
the shifts of image centroid. Although the evaluation method cannot calculate the total

the original imaging

Figure 22.
The original image.

Aero-Optical imaging(H=30Km, Ma=7)

Figure 23.
The aero-optically degraded image (H = 30 km, Ma = 7).
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Aero-Optical imaging(H=35Km, Ma=7)

Figure 24.
The aero-optically degraded image (H = 35 km, Ma = 7).

Agro-Optical imaging(H=40Km, Ma=7)

Figure 25.
The aero-optically degraded image (H = 40 km, Ma = 7).

Figure 26.
The aero-optically degraded image (H = 30 km, Ma = 5).

aero-optical distortion, the validity of the proposed model of the aero-optical imaging
method based on optical information can be easily verified.

It must qualitatively satisfy the aero-optical effect of light propagation in a super-
sonic flow fields. That is, at the same Mach number, the lower the height, the stronger
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Ax Ay Euclidean distance rzp
H=30kmMa-=7 2.260931 0.181078 2.2682
H=30kmMa =5 —0.327743 0.174146 0.3711
H=35kmMa-=7 —1.229878 —0.048415 1.2308
H=40kmMa=7 —0.535493 —0.131637 0.5514

Table 2.
Image centroid shifts velated to the original image.

the aero-optical effect. The higher the Mach number at the same height, the stronger
the optical effect of air. The image is blurred and the centroid shift is larger in the
quantitative analysis.

Furthermore, from the results in Table 2, it can be seen that the Mach number in
the aero-optical images has a greater weight than the flight altitude. That is, the
compressive effect of the flow fields by the flight speed compared with atmospheric
density at different altitudes is a key factor influencing the change in the density field.
Through the above analysis, the simulation results are consistent with the basic facts
of the aero-optic effect.

5. Conclusion

This chapter concentrates on the numerical study of modeling aero-optical trans-
mission and imaging through the supersonic flow fields. We have developed two
computational models for predicting aero-optical performance of the supersonic flow
fields, respectively, using geometrical optical method and information optical method.
Firstly, this model combining the CFD model with the geometrical optics is discussed
in detail. The calculation results are coincident favorably with prior knowledge from
the completed research about aero-optics. The model has been compared with the
experimental knowledge about the influences of the supersonic flow fields on optical
transmission. Due to test complication and lack of experiment facilities, a complete
comparison cannot be allowed. The model has merits not only in predicting optical
performance of supersonic flow field but also in understanding the aero-optical char-
acteristic of a particular design.

In addition, this chapter also provides a solution to aero-optical problems in terms
of information optics. A computational model for studying aero-optical imaging
through the supersonic flow fields is presented. This model integrates the CFD grids
with the model of angular spectrum propagation to construct serially connected opti-
cal subsystems for representing the supersonic flow fields. The simulation results are
qualitatively coincident with prior knowledge about aero-optical effects. The pro-
posed model can be directly helpful in restoring the image degraded by the supersonic
flow fields. Compared with the geometrical optical method, the provided approach
based on the information optics can overcome the complexity of ray tracing, and give
the explicit shifts of the image and describe the blur circle of the degraded image.
However, the computational results are discussed qualitatively due to unavailability of
the corresponding wind tune experiments. In future, more extensive computational
experiments will be done so as to study the imaging under different field of view and
do the comparisons under different premises.
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The research methods in this chapter are also suitable for the other optical trans-
mitting through the air turbulence and high-speed flow fields. If the issues discussed
above can be take consideration into the passive aero-optical system, the other similar
problems will be sure to be faced in the active optical systems. As we all know, in the
near the future, airborne active laser emitter/laser communication systems will come
true. There are optical beams emitting through the high-speed flow fields, and then,
airborne lasers are adversely affected by this flow field when operating. In the active
system, the flow field causes the projected beam energy to attenuate and deviate from
the illumination target, and the laser imaging system will cause image blur and jitter.
Similarly, the approaches provided in this chapter will still have the advanced
technical merits in the solutions of the aero-optical effects.
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Chapter 15

Moving Node Method for
Ditferential Equations

Umurdin Dalabaev and Malika Ikramova

Abstract

The chapter contains information about new approaches to solving boundary value
problems for differential equations. It introduces a new method of moving nodes.
Based on the approximation of differential equations (by the finite difference method
or the control volume method), introducing the concept of a moving node, approxi-
mately analytical solutions are obtained. To increase the accuracy of the obtained
analytical solutions, multipoint moving nodes are used. The moving node method is
used to construct compact circuits. The moving node method allows you to investigate
the diskette equation for monotonicity, as well as the approximation error of the
differential equation. Various test problems are considered.

Keywords: finite difference, boundary value problem, moving node, approximation,
differential equations, difference equation, approximation error, several moving nodes,
compact schemes, convective-diffusion, finite volume

1. Introduction

Methods for solving problems of mathematical physics can be divided into the
following four classes [1-7].

Analytical methods (the method of separation of variables, the method of charac-
teristics, the method of Green’s functions [8], etc.) have a relatively low degree of
universality, i.e. focused on solving rather narrow classes of problems. As a result of
applying these methods, a solution is obtained in the form of analytical formulas. The
use of these formulas for the implementation of the calculation may require the
solution of auxiliary computational problems (solution of nonlinear equations, calcu-
lation of special functions, numerical integration, summation of an infinite series).
Nevertheless, in a number of cases, the application of these methods makes it possible
to quickly and with high accuracy calculate the desired solution.

Approximate analytical methods (projection, variational methods, small parameter
methods, operational methods, and various iterative methods [4, 9]) are more uni-
versal than analytical ones. The use of such methods involves modifying the original
problem or changing the problem statement in such a way that the new problem can
be solved by the analytical method, and its solution itself differs little enough from the
solution of the original problem.
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Numerical methods (finite difference method, method of lines, control volume
method, finite element method, etc. [1, 2, 5-7, 10-34]) are very universal methods.
Often used to solve nonlinear problems of mathematical physics, as well as linear
problems with variable operator coefficients.

Probabilistic methods (Monte Carlo methods) are highly versatile. It can be used to
calculate discontinuous solutions. However, they require large amounts of calculations
and, as a rule, lose with the computational complexity of the above methods when
solving such problems to which these methods are applicable.

Comparing methods for solving problems of mathematical physics, it is impossible
to give unconditional superiority to any of them. Any of them may be the best for
solving problems of a certain class. At the same time, when characterizing a specific
method, it is advisable to highlight those features that often determine its advantages
or disadvantages in practical application compared to an alternative method.

The advantages of the finite difference method include its high universality, for
example, much higher than that of analytical methods. The application of this method is
often characterized by the relative simplicity of constructing a decision algorithm and its
software implementation. Often it is possible to parallelize the decision algorithm.

The shortcomings of the method include: the problematic nature of its use on
irregular grids; a very rapid increase in computational complexity with an increase in
the dimension of the problem (an increase in the number of unknown variables); the
complexity of the analytical study of the properties of the difference scheme.

The proposed method of moving nodes combines numerical and analytical
methods [7, 8, 13, 35-38]. In this case, we can obtain, on the one hand, an approximate
analytical solution to the problem, which is not related to the methods listed above.
On the other hand, this method allows one to obtain compact discrete approximations
of the original problem. Note that obtaining an approximate analytical solution to
differential equations is based on numerical methods. The nature of numerical
methods also makes it possible to obtain an approximate analytical expression for
solving differential equations. For this, a so-called “movable node” is introduced.

The aim of the study is to develop a computing technology based on the proposed
method of moving nodes, develop a two-point convective-diffusion problem an ana-
lytical method generated by numerical methods based on the method of moving
nodes, and give test examples.

2. Derivation of approximate analytical solutions of differential equations
by the moving nodes method

This chapter introduces the concept of a roaming node and provides approximate
solutions to simple problems using a moving node. We also studied the derivation
algorithm for nonstationary and two-dimensional problems.

Note that the concept of a movable node in this context is considered for the first time.

2.1 The concept of a moving node

The solution of differential equations (DE) (ordinary or partial derivatives) by the
method of finite differences is based on a finite-difference approximation of deriva-
tives. When applying the finite difference method to the solution of DE, there is a
transition from a continuous region to a finite difference one. A grid of “nodal points’
is introduced into the solution area. Representing the derivatives in a finite difference

>
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Figure 2.
Three moving node.

form, they bring it to the form of a difference equation. The difference equation is
written for all grid nodes and results in a system of algebraic equations [4, 36].

Most of the DEs found in the equations of mathematical physics contain only partial
derivatives of the first and second orders, while for the approximation of the derivatives
they try to use no more than three nodes of the difference grid (in the case of ordinary
DEs) (Figure 1). Let the node W and E be considered fixed, and the node x changes into
segments (W, E). Then the approximation of the derivatives (first or second order) also
changes based on the location of the node. The node x is said to be movable.

You can increase the number of moved nodes. Let us select additional moving
nodes as follows: x; = (W +x)/2, x, = (W +x)/2. When node x changes its position, x;
and x; automatically change their positions (Figure 2). In this way, you can increase
the number of moved nodes. The increase in the number of moved nodes is related to
the accuracy of the difference equations.

The displacement of nodal points is not only related to finite-difference equations,
this approach can be successfully applied when discretizing differential equations
using the control volume method.

2.2 Obtaining an approximate analytical solution with one moving node

Let, it is necessary to find @(x) a solution to the DE in the region W <x <E with
the corresponding boundary conditions. Let us take an arbitrary point x € (W, E). We
have three nodes: W, E boundary nodes and an internal node x. The position of a point
inside the region is determined by the node being moved x. The difference equation is
usually written for an arbitrary node, x. When approximating differential operators,
the first derivatives on the moving node are approximated by different relations:

do(x) _Ulx) — UW)

dx =~ x-W ™
do(x) U(E) - Ulx)

dx E—x 2)
do(x) _U(E) — UW)

d« =~ E-W 3)

The approximation of the derivative by (1) and (2) is called the approximation of
this derivative using a one-sided difference, and (3) is the approximation using the
central difference.
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The second derivative on the moving node is approximated as follows [4] (simi-
larly to the approximation of the second derivative in a non-uniform grid):

d’o(x) 2 (U(E) ~Ulx) Ulx)— U(W)) @

dsc? zE—W E—x x—W

Let us consider some model problems of applying the moving nodes method
(MNM) to obtain an analytical solution.

2.2.1 Flow in a flat pipe

The flow of a viscous fluid in a flat pipe in a one-dimensional formulation is
described by the equation

AU A
s =—-L (5)
dy ul
where U is the fluid velocity, is the vertical coordinate perpendicular to the flow,
Ap/l is the pressure drop (const), y is the viscosity. Let y = 0 and y = & motionless
walls.
We average (5) over the liquid volume: [y/2, (k — y)/2], here “y” is a moving node
(Figure 3). Then we have

(h+y)/2d2U (h+y)/2 A
\p
—dy = ——=d
J dy? 4 J < ﬂl> i’
¥/2 ¥/2
From here
W) ©
Yl Blyp nl)2
We replace the derivatives in (6) with the difference relation:
U uh)—ul) AU u(y) - u(0) -
dy (h+9)/2 h—y dy y/2 Y
TR (h+3)/2
o 2
Figure 3

Control volume.
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Here u(y) is an approximate value U(y). Thus, approximation (5) with respect to
the moving node has the form:

uth) —uly) _uly) —u(0) _ (_ A_p) h

h—y y

ul 2" ®)

Hence, taking into account the no-slip condition (% (k) = #(0) = 0)

u(y) = —%y(h =)

Here u(y) is the average solution. For this problem, the averaged solution coincides
with the exact solution.

This means that the approximation (7) for this problem is exact. The reason for the
coincidence of the solution obtained with the help of the MNM with one node and the
exact solution is explained by the following fact.

Lagrange’s mean value theorem states that if a function f (x) is continuous on an
interval [a, b] and differentiable on an interval (a, b), then in this interval there is at
least one x = £ point such that

TO=IE _pg), ©)

It is easy to check that if f (x) represents a parabola, then in (9) { = (a + b)/2.
The exact solution (5) is a parabola. Integrating (5) over the control volume
[x/2, (h+ x)/2], we obtain

(h49)2 (ht9)/2
du du du 1Ap
v vl It v I B B
) dy Ve Dy K

Since u(y) there is a parabola, therefore

du
dy

_u(h)—uly) du

(h1)/2 h—y 7 dy

. u
y/2 y_o ’

and (8) is the exact difference analog of (5).

2.2.2 Heat distribution in the plate

Heat propagation in the plate is described by the equation

T q_, 4T(0)

2 kY Tdx

=0, T(1)=1 (10)

where k is the thermal conductivity and g is the heat release per unit volume
(k and q = const). It is assumed that the source does not depend on temperature.
Replacing (10) with a difference equation with a moving node, we have

2 [T()-T(x) T(x)—T(0) 4
1-0 1—x x—0 ke

=0 (11)
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Solving Eq. (11), we obtain
T(x) =1+ % (1—x?) (12)

Solution (12) coincides with the exact solution. Note that the exact solution is
obtained not only for the Dirichlet problem but as for the problem of flow in a flat
pipe. Here the boundary conditions are of mixed type.

2.2.3 Magnetohydrodynamic Couette flow

Consider the Couette flow, when a conducting fluid flows in a uniform magnetic
field between two plates, one of which is stationary, and the other moves in its own
plane at a constant speed. Based on the Navier-Stokes equation, taking into account
the magnetic field and taking into account the one-dimensionality of the flow, it can
be written in a dimensionless form as follows:

2
“U Ny —p (13)
dy

Boundary conditions

u(0)=0, u(1)=1 (14)

Here, u is the dimensionless flow velocity and y is the dimensionless coordinate.
Dimensionless quantities M — Hartmann number, P — pressure coefficient (M and
P = const).

Replacing the second-order derivative in (13) with a difference relation similar to
(7), and considering the boundary condition (14), we can obtain an approximate
solution

Y -P(1-y)
") = My y) 1)

This solution comes close to the exact solution (Figure 4).

2.2.4 The method of moving nodes for the convection-diffusion equation
Consider the transport equation

dd 1 d’¢
dx  Pe gl + S(x), (16)

Here, @ the unknown function, S(x) the source, Pe is the Peclet number. The
equation is considered under appropriate boundary conditions.

The convective term of Eq. (16) is approximated by (1), and the diffusion term by
(4). Consider (16) into segments with boundary conditions ¢(0) = 0, ®(1) = 1 and
S(x) = 0. Then, using the upwind scheme, we replace Eq. (16) with a difference
equation that looks like this:
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Figure 4.
Comparison of exact and approximate solutions (M = 2, P = 4). The solid line is the exact solution, the dotted line
is according to (5).

Ux) 2 (1-Ulx) Ulx)
x  Pe < 1—x x (17)
From here, we can easily determine U(x):
2
Vo) =2 pei =) a®

Figure 5 shows a comparison of the exact and approximate solutions. The solid line
corresponds to the exact solution, and the dotted line corresponds to the solution (8).
It can be seen from the graph that numerical diffusion takes place.

For #(0) = 0, ®&(1) = 1and S(x) = 5cos4x Pe = 5, the results of the exact and
approximate solutions are shown in Figure 6. It can be seen from the graph that there
are large errors. Here the Peclet number plays an important role. Indeed, for ®(0) =
0,®(1) =1and S(x) = 5cos 4x Pe = 0, 1, we obtain solutions shown in Figure 7,
which shows that the approximate and exact solutions are close.

2.2.5 Equation with variable coefficient

Consider the equation
eu" (x) + 2xu'(x) = 0, (19)

into segments (—1,1) with boundary #(—1) = —1, #(1) = 2 conditions #(—1) =
—1, u(1) = 2. The exact solution is determined through the error functions:

i) — T V) 30 e/ )
2e1f (1]V/e)
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Figure 5.
Comparison of exact and approximate solutions. Pe = 10.

1_

=-0,5

-1 -
Figure 6.
Comparison of exact and approximate solutions. Pe = 5.

The difference scheme with a moving node for (19) has the form (upwind scheme):

2-Ux) Ux)+1] 1 Ulx) +1
T x  xa1 | T2® DT

2-U(x)

=0.
14+ x

1
+§(2x+|2x\)
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Figure 7.
Comparison of exact and approximate solutions. Pe = 0.1.

2_.

Figure 8.
Solution comparisons.

Solving this equation with respect to U(x), we obtain an approximate analytical
solution. Figure 8 compares the solutions of the exact and approximate analytical
solution; the solid line corresponds to the exact solution, and the dotted line corre-
sponds to the approximate one.
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Remark 1. In the given examples, the convective term is approximated by the
upwind scheme. Other approximations can be used to improve.

Remark 2. In the above examples, the approximation of the term with the source is
carried out constant in the considered moving segment. For improvement, other
approximations can be used to obtain an improved solution.

2.3 Obtaining an analytical solution with several moving nodes
2.3.1 Moving nodes method for a one-dimensional convective-diffusion problem

Due to the importance of convective-diffusion problems, we will apply multipoint
MNM to such problems [14]:

Ao 1 d’¢
R e . 2

Let us take an arbitrary one node inside the segment x € (W, E).

Let us consider a difference analog of Eq. (20), in which the convective term is
approximated by a one-sided difference relation.

Then the upwind scheme has the form:

Ul - U} 2 vlL-u' vU'-U}

P W — E - W + Pe-S(x). 21
“x-w (E—W)(E—x x—W>+e () (21)

This schema can be rewritten like this:
apU' = azUg + ay, Uy, + F'(x), (22)

Here
2 Pe 2
1 _ 1 _ 1 _ 1 1
BT E-WE-—x) " T W) E-W)x—w) P T w

F'(x) = Pe - S(x)
Hence, we have

20 — W)UL + (E —x)(2+ Pe(E — W)Uy,  (x — W)(E —x)

Ul =
(E—W)(2+ Pe(E —x)) 2+ Pe(E —x)

Pe-S(x) (23)

When x € (W, E) changes its position (let us make it moveable within the interval
(W, E)), based on (23) we obtain the values of the unknown function in each position.
In other words, U* obtained with the help of (23), will give us an approximate solution
to the problem. Note that in this case, Uy, = ®(W), Uy = ®(E). The superscript
corresponds to the number of nodes being moved.

Adding additional moving nodes x; = 3% o= ’%E .

Now we have three moving nodes x, x1,x,. Note that if x changes its position, then
x1 and x; also changes its position.
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A scheme of type (21) for a segment [W, x] has the form:
ui-uy, 2 v-uvd uvi-uj,
—W)2 - W) - + Pe - S(x1). (24)

X — X1 x1— W
Here U? = U3 (x).
A scheme of type (21) for a segment [x, E] has the form

Pe

Ui -ul 2 (Ui-U U3-U°
— Pe - S(x3). 2
(E x)/2 (Ex)(E—xz xz—x>+ e Sx2) (25)
Scheme upstream for a segment [x1,x7]
3_ 3 ’) 373 33
X — X1 (2 —x1) \ %2 —x X — X1

Here U3 = U3(x,).
In (26) we exclude U3, U3 using (24) and (25). Then we get the following diagram:

Uv-u;, = 4 Uy - U° U - Usy,
) (

Pe = - - +F3(x (27)
("*_2W>.(1+71) (E-W)\Ex- (1+7) xzw-(1+f1)> ()

Here we have introduced the notation.

71=2/240),r11=02+6)/2, 6 =Pe(x —W),0 =Pe(E —x),

4+Pe-(E-W) 1-7 4 41
F(x)=Pe-S .S : -S(x2).
() = Pe-Stx) + ——p =15, S@ gy, 51 S
And U}, = (W), Uz = O(E).
(25) can be rewritten as follows:

a3U? = alUs + a3, U3, + F(x), (28)

where

3 _ 8 3 _ 2Pe 8 3_ 3 3
A = EWENAT7,)° W = o) ira) T EWe-w)ita) % = 4w T ag-
Increase the number of moved nodes:

- x1+W __ x+3W x1+x 3x+W
X1 = =% x4 = 2 T >
XX _ 3x+E _ x+E _ x+3E
X =75 = e

In the difference scheme (28), the unknown function appears at three nodes: W, x,
E. The function S is calculated at points x1, x, x,. Let us write a scheme of type (28) for
each of the segments [W,x] and [x1,x7].

The scheme of type (28) for a segment has the form:

al U =alUl +ay, Uy, + F° (x1), (29)

where
23 = 8 3 2Pe 8

x (x—W) (x— xl)(lerl’) Ay = (x17W)(1+rl’) + (x7W)(x17W)(1+71’) >

3 _
al =da+ai,,

4+4Pe-(x—W) 1-17 _ -1
Fi(xl) = Pe - S(x1) +# ) 1+T; ) S(xl ) +x—4W ’ ;]:1’-4—1 ) S(xf),
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7 =2/2406),y; =(2+67)/2, 60 =Pe(x1—W),0” = Pe(x —x1).

Similarly, we write a scheme of type (29) for the segments [x, W] and [x1,x,].
Excluding the obtained three systems of equations Ufcl and Ufcz obtain a scheme with
seven movable nodes:

where . .
7 _ 2(1=7,) 7 _ _4Pe(l-7y) 2(1-72) 77 7
ap = (E-W)(E—x)(1-7}) » Ay (x-w)(1-4) + (E-W)(x-W)(1-7}) »dp = ay +ag.

= 4/(4+0),7, = (4+0)/4

8+Pe-(x—W) (1-1)° J x—W
7 () — -1
F’(x) = Pe-S(x) + - 1= ;: ,E IS W +j T )

8 (1_72)2 3. i—1 ~E—x
: - i 4 .
E—-W 1_7/421 j:I;}/Z SX+( ]) 4

Continuing in this way, we can get a scheme with 2* — 1 moving nodes

b r . . -
ol DUl — oIyl gl 4 ) ), (30)
where a(zk_l) = M’a(qu) _ 2pe(1-gy) 22H1(1_,) ,
; (E-w)E—x) (1-3") " W) (1-2) " E-w)—w) (1)

a7 = a2 L0 o 2k (D 4 6),y, = (2 4 60) /2,

. 2k+1+Pe-(E—W —Tk“k‘l j x—W
F ) (x) = Pe - S(x) + W _— ZZT ( - )—
] =1 i=1
2 (1?53 E—x
E-W 1_ k Zﬁel S<x+ ) )

] i=

Figures 9 and 10 show graphs of approximate solutions to the problem (18),
obtained by (30) for W = 0, E = 1, with different moving nodes.

1_
0,81
0,61

3

0,41

0 02 04 06 08 1

X

Figure 9.
Pe = 20, @y = 0, P = 1,S(x) = o. Approximate solutions of the problem. Dotted—at k = 1, dotted—Fk = 2,
dotted-dotted—Fk = 3, long dotted—k = 4, rarely dotted—Fk = 5. The solid line is the exact solution.
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0’4 | '{;f;\‘
f;/
0.3 ,.-};-,’f
5 7Y
0,a .--z#
7
0,1 4
0 : —— ,
0 02 04 06 08 1
X

Figure 10.
Pe = 20, ®y = o, Py = 0,S(x) = x,. Approximate solutions of the problem. Dotted—at k = 1, dotted—k = 2,
dotted-dotted—k = 3, long dotted—k = 4, rarely dotted—Fk = 5. The solid line is the exact solution.

It can be seen from the graphs that the approximate solutions give good results.
Remark. When obtaining many point-moving nodes, we proceeded from the
upwind scheme. It was possible to proceed from the other three-point schemes.

2.3.2 Analytical control volume method for a one-dimensional convective-diffusion problem

It is known that differential equations are obtained on the basis of the
integral conservation law. Therefore, discretization of the equations can be
carried out using the approximation of integral conservation laws. This method
is called the Finite Volume Method. Another name for the method is integro-
interpolation.

Consider a one-dimensional convective-diffusion equation on a finite interval with
boundary conditions in the form:

d d [ do
(W) = dw, P(E) =g (32)

where u is the flow velocity in the x direction, p is the flow density, I is the
diffusion coefficient, S(x) is a given function (source), @ an unknown function. It
follows from the continuity equation that F = pu = const.

Consider Eq. (31) into segments [W, E]. To obtain an approximate analytical
solution to the problem using the control volume method, we take an arbitrary
point x € [W, E] and control volume [w, ¢] (Figure 11). Let us assume that the face
w is located in the middle between the points W and x, and the face ¢ is in the
middle between the points x and E. Integrating Eq. (31) over the control
volume and replacing the derivatives with the upwind scheme, we obtain the zero
approximation.
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W
'_*\x xxxxxxﬁ_qg
i S i i B b e

w X E

R

Figure 11.
Control volume [w, e].

E-WwW
2

(ag + aw)®° = aEq5g + awcb(‘),v + - S(x) (33)

Here ar = Erjx + max(—F,,0); aw = xCMY}A/ + max(Fy, 0). Since x € [W, E] an
arbitrary point from (33), we can determine @° and obtain an approximate analytical
solution to problem (31).

Note that, from (33) it follows that, in the absence of a source ( S(x) = 0) on the
segments [W, E], the function is monotone.

To improve the approximate solution, we take additional nodes:

X1 = HZW , Xy = ’”E . Let us write an upwind scheme of type (33) for the segment
(W, x], [x1, 2], and [x, E]. We get a system of three equations. We exclude the resulting

system @(x1), @ (x,) and as a result, we get an improved scheme:

By al] 1 i 1 o 4 E-W
+ o' = o, + D+ -S(x)+
{1+11 1+y, 1470 W 14y, B 4 (x)
(34)
1 x—W x—W 1 E—x E—x
. S W . -S .
1+ 2 ( T >+1+y1 2 <x+ 2 )

where 71 = 7,71 = 4, py =2Dw+F ,p{ =2Dw+F, ap =2Dp+F, of =
2Dg +F*, Dp=T/(E—-x),Dw =T/(x — W), F~ = max(—F,0), F" = max(F, 0).
In (34), @' is the improved value of the unknown function at the nodal point
x (D}, = dw, D} = D).
where in (34), the improved value of the unknown function at the nodal point is x.
Solving (34) with respect to, we obtain an improved analytical solution. Again, to
improve the solution, we proceed in a similar way: we write the scheme (34) for the
segment [W,x], [x1,x;] and [x, E], and eliminate the unknowns at the points x; and x5,
and so on. Continuing this process, we get.

(1-n)B; n (1- Vk)“k] o — (1- Tk)ﬁk (pk n (1- 7)o, qj/e E— W'S(x)
1— 1 2k 2k+1

2k 2k
1—Tk 1—}’k k _yk

1- 21 J -w
+ Tzkkx N4 1S(W+] )

-7 j=1 i=1

1-7 Zk_ljz )E—x
Lo ( *_j )

1_}/]% j=1 i=1 2

(35)
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Here o = f5,7, = Z—Z By =2Dw +F~,pf =2*Dw + F*, a = 2Dy +F-,
af =2"Dgp +F".

In (35), @* is the improved value of the unknown function at the nodal point
x(Pf, = dw, D} = @g). Solving Eq. (35) with respect to &, we obtain an approxi-
mate analytical solution of the original problem.

Examples.

Figure 12 shows solutions to the problem (31) I" = const,R = pu/I' = 20,S(x) = 0
for segments [0; 1] with boundary conditions @w = 0, &g = 1. Figure 13 shows

1-
0.8
0.6
0,4-

0,21

Figure 12.
Comparison of the approximate solutions for S(x) = 0. Continuous line is exact, point—k = o, dotted line—k = 1,
dot-dotted line—k = 2, long dotted line—k = 4, rare dotted line—k = 6.

-2 4
Figure 13.
Comparison of the approximate solutions for S(x) = 5cosqx. Continuous line is exact, point—k = o, dotted line—

k = 1, dot-dotted line—k = 2, long dotted line—k = 4, rare dotted line—k = 6.
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l_
0,81
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0,41
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0,21

0 02 04 06 08 1

X

0

Figure 14.
Approximate solution for k = 0. Solid curves ave exact solutions, point curves are the finite difference method;
dotted lines—control volume method.

solutions to the problem (31) R = 50, S(x) = 5cos4x for segments [0; 1] with
boundary conditions @y = 0, @z = 1. The graph shows that, as k increases, the
approximate solutions approach the exact one.

It can be seen from the graphs that, starting from k = 6, the exact and approximate
solutions visually coincide.

It is interesting to compare the analytical solution obtained by the finitely different
method (30) and the control volume method (R = 10, S(x) = 0).

From Figures 14 and 15, it can be seen that the solution obtained by the control
volume method is preferable.

0,81
0,6+
0,44

0,21

E)

0

X

Figure 15.
Approximate solution for k = 1. Solid curves ave exact solutions, point curves are the finite difference method;
dotted lines—control volume method.
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2.3.3 Improving accuracy with Richavdson extrapolation

Using the method described, we can improve the accuracy of approximate solu-
tions to the problem [39]. Linear combination Q*(x) = —1U*(x) + 2 U?(x) is more
accurately approximates the solution. With a linear combination of U*(x), U?(x) and
U’(x) in the form Q’(x) = £ U"(x) — $U?(x) + §2 U’ (x), we obtain a more refined
solution to the problem [39].

Figure 16 shows graphs of approximate solutions to the problem (31) obtained by
Richardson’s extrapolation for W = 0, E = 1. The solid line in Figure 16-19 is the
exact solution.

Figures 16-19 allow us to state that Richardson’s extrapolation makes it possible to
obtain a more refined solution to the problem.

1-
0,8:
U:ﬁ:
0,4

0,24

Figure 16.
@y =0, &g = 1,S(x) = o, Pe = 20. Comparisons of solutions. Dotted line is U3 (x), point line—Q3 (x), dot-
dotted line—U7 (x), long dotted line—Q’ (x).

0,41 /’;':
0.3 4
| £y
&
0.2 1 :f’
y’
7.
0,11 4
) .
0 : — : .
0 02 04 06 08 1
X

Figure 17.
@y =0, & = 0,S(x) =x, Pe = 20. Comparisons of solutions. Dotted line is U3 (x), point line—Q3(x), dot-
dotted line—U7 (x), long dotted line—Q’ (x).
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11
0,8
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>

0,41
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0+— B = o
0 02 04 06 08 1

X

Figure 18.
@y =0, &g = 1,S(x) = o, Pe = 20. Comparisons of solutions. Dotted line—U* (x), dotted line—Q™ (x).

0.3- / \'\
0,21 4

0.1- V4

g 02 04 006 08 1
X

Figure 19.
@y =0, &g = 0,S(x) =x, Pe = 20. Comparisons of solutions. Dotted line—U"> (x), dotted line—Q™ (x).

2.4 Moved node method for non-stationary problems

In the previous paragraphs, the application of the MNM for ordinary differential
equations has been considered. Here we consider the application of the MNM for
parabolic equations.

An example of a problem that leads to a parabolic partial differential equation is
the problem of heat transfer along a long rod, described by the heat transfer (or
diffusion) equation.

The problem is to find a function U(x,t) in the region Q = {(x,t) | W <x <E,

0 <t < T} satisfying the equation.

2
wu_,>U

= Asg+fx1), A>0 (36)
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Figure 20.
The region of solution

initial condition
U(x,0) = U%(x)
and boundary conditions of the first kind
UW,t) =Uw(t); U(E,t) = Ug(z).

Let us take an arbitrary point Q in the area (x,¢) € Q (Figure 20). We will accept
this point as moving. We approximate (36) by the implicit scheme

Y(x,t) — U°(t) 2 (UE(t) —Y(x,t) Y(x,t) — Uw(?)
t E-W E—x x—W

_A - ) 0, (37)

In (37), Y(x,?) is an approximate analytical solution. When the point runs through
Q, we get a solution in the area under consideration. From (37), we get

L E-x)x-w) QALU(E)(x — W) + U (0)(E — x)]
Yol = v E e Ot T A o - W)
(E—x)(x— W)

2+ (E - =) wy oY
(38)

Consider examples.

2.4.1 Test problems

Let us consider Eq. (36) 0 <x <1 with conditions U°(x) = x, Uw(¢) = 0, Ug(t) =
e”!, f(x,t) = —xe™*. Exact solution of problem is U(x,t) = xe~*. Figure 21 presents a
comparison of the exact and approximate solutions for the cross-section x = 0,5 and
x = 0, 2. The solid lines are the exact solution. Figure 21 shows the closeness of the
exact and approximate solutions.

Let us consider Eq. (36)0 <x <1 with conditions U°(x) = sinzx +x%, Uw(t) =
0,Ug(t) =1, f(x,t) = —sinaxe’ + 7% sinmxe* — 2. Exact solution of problem
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Figure 21.
Solution comparison of the exact and approximate solutions for the sections x = 0, 5 and x = 0.2.

presents a comparison of the exact and approximate solutions for the sections
x=0,1, x=0,5, and x = 0, 8. Figure 22 shows the closeness of the exact and
approximate solutions.

Figure 22.
Solution comparison of the exact and approximate solutions for the sections x = 0, 1, X = 0.5 and x = 0.8.
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Figure 23.
Comparison of (39) and (41) (red light approx. solution,).

2.4.2 Unsteady flow of a viscous fluid between parallel walls

As a practical example, consider an unsteady flow of a viscous fluid between
parallel walls. Let a viscous fluid fill the entire space between horizontal planes located
at a certain distance from each other. Let the lower plane be stationary all the time,
and the upper one starts to move to the right at a constant speed. We neglect the
action of gravity and assume that the pressure is constant everywhere. The flow is
assumed to be directed parallel to the x-axis. Then the equation of motion of a viscous
fluid in dimensionless variables has the form.

2 ‘;—Z (39)
The exact solution of the equation under the conditions:
u(0,y) =0, u(t,0)=0, u(t,1) =1
looks like:
u=y+ %i’: (_kfl)k sin(kzy) exp (—k’n’t) (40)

k=1

Let us replace (39) with the difference relation:

(t,0)

t—0 T 1-0

uwit,y) —wa(0,y) 2 {ul(t, 1) —wm@y) wlty) —wm
1-y y—20
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From here, considering the boundary conditions, we obtain an approximate
solution in the form [15]:

2y

t’ = 41
Note that, tlimu(t,y) = tlim ui(t,y) =y.
There is another approach to obtaining an approximate solution to Eq. (39).
We replace (39) with the following equation:
duy 2 Jup(t,1) —ua(t,y) ua(t,y) —ua(t,0)
— = — (42)
d 1-0 1-y y—0

Considering Eq. (42) y as a parameter, and solving it, we get

w(t,y) =y (1 — exp (y%) ) (43)

This shows that partial approximation gives the best result (Figures 23 and 24).

2.4.3 Non-stationary convection-diffusion differential equation
Consider the equation

o0 0P 1 0P
—tV—==5 =3 >t), 44
ot + ox Pe ox? 1) (44)

Under appropriate boundary and initial conditions. We approximate Eq. (44) as
follows

Ulx,t) — U(x,0) Uf(x,t) — UW,1)
t + x—-W

1 2 U(E,t) — U(x,t) U(x,t) — UW,1)

Pe(E—W)( E—x  x-W )+f(x’t>’

(45) is an implicit difference scheme with a moving node. In this case, the
convective term was approximated by the scheme against the flow, and the diffusion
term, as usual, with the second order of accuracy.

The comparison obtained with the help of (45) of the approximate solution with
the exact solution (44) under the conditions U°(x) = x? +x, Uw(t) = 0, Ug(t) =1+
e Pt f(x,t) = (1+ Pex)e T¢' + 2x — 2/Pe is shown in Figure 25. Exact solution
(W =0,E =1) &(x,t) = x* + e P'x. In Figure 25, the solid curves are the exact solu-
tion, the dotted curves are the approximate solution, and the graphs correspond to the
sectionsx = 0,1; x = 0,5; x = 0, 8. Figure 26 same results corresponding to ¢ =
1, t=15; t=10.

Figures 25 and 26 show the acceptability of the approximate solution for the MNM.

It should be noted that with increasing Pe the discrepancy between the exact and
approximate solutions increases. On Figures 27 and 28 compare the same problem
with Pe = 2.

(45)
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o 02 04 06 08 1
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Figure 24.
Comparison of (39), (41), and (43) on the section y = 0.8. Blue line on (41) black on (43), red fine.

Figure 25.
Comparison solution Pe = o, 5.

Thus, the MMN makes it possible to obtain an approximate analytical solution.

2.5 MNM for two-dimensional boundary value problems

Now let us consider the application of MMN to two-dimensional boundary value
problems to obtain rough approximate solutions of DE.
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1,6
1,4:
1,2;

1
0,8:
0,6:
0,4:

0,2 1

Figure 26.
Comparison solution Pe = o, 5.

Figure 27.
Comparison solution. Pe = 2.

Consider a convex closed two-dimensional region (Figure 29). P point inside area.
If P changes position inside the region, the boundary points E, N, W, S change their
positions while being on the border of the region.
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When studying stationary processes of various physical natures
(oscillations, heat conduction, diffusion, hydrodynamics, etc.), one usually leads
to equations of the elliptic type. The most common equation of this type is the
Poisson equation.

There are various approximate-analytical and numerical methods for the equation
of mathematical physics.

Consider the two-dimensional Poisson equation in a rectangle
(x,y) € [W, E] x [S,N]

AU(x,y) =f(x,9), (46)
with boundary conditions.
UW,y) =Uw(®»),U(E,y) = Us(y),U(x,S) = Us(x), U(x,N) = Un(x).  (47)

Take an arbitrary point in the rectangle approximation of second-order partial
derivatives:

FU 2 [Uely) —uxy)  u@xy) - Unw()
WNE—W[ E-x | x-w } (49)
PU 2 Un(x) —u(x,y)  u(x,y) — Us(x)
| S = | B

Substituting (46) and (49) into (46), and solving, the resulting equation with
respect to #(x,y), we have

_ 1 (N—=»)-95)
u(x’y)7(E—x)(x—W)+(N—y)(y—S)' { T (e =W)Ug + (E —x)Uw)+
T -+ 0809+ S S S e

(50)

This is the approximate analytical solution of the Poisson equation in a rectangle.
(49) satisfies the boundary conditions. Due to the fact that (48) and (49) is an
approximate relation for the approximation of the second derivatives (50) is an
approximate solution. Nevertheless, (50) gives an acceptable solution to many
practical problems.

Consider examples.

2.5.1 Test problems

1.Consider the Laplace equation in a rectangle [0, 1] x [0, 1] with boundary
conditions U(0,y) = 0,U(1,y) =y, U(x,0) = 0, U(x,1) = x. The exact solution
to this problem is U(x,y) = xy. If we use the approximate solution (50), we
obtain. In this case, the approximate solution coincides with the exact solution.

2.The function U(x,y) = x? + y?, with boundary conditions U(0,y) = —?,
U(l,y) =1—y*U(x,0) = x?,U(x,1) = x> — 1 satisfies the Laplace equation.
Relation (50) gives us an identical result.
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3.The function U(x,y) = In(x* + y?), with boundary conditions
U(Ly) = In(1-»?), U2,y) = In(4 +y?),U(x,0) = In(x?),
U(x,1) = In(x* + 1) in the region [1,2] x [0, 1], satisfies the Laplace equation. An

approximate solution based on (50) gives u(x,y) = 20 —-1)+y1—y)

(1 —y)((x—1)In(4+9*)+ (2 —x)In(1+y?)) + (2 —x)(x — 1)(y In(1 + x?)+
+(1 — y) In(x?))]If we compare the exact and approximate solutions in the

area under consideration at points x; = 1 +ih,y; =jh, i,j = 1,2, ...n with a step
h = 0,1 for the maximum difference, we obtain 0, 0011.

4.The function U(x,y) = x* — y3, with boundary conditions,
U(0,y) = =%, U(Ly) =1-93U(x,0) =x3,U(x,1) = x> — 1 satisfies Eq. (46)
for f(x,y) = 6x — 6y. Based on (50), the approximate solution has the form:

u(x y) :xy(y_x) +J’4(1—)’) +x4( _1)
’ Y —1) +x(x—1)

The maximum absolute difference between the exact and approximate solutions
calculated by points x; =1+ ih,yj =jh, i,j =1,2, ..n,h = 0,1is 0.048.

If we approximate the right side based on the control volume [35], the approxi-
mate solution has the form:

(=) (1 =3(x +y) +3xp) + 24 (1 —y) + 2 x - 1)
) = 2y(y 1) + x(x — 1)

and the maximum absolute difference between the exact and approximate
solutions calculated by points x; =1+ ih,yj =jh, i,j =1,2, ..n,h = 0,11is 0.024.

2.5.2 Flow in an ellipsoidal pipe

The equation describing the one-dimensional flow in an ellipsoidal tube of a
viscous fluid has the form:

*U U Ap
S 1
2 T2 ul (51)
Here u is the flow rate, p is the flow viscosity, Ap/l (Ap/l = const) is the pressure

drop. Eq. (51) is considered in the area;;’—z +'Z—§ <1 (section of an ellipsoidal pipe,

Figure 30), and the boundary condition is the no-slip condition (U = 0).
Eq. (51) is replaced by the difference

2 (UE—M_M—Uw)+ 2 (UN—u_u—Us)__%
Ye—Iw \JE—Y Y —Yw/ &N —Zs\&N—Z% Z—Zs ul

Hence, given that

zv =by/1—92/a%, zs = —b\/1—y%/a?, y, =a\/1—22/b%, y,, = —a\/1—22/b>.
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X
Figure 28.
Comparison solution. Pe = 2.
N
W F
S
Figure 29.
The convex closed two-dimensional vegion.
/
N
b

W fomm=mmmmmmmmmmmemms
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Figure 30.
Ellipsoidal pipe section.
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we get

ab* 92 22\ Ap
=\l =23
2(a2+b ) at p*) ul

coinciding with the exact solution.

2.5.3 Two-dimensional temperature field in a solid
This problem is reduced to solving an equation AT = 0, with boundary conditions
T(0,y)=0,T(1,y) =0,T(x,0) = Ty, T(x,1) = 0.
Exact solution to the problem

T(x,y) = iA,, sin(nax)shinz(y — 1)]

n=1

where A, = Lo %
Approximate solution
1—x)x(1—y)To
Tx,y) = LML= ITo
x(1-x) +y(1-y)

The maximum absolute difference between the exact and approximate solutions

calculated by points x; = ih,yj =jh, i,j =1,2, ..n,h = 0,01is 0.015.
Thus, the method presented here allows for obtaining solutions to Dirichlet prob-

lems. To improve the solution, the mesh refinement technique can be used.
To increase the accuracy, increase the number of moved nodes. When the number

of nodes to be moved is four, we get.

4 B: x n 1—-x +£ y + 1-y
(275 @' +8) B \(2)+a @44

o (5 () 0 ()

-1

’ () +5
o[ (G (2) (o (52) (1))
+§ 5 2 +
(o)
1(1-y) <Auc(x) + () (xu;, %) + (1 —x)u, <§)>)
2 ) +a H
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The maximum absolute difference between the exact and approximate solutions,
calculated by points x; = ih,yj =jh, i,j =1,2, ..n,h = 0,1, is 0.14 according to the

formula with one moving node, and when calculating with five moving nodes, it is 0.07.

2.5.4 Flow in a rectangular pipe

Eq. (51) also describes the flow of an incompressible viscous fluid in a rectangular
pipe. Let us denote the height of the rectangle parallel to the axis Oz as 2, and the
base parallel to the axis Oy as — 20k, where ¢ is any positive constant. We draw the axis
through the center of the rectangle and direct it downstream.

Let us transform Eq. (51) into a dimensionless form. For the scale of lengths, we
take the height, %, and for the scale of speeds—the value #*/u - Ap/l. We introduce the
following dimensionless quantities:

Y=y/h, Z=z/h, V=Uul/(h*Ap)

Substituting into (51), we obtain

PV PV
AR S 52
o2 a2 (52)
Boundary conditions for (52)
V(Y,-1) =0, V(Y,1)=0, V(-6,Z) =0, V(6,Z) =0 (53)

Eq. (52) is replaced by a difference equation and taking into account the boundary
condition (53) we have

2(-v VvV +2 -V Vv _
26\6—-Y Y+o 1+1\1-2z Z+1,

From here we determine the approximate analytical solution:

1(A-P)a-2)
2 1-Z+02—y2

(54)

The exact solution of the problem has the form:

160 (—1)"

. Cl’l (2n+1 %Y)
B S+’

2

11 z
Ch( 2 o

2
cos( nt1 EZ>
2 o

Figure 31 shows a comparison of the exact and approximate solutions on the cross-
section x = 0 for ¢ = 1. The maximum absolute difference between the exact and
approximate solutions is 0.045.

To increase the accuracy of the approximate solution in Eq. (52), we approximate
only one of the terms. For example, we approximate Eq. (52) as follows:

2 [/ -V %4 ’rv
_— _— _— —1
26 (a -Y Y+ 6) * az? (55)
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Figure 31.
Comparison of the solution on the section according to (54).

We got an ordinary differential equation, we consider the variable Y in Eq. (55) as
a parameter. We solve Eq. (55) with constant coefficients, considering the boundary

conditions, we find an approximate solution
V=_C exp(\//;Z) +C, exp(—\/lzZ) +%. (56)

Herek =2/((c = Y)(Y +0)),C, = —1 ezféﬁgizzgg:@

exp (2\/12) — 7 exp (—\/Ig> .

Figure 31 shows a comparison of the exact approximate solution obtained based on
(56) on the cross-section x = 0 at 6 = 1. A comparison of Figures 31 and 32 shows that
the calculation by formula (56) gives a more accurate result. The maximum absolute
difference between the exact and approximate solutions is equal to that obtained by
(56) and equals 0.024. In Figures 31 and 32 solid curves are the exact solution.

, C1=—Cy—
) 1 2

-1 -0, 0 0,3 1

Figure 32.
Comparison of the solution on the section according to (56).
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Figure 33.
Coordinate systems and the region of solution.

2.5.5 Flow at the inlet section of the pipe

With appropriate simplifications, the flow of a viscous incompressible fluid in a
dimensionless form is described by the following differential equation:

ou 1 1 [(Pu u
= - N+4+— =+,
“5%x" Re' ' Re <6y2 * ax2> 57)

Here, N = —12 is the pressure drop, Re is the Reynolds number. The equations are
considered in the area D : —0,5<x<0.5, 0<y <L. (Figure 33). Boundary condi-
tions for (57):

u(0,y) =1; u(L,y) = 1,5(1 - 4y2);
u(x,—0,5) = 0; u(x,0.5)=0.

The convective term is linearizable

du du
U N
Approximating in (57) by the liquid volume (y + 0,5)/2<y<(y — 0,5)/2, we
obtain an ordinary equation, solving which we obtain an approximate solution:

1— 492

u = Cy exp(kix) + C; exp(kox) — N, (58)

wherek1,2%<1i,/l+ﬁi4yz)>.

For comparison, solutions (57) were also made with the numerical method.

Figure 34 shows the velocity profiles obtained on the basis of an approximate
solution. The solid curve to the section x = 0, 1, and the pointed curve tox = 0, 5, the
dotted one corresponds to the section x = 3. Figure 35 shows a comparison of the
approximate and numerical solution of Eq. (57). The solid lines correspond to the
solution (58), and the dotted lines correspond to the numerical solution (velocity
profiles are given for the cross-section x = 0,1 and x = 0, 5).

2.6 Solution of the flow problem in the combined region

Exact solution. Let a liquid flow in a flat pipe partially filled with a porous medium.
The lower part of the horizontal pipe is filled with a porous medium of height h
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Figure 34.
Approximate solution based on (58). Velocity profiles corresponding to sections x = 0,1;0,5;3.Re =1, L = 5.

(pipe height H). Considering the flow to be one-dimensional and stationary, we
obtain from the Rakhmatulin equation [16, 17], we obtain

du [ .du _ dp
ﬂ@(fdy> Ku fd_x (59)

In (59) for the parameter K, we use the Kozeny-Karman relation as adopted in
porous media:

uf
k=L (60)

& o1 . P
where the k£ = oA FR permeability, d is the characteristic size of the porous
medium.

Let us pass to dimensionless variables assuming # = #U, y =yH,x =xH, p =

”R—U:p. Then Eq. (59) in dimensionless form for f = const, has the form:

du__ dp
e —Au =5 (61)
Here A = 180(H/d)*(1 —f)* /f*.
In the free zone, the one-dimensional flow satisfies the equation
d’u  dp

In the future, in Egs. (61) and (62), we release the dash above the variables.
Eq. (61) is considered when 0 <y </, and Eq. (62) ko <y <1. Equations are
solved under the following boundary conditions.
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No-slip conditions for Eq. (61) to the lower walls, and for Eq. (62) to the upper
walls:

u(0) =0, u(1) =0. (63)

In the inner boundary region, we set the conditions for the continuity of the flow
and the equality of the shear stress:

du(hg — 0) _ du(ho + 0)

& Py . (64)

u(ho — 0) =u(ho + 0),

It is easy to obtain an analytical solution of (61) and (62) under the given boundary
conditions. Figure 36 shows an analytical solution. The dimensionless pressure

difference is adopted Z—g = —12, so that it corresponds to the flow without a porous
layer. The dotted line corresponds to the solution obtained with a porosity of 0.3, and
the dotted-dotted line is 0.5.
Numerical solution. Consider eq. (61) for the entire region and set
f{enpu0<y<h0. (65)
Inpuho<y<1

In this case, Eq. (61) in the pure region takes the form (62). Thus, Eq. (61) can be
used in the entire area, with porosity (65), while the interboundary conditions are
satisfied automatically (in the porous layer, the porosity is taken equal to €). For this
purpose, a finite-difference approximation of Eq. (61) was compiled and calculated
using the sweep method in the combined region. Figure 37 presents the results of
numerical calculations (solid curves are the analytical solution, and point data are the
numerical results). This shows that it is possible to perform a thorough calculation
without highlighting the interboundary condition.

Approximate analytical solution using a moving node. Using the moving node
method, one can find an approximate analytical solution to the problem.

Figure 35.
Comparison of approximate and numerical solution. Re = 1, L = 5.

281



Numerical Simulation — Advanced Techniques for Science and Engineering

0.7 . ‘ \.:
0.6 ATk
05 | T — .

y 04— .J;f - ._ \{\_.
03T 7 H T T T
0.21 7
0.1

=T ; , .

02 04 06 08 1

Y

—

Figure 36.
Exact solution: velocity distributions for different porosity values.
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Figure 37.
Comparison of exact and numerical vesults for different porosity values.

Egs. (61) and (62) is approximated by difference relations:

2 fug—u u _dp
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2 —u  u—ug\ dp
1—h0<1—y_y—h0)_dx' (67)

In the difference Egs. (66) and (67) no-slip boundary conditions are used. In Egs. (66)
and (67) ug— the value of the unknown function on the inner boundary. To find ug, we
use the second interboundary condition (64). We putin (66) y — ko — 0, then we have

2 (du u _dp
% (@h‘oo — %) — AuG = E (68)
If in (67) y — ho + O then we have:
2 —ug du _dp
1—ho (1 —ho dy|h°+0> S odx’ (69)
Using (64), we obtain
ho(1—ho) di’

ug = (70)

24 h3(1—ho) dx’

Using (70) from (66) and (67) we determine the distribution of velocities in the
porous

y 21— ho) \dp
S S . S 71
“ 2+Ay<hoy><° Y (A —ho) ) dx 71

0.9 /
0.81
N
0.61
u 0.57
0.41
0.31
0.2
0.11

02 04 06 08 1
}r

Figure 38.
Solution comparison.
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and free zone

u =

_ 17}) (171’[0)()17]’!0) ho(l*ho) @
1—ho< 2 +2+Ah§(1—ho)> dx’ 72

Figure 38 compares the exact and approximate solutions (the solid line is the exact
solution, and the dotted line is the approximate one obtained using (71) and (72) at
A =40000,k9 = 0,2).

3. Application of the moving node method

In the first chapter, we considered MNM for some boundary value problems in
order to obtain an approximate analytical solution. This chapter focuses on some uses
of moved nodes. With the help of multipoint moving nodes, improved schemes are
built for the convective-diffusion problem. It is proposed to improve the accuracy of
schemes using the Richardson extrapolation method. Some properties of schemes are
also presented for research with the help of MNM

3.1 Obtaining discrete compact schemes for the convective-diffusion problem
of MNN

Of great interest is the construction and analysis of the discretization of a singu-
larly perturbed ordinary differential equation of the second order. The equation of
convection-diffusion is basic in modeling fluid flow at high Reynolds numbers and in
convective mass exchange at high Peclet numbers. Many works are devoted to this
subject [25, 40-45].

Numerical solutions of the convection-diffusion equation often show numerical
fluctuations. In practical calculations, many authors have observed parasitic oscilla-
tions at high Peclet numbers when the central approximation for the convective term
is used. On the other hand, the upwind scheme usually leads to unpleasant artificial
numerical diffusion.

This dilemma is central to the numerical solutions of convection-diffusion
problems.

In order to compute approximate solutions to a partial differential equation, some
form of local approximation must be used. This means that the decision values at each
node are used to generate an approximate decision value. With finite differences, one
usually tries to make the local area as compact as possible, for example, using only
neighboring nodes when updating on a node.

If we consider the approximation of the convection-diffusion problem on a uni-
form grid, we can observe that most of the literature deals with the choice between
schemes in a three-point pattern: (W,P,E). To obtain an approximation of a high order
of accuracy, it is necessary to increase the number of points of the computational
pattern.

Here we use the structure described in the first chapter to derive a new finite
difference scheme [14]. Although such a procedure cannot be easily generalized to
partial differential equations with variable coefficients.

Consider the DE of convection-diffusion
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dd 1 d°¢
dx  Pe g S(x), (73)
with boundary conditions.

where Pe is the Peclet number (Pe = pvL/I'), (v is the velocity, p — density, L is the
length scale, T is the diffusion coefficient, x is the dimensionless coordinate, S(x) is
the source.

On [0,1] we introduce a non-uniform grid

Q= {xi,i =0,1,2, ...,N,0=x¢g<x1< ... <x;_1 <Xi<Xiy1 < ... <XN = 1}

In the first chapter, with the help of moving nodes, an analytical solution
to problem (73), (74) was constructed. When constructing compact circuits,
we rely on a circuit against the flow, which is monotonic for any Peclet
numbers.

Let us rewrite the scheme against the flow (21) for the segment (W,E)

ul-uy, 2 (U};—Ul_Ul—U%,V

P =
W (E-W)\ E—x x—-—W

) + Pe - S(x). (75)
In (75), the equation relates the unknown function at three points: W, x, E,
i.e. Eq. (75) is written in a three-point pattern. Now let us write Eq. (75) for

an arbitrary internal node x;, which is connected with neighboring nodes x;_1, x;1.
Then

Pe

Ul -ul, _ 2 (U}+1 - U} Ui-u,

Xi —Xi1 (xi+1 - xi—l)

) + Pe - S(x;). (76)

Xit+1 — X Xi — Xi1

Here,i =1,2, ...,4, ...,N —1and Ui1 means the approximate value of the unknown
function at the node x;.
This schema can be rewritten like this:

apUp = azUy +ay, Uy, + F}, (77)
But now

2 . Pe 2

) a - + )
(ip1 =2 1) (xipr —26) " (e —xica) (K — X1) (i1 — %) (78)

al =
ap = ay + ajy, F} = Pe - S(x;)
To increase accuracy, based on three moving nodes (28),

a3Us = a3Us +ay, Uy, + F2, (79)
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3 _ 8 3 _ 2Pe 8
here ay = e @) W T E @) T e w A
3

ap = ajy +az, 0= Pe(xi1 —xi),0 = Pe(x; —xi-1), 1 =2/(2+0),71 = (2+6)/2
F? — Pe . S(X,) + 4+Pe-(x,'+1*xl 1 l 1-71 S(xi—l/Z) + 4 - 1 . S(xi+1/2)

Xit1—Xi-1 "Ttn Xip1—Xi-1  y1+1

xi,]./z = 0, S(x,-,l +x,-),xi+1/2 = 0, S(x, +x,-+1).

Based on with 2¥ — 1 moving nodes (31), we have

k_ k__ ke k_ b b
al(jz 1)U1(,2 1) :aéz 1)U}gz 1) +a‘(/‘2/ 1)Ux(/5 1) +Fi(2k_1)’ (80)
where
a(zkfl) _ 22411 —y,) a(2k71> B 2%+1pg(1 — 1)
E = s Ay =
(i1 — Xi-1) (Xip1 — ;) (1 — y]%k> (x; —2xi 1) (1 _ T]%k>
22k+1(1 _ Tk)
(xig1 — xi-1) (o0 — 2 1)(1—1{)
21 21 21
ﬂl(g ) :a‘(/v ) +a£' )~Tk ( +6)ayk — (zk +9)/2k,
k+1 . o o 22’€,1 j L
Fi(2k71) — Pe-S(x;) +2 + Pe - (xit1 — Xi-1) Tk Zﬁe 1 (xl +] x,,l)_
Xi+1l — Xi-1 —rk == 2k

P+l 1_}/ 22’@—1 J Xi1 — X;
h DO WAL CRENE S

Xit1 — Xi-1 — = =

Let us consider numerical experiments.

Figures 39 and 40 show graphs for solving problem (73), (74) for Pe = 50 on
segments [0; 1] with boundary conditions @y = 0, @, = 1. Figure 39 corresponds to
S(x) = 5cos 4x, and the graphs in Figure 40 are obtained with

] 8 |l
; x
-0,51 5
] 0
1 a

Figure 39.
Comparison of various schemes with source term S(x) = 5 cos 4x.
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Figure 40.
Comparison of various schemes with source term (81).
10 — 50x if x<0,3
S(x) = { 50x —20 if 0,3<x<0,4 (81)

0if 0,4<x

The numerical results are obtained for z = 0,1 and the grid Peclet number is equal
to 5. The solid lines are plots of the exact solutions of the problem. Circle symbols are
obtained for the upwind scheme, rectangles according to the Patankar scheme, aster-
isks according to (79), diamonds according to (80) at k£ = 2, and circles according to
(80) atk =7.

Table 1 shows the root-mean-square errors ¢ = \/ lev(qb(xl) — U;)*/N for the

considered schemes. @i is exact solution at nodal points, Ui is numerical solution
obtained by the considered schemes, N number of nodes.

From Figures 39 and 40, and from the Table 1, it is clear that the proposed
schemes give good results.

3.2 Construction of compact schemes of the convective-diffusion problem based
on the finite volume method

The finite volume method is one of the methods that can give a good approximate
solution to the problem. Here we explore the application of the finite volume method
to solve the convection-diffusion equation for constructing compact schemes.

Scheme Upwind Patankar (79) (80), k=2 (80), k=7

S(x) = 5cos 4x 0.361 0.300 0.192 0.096 0.004

S(x) with (81) 0.282 0.199 0.154 0.077 0.003
Table 1.

The root-mean-square errovs.
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The basic strategy of all finite volume methods is to write the differential equation
in a conservative form, integrate it over small domains (called “cells” or “finite
volumes”), and transform each such integral over the cell boundary.

Our goal is to construct a qualitative scheme for the problem (82)

d da d
4 (o)=L (r df)+s<> (82)
®(0) = @y, (1) = b, (83)

based on the control volume method. The procedure for obtaining a scheme is
similar to that described in paragraph 3.1.
On [0,1] we introduce a non-uniform grid

Q= {xi,i =0,1,2, ...,N,0=xpg<x1< ... <x;_1 <Xi<Xiy1 < ... <XN = 1}

In the first chapter, with the help of moving nodes, an analytical solution to
problem (82), (83) was constructed using the control volume method in the form.

(1-n)pf  (1—-r)a (1—)Bf (1 -7y, E-W
et | U = U, + U+~ S(x)
1-1, 1—vy; 1-1 —J/k 2
1- —w Y —w
+ T; l ZZ 1S(W+] )
1—Tk =1 i=1
(84)
k.
-y, Cr N E—x
T 2* ZZ _]) :
1—v; - =

Here 1), = /ﬁ,yk f By =2Dw +F B =2"Dw +F', ay =2*Dp +F, o =
2*Dg + F*, F~ = max(—F,0), F* = max(F,0), Dg =I'/(E —x), Dw =1I/(x — W).

Now let us write Eq. (84) for an arbitrary internal node x;, which is connected with
neighboring nodes x;_1,x;1.

Then
1-)B (A—-y)a, 1—1,)B 1—y,)a; Xiy1 — Xi_
( k)kﬂk ( yk)kk UPk:( k)kﬁk U]‘e/v+( J’k)kk U12+ z+1k+11 1.8(%)+
1—1']% 1—;/]% l—ri 1—;/,% 2
-7 % %1 A= 1
R e D XA CR el
1-71 j=1 m=1
(85)
1—vy, Xiy1—x 21 Xif1 — Xi
- i+1 — A m—1 ke . 1 — A
Sl S ) ).
1= =1 m=1

What does it have to do with Dg =T"/(x; 1 — x;), Dw =T'/(x; — xi-1).
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3.3 Improving the accuracy of circuits using the Richardson extrapolation method

The Richardson extrapolation method is used to solve grid problems on a sequence
of grids. The method consists in carrying out calculations for the same circuit, with
different steps. Then we have several grid solutions. On the basis of the grid solutions,
some linear combination is compiled. The resulting linear combination has a higher
order of accuracy.

Creation of new schemes using Richardson extrapolation based on the schemes
given in paragraph 3.1.

The accuracy of scheme (76), with a uniform arrangement of grid nodes, is O(k).
Scheme (79) has order O(k/2). For a linear combination
Q*(xi) = —1U(x;) + 4 U?(x;), we get an approximation error for a
uniform grid O(h?). A linear combination of U'(x;), U(x;) and U7 (x;) in
the form Q”(x;) = % U'(x;) — §U°(x;) + 2 U’ (x;) has an approximation order
of O(h4). Consider N = 10, S(x) = x2, Pe = 30. Table 2 shows the
absolute difference between the exact and approximate solutions according to the
schemes.

Table 3 shows the root-mean-square error ¢ = \/ SN (@(x;) — U;)*/N for the

considered schemes. ®(x;) the exact solution at the nodal points, U; is the numerical
solution obtained by the considered schemes.

Figures 41 and 42 show numerical solutions for ®y = 0, &g = 0.

From the graphs in Figures 41 and 42, and from Tables 2 and 3, it is clear that the
Richardson linear combination allows you to get a more improved circuit.

x 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

U (x;) 0.001 0.004 0.007 0.011 0.017 0.025 0.039 0.073 0.160

U3 (x;) 0.001 0.002 0.004 0.006 0.008 0.012 0.018 0.034 0.089

U7 (x;) 0.000 0.001 0.002 0.003 0.005 0.007 0.010 0.019 0.046

Q3(x;) 0.000 0.001 0.002 0.004 0.006 0.007 0.010 0.021 0.065

Q7 (x;) 0.000 0.001 0.001 0.002 0.003 0.005 0.007 0.014 0.030

Table 2.
The absolute difference between the exact and approximate solutions.

Schemes U'(x) U(x) U (x) Q’(x) Q' (%)

S=x%Pe =50, Py =0,Pg =1 0.047 0.023 0.011 0.015 0.006

S =10, Pe =50, Py =0, P =1 0.033 0.017 0.008 0.011 0.005

S =x% Pe =100, Oy = 0, Pg = 1 0.034 0.014 0.006 0.008 0.003

S = 5cos(4nx), Pe = 50, @y = 0, P =1 0.213 0.120 0.061 0.090 0.038
Table 3.

Comparison by the root-mean-square errors.

289



Numerical Simulation — Advanced Techniques for Science and Engineering

_032;
,053_-
o4l
-0,51
~0,61

Figure 41.
Pe = 100, S = 5cos4mx Solid curve exact solution, circle obtained by scheme U, circle by U?, solid rectangle by U7,
diamond by Q, star by Q’.
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Figure 42.
Pe = 100, S = exp.(—4x). Solid curve exact solution, circle obtained by scheme U”, circle by UP, solid rectangle by
U7, diamond by Q?, star by Q’.

3.4 Influence of the choice of profile on the face of the control volume on the
quality of difference schemes

When obtaining discrete analogs of the convective-diffusion problems given
above, on the basis of multipoint PUs, it was possible to construct better compact
circuits in a three-point template. However, there is another approach to improve the
quality of the scheme based on the choice of the decision profile.

Since the work of Leonard, in order to improve the results of the numerical
solution, attempts have been made to improve the algorithm, which is built in a five-
point pattern.
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In all the above schemes (except for the scheme against the flow), the conditions of
boundedness and non-negativity of the coefficients are violated.

Here it is proposed to improve the scheme based on the choice of the solution
profile on the edge of the control volume in the three-point template of the
convective-diffusion problem. The upwind scheme with one-sided differences is
taken as the initial scheme. The QUICK scheme uses quadratic upwind interpolation
to determine the convective flow. Here we use the solution obtained by the upwind
scheme based on the method of moving nodes.

MNM for simple cases allows one to obtain an analytical representation of the
solution between the nodal points of the boundary value problem. Based on this
representation, it is possible to construct a better discrete scheme.

We integrate (73) over the control volume [w, ¢]

1 /dd\ 1 (do\ |
ng — @w = ﬁ (dx)e — ﬁ <dx)w + JS(x)dx

Replacing the derivatives with difference relations, we have

_1@E—@p 1¢P_¢W
" Pe xg—xp Pe Xp — Xw

D, — D, + (e — x0)f p- (86)

Heref, = xg_lxw | S(x)dx. Depending on the type of function profile @ on the

control volume, different schemes are obtained.
Let the profile @ be piecewise constant in each control volume. Then, assuming
@, = &p, D, = Py, we have an upwind scheme:

1 &p—Pp 1 Pp— Dy
Pp—-—Py=— —— — — — . 87
P W Pe xg—xp Pe xp—xw + (xe xW)fP (87)

If the profile @ is linear between the nodes and the edges of the control volume
are located in the middle between the node points, we have a scheme with central
differences:

b + Dp GDP-I-CDW—l@E—@p 1 &p — Dy
2 2 _Pe XE —Xp Pe Xp —Xw

+ (e — % )f p- (88)

To improve the accuracy of circuits, many authors recommended various circuits.
All these schemes are multipoint (more than three). Here is a way to improve
three-point circuits.

From (87) we get

- Xp — Xw B+ (xg —xp)(1+ Pe(xp —xw)) Bt
Pe(xg — xp)(xp — xw) + Xg — Xw Pe(xg — xp)(xp —xw) + Xg — Xw
_ (xp —xw)PE + (xg — xp)(1+ Pe(xp — xw)) Pw
N Pe(xg — xp)(xp — xw) + xg — Xw
(89)

If the nodes xg and x are fixed, and the node xp is movable, we get a profile ®p
between the nodes xg and xy . This profile is used in (86) to determine @, and ®@,,.
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To improve scheme (87), we proceed as follows. Eq. (89) connects at three nodes
(xw,xp, xg), if we apply Eq. (89) for nodes ( xw,xy, xp), we have

2 +Rh 2 Rh kfw (90)

@, = @ @
4+R, P T 4R, E+2(Rh+4) 4

Similarly, for nodes ( xp,x., xg), we have

2+R, 2 Ryh
- @ @
=arr e R T

2R+ 47 o

Substituting (90) and (91) into (86) we have

R} B 2+R, 2R, h- Rh
[4+Rh+2}q§P_{1+4+RJ¢W+[1_4+RJ +HhRfp 2(4+Ry) (f ~fu):
(92)

The condition R, < 4 is ensured by the positivity of the coefficients and the
stability of the scheme (92).

Proceeding similarly as in the derivation of (92), but using (92) for the profile, for
a uniform step we obtain

(4+R)-16/, 1 16 R 1
(4+R)’+16| ~ |R (4+Ry) +16 (4+R)’+16 Ru| "
2
s(p) + RSB g — Stxa),
2[(4+Rh) +16}
(93)

Test problems
1. Consider the equation

du 1 du

dx Pe . —+ sin 7zx.

with boundary conditions #(0) = #(1) = 0. Table 4 shows the maximum absolute
differences of the schemes calculated at the nodal points ( « is the exact solution of the
problem, #; is the solution obtained according to the upwind scheme, %, is according
to the power law, %3 according to the Leonard scheme, %, according to (92) and us-
according to the scheme (93).

Pe R, max|u — u| max|u — u;| max|u — us| max|u — us| max|u — us|

100 10 0.0526 0.03770 0.1801 0.03701 0.00077

1000 100 0.0470 0.0464 0.2732 0.01607 0.00927
Table 4.

The maximum absolute differences.
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2. Consider the equation
W du
dx  DPe Jx? ’
with boundary conditions #(0) = 0, #(1) = 1, with source

10 — 50x, 0<x<0.3,
50x —20, 03<x<0.4,
0, 0.4<x<1

s(x) =

Figure 43 shows that scheme (93) gives the best results. Leonard’s scheme gives an
incorrect solution near the right boundary. Scheme (92) also exhibits a slight
non-monotonicity. This is due to the fact that scheme (92) is stable for R, <4.

Figure 44 Shows that for large grid Peclet numbers, the upstream and Patankar
schemes give close results. Scheme (93) gives the best results. This can also be seen in
Table 5, which compares the considered schemes (SDS—central scheme).

3. Two-dimensional case. Consider the equation

%_ 1 (og, o¢
>~ Re \ a2 +ay2 +5(x,).

Exact solution g = 6y'°(1 — »1°)(1 — x3) + 6x%y(1 — ). The equations are solved in
the area [0, 1] x [0, 1]. The source term is defined so that the given function is a

g} !
fﬁ *I‘L“- ‘
0,81 a"j* &’
/& ® #* ‘
? O \
] “el
0.6 IIl' C éé'i |‘
| lfl - :J{”."‘.,\ ‘ﬂ
0,4'§ R XXX XXX R AR
iy LT Rk ke okok ke kol x KO
lJ "essncsecsene
0,21 O0N00000000Y %
_lf
n L 3 T T T T T T T T T 1
0 0,2 0.4 0,6 0,8 1

Figure 43.
Comparison of various schemes. Pe = 100, Ry, = 5. The solid line is the exact solution, the circle is the upwind
scheme, the circle is the Patankar scheme, the astevisk is the Leonard scheme, + is the scheme (92), the diamond is

according to (93).
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ﬁf \
P *ag‘l
0,81 “Hr *\t
| pos )
| H
0,6 g@ oY
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Figure 44.

Comparison of various schemes. Re = 500, Rj, = 25. The solid line is the exact solution, the circle is the upwind
scheme, the circle is the Patankar scheme, the asterisk is the Leonard scheme, + is the scheme (92), the diamond is
according to (93).

Scheme Re h R, max|u — u,| > lwi—(up),l
Ui
Upwind 100 1/40 2.5 0.1627 0.2116
100 1/20 5 0.3258 0.4224
500 1/20 25 0.3650 0.4101
Power 100 1/40 2.5 0.0833 0.1057
100 120 5 0.2385 0.3025
500 1/20 25 0.3454 0.3868
(8) 100 1/40 2.5 0.0164 0.0169
100 120 5 0.0460 0.0401
500 1/20 25 0.0531 0.0398
(12) 100 1/40 2.5 0.0129 0.00840
100 120 5 0.0452 0.0358
500 1/20 25 0.0571 0.0404
QUICK 100 1/40 2.5 0.0700 0.0701
100 120 5 0.2231 0.1931
500 1/20 25 0.3653 0.2055
CDS 100 1/40 2.5 0.1237 0.0062
100 120 5 0.3033 0.0467
500 1/20 25 0.5136 0.1355
Table 5.

Comparison of circuits with respect to grid Peclet number.
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Scheme Re =100, =5,h = 0,1 Re =500,n =5,h = 0,1 Re =1000,n» =10,k = 0,1

maxlg — g | >leg,l maxlg — g | >leg,l maxlg — g | >leg,l

> lel D lel > el
Upwind 0.150 0.074 0.169 0.074 0.186 0.129
CDS 0.074 0.023 0.035 0.018 0.470 0.382
Power 0.130 0.061 0.165 0.071 0.184 0.127
QUICK 0.063 0.017 0.020 0.0051 0.097 0.016
(8) 0.035 0.019 0.013 0.008 0.057 0.023
(12) 0.033 0.016 0.008 0.005 0.060 0.015
VONOS 0.055 0.016 0.019 0.005 0.073 0.015

Table 6.
Results of calculations of errors according to the schemes.

solution to the equation. The boundary conditions were determined based on the
exact solution. Table 6 shows the results of calculations according to the schemes.
From Table 6, it is clear that the proposed schemes show the best results.

3.5 Schema improvement with flow equality

MNM can improve the quality of the scheme. We demonstrate this method based
on the upwind scheme (87) written in the form:

L N I

xp—xw Pe(xg —xw) \xg —xp Xp—xw

In (94) we pass to the limit at xg — xp and, assuming the existence of the limit, we
have

Dp— Py 2 Ad, &p— Dy
xp—xw  Pe(xp —xw)

) +S(xp).

d.’X‘p Xp —Xw

Here, d®} /dxp is the left-hand derivative of the unknown function at the point xp.
From here

d(p; . 2—|—P€(XP —Xw) bp — Dy Pe'(.X‘p —Xw)
dxp 2 Xp — Xw 2

: S(.Xp) > (95)

Similarly, taking an arbitrary point x € (xp, xg) and passing to the limit x — xp, we
find

d@; 2 ‘I)E — d’p Pe(xE — .X'p)

dxp 2+ Pe(xg —xp) xg—xp 2+ Pe(xg —xp)

~S(xp),

By equating d®" /dx = d®~ /dx the flows, we get an improved scheme:

Cp¢p = ﬂp@w + bp(pE +dpS(Xp) (96)
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Figure 45.
Comparison of schemes. The solid curve is the exact solution, the dotted line according to (87), the dotted line
according to (96).

where
_ 24Pe(xp—xw) _ 2
ap = (xp—2xw) bP " [2+Pe(xg—xp)|(xg—xp)

Figure 45 shows a comparison of the exact solution and the schemes according to
(87) and (96) for Pe = 5, with one moving node (S(x) = 0). It can be seen from the
graph that the solution is improving. Numerical diffusion decreases.

,cp =ap + bp,.

3.6 Investigation of the scheme by the MNM

At this point, we are dealing with monotonicity and MMN approximation of the
circuit. On the basis of the analytical form of the approximate solution of the problem
between the nodes, which is obtained on the basis of the MMN, it is possible to
investigate monotonicity and the type of approximation of the scheme.

3.6.1 Investagation of monotonicity

Scheme with central-difference approximation of the convective term. Consider
Eq. (73). Take a segment [x;_1,%;+1] C [0,1] and any point x = x; € (x;_1,Xi+1)-
Consider the grid analog (73)

Uil — Uj_ 2 Uil — U U — Ui
i+1 i—1 _ ( i+1 _ i 1) +S(X) (97)
Xiv1 —Xi—1 Pe(Xipy1 —xi—1) \Xij1 —X X —Xi1

If we setx = (41 + xi-1)/2, we have a central-difference approximation. Here,
;41 is the approximate value of the solution at the point x;.1, # is the approximate
value of the solution at the point x. To obtain a physically plausible solution in simple
cases, we set S(x) = 0.

From (97) we find

(o — xi-1)(2 — Pe(xis1 — x))ti1 + (i1 — x) (2 + Pe(x — xi1) )ti1
2(xi41 — xi-1) .

(98)

u =
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By changing x the values on the interval (x;_1,2;:1), we can determine the
behavior of the solution. For given values x;1,x;_1, %;_1, %;+1(98) is a parabola.
From (98) one can get

u—ui1 (x —x1)(2 — Pe(xiv1 —x)) . (99)

Uit1 — Ui B Z(xi+1 - xz‘—l)

A physically plausible solution is obtained if 0 < ;*~*- <1. This condition
imposes a restriction 2 — Pe(x;.1 — x) > 0. This condition is the condition of monoto-
nicity of the central-difference scheme for a non-uniform grid. In the case of a
uniform grid, we have 2> Pe - k. This condition is the well-known monotonicity
condition [46]. For a coarse grid (N = 2, one movable node) at Pe = 5, the solution of
exact and approximate solutions are shown in Figure 46.

In Figure 46, the solid curve represents the exact solution, while the dotted one
represents the approximate solution obtained on the basis of (99). It can be seen from
the graph that scheme (99) does not give a physically plausible analytical solution.
That is why scheme (99) for large Peclet numbers gives an oscillatory numerical
solution. A plausible solution should have the same qualitative character as the exact
solution. When solving numerically, scheme (97) is implemented using a sweep, and
for the stability of the sweep, the nodes are selected so that 2 — Pe(x;;1 — x;) > 0. For
example, for a coarse grid (one nodal point), the credibility condition gives x; >0, 6.
Indeed, for Pe = 5, it 2 — Pe(1 — x) > 0 follows that x; > 0, 6 (see Figure 46).

For Pe = 2, comparisons of the solutions are shown in Figure 47, which gives a
physically plausible solution.

Upwind scheme. Let us consider a difference analog of Eq. (73), in which the
convective term is approximated by a one-sided difference relation (without a source)

u—uiq 2 (W+1—u u-—upq)
X —xi1  Pe(xXiy1 —xi_1) \Xipg1 —X X — X1

From here we get

-0,24 S
Figure 46.
Comparison of solutions in a coarse grid. The dotted curve is approximate, the solid curve is exact, Pe = 5 (@, = o,

‘Dl :1).
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0,8

0,6 p

0.4+

?

Figure 47.
Comparison of the solution in a coarse grid. The dotted curve is approximate, the solid curve is exact, Pe = 2
(Dy=0, D, =1).

2(x — xi—1)tis1 + (%1 — %) (2 + Pe(xis1 — Xi1) )i
(xi+1 — x,-,l)(Z + Pe(x,'H — x))

u =

or

U — Ui 2(x —x-1)
= . (100)
Uitn —ui—1 (Xip1 —%i-1)(2 + Pe(xiy1 — x))

Since, the right side of relation (100) into segments is a hyperbola and therefore
we have 0 < *~*=- <1. Those the upstream circuit is always monotonic. Figure 48
shows a comparison of the exact and approximate analytical solutions (Pe = 5).

However, numerical diffusion occurs.

1_.

0.8 1

0,6

0.4

b

Figure 48.
Comparison of the solution in a coarse grid. The dotted curve is approximate, and the solid curve is exact (@, = o,
‘Dl =1 )

298



Moving Node Method for Differential Equations
DOI: http://dx.doi.org/10.5772 /intechopen.107340

3.7 An explicit expression of the approximation error of ordinary differential
equations based on the moved node method

Here discusses the issue of the possibility of calculating the approximation error.
When replacing differential equations with discrete ones, one of the key issues is the
closeness of the discrete solution to the exact solution. For the difference solution to
the problem, a grid area is formed. The discrete solution is determined at the nodal
points. Traditionally, in questions of replacing a differential equation with a descrip-
tive one, one usually indicates the degree of approximation of the O(hP) type. Here h
is the grid step.

However, it is possible to calculate the approximation error at nodal points based
on the method of moving nodes. The method of moving nodes allows for obtaining an
approximate analytical expression. On the basis of the approximate form, it is possible
to calculate the approximation error. On the other hand, at each node one can con-
struct a differential analog of the difference equation. Using simple examples, the
calculation of approximation errors is demonstrated and schemes of the collocation
type are constructed.

3.7.1 Introduction

Here describes the application of the moving nodes method to the
calculation of the approximation error. When a two-point boundary value
problem is solved by different methods, the question of the degree of
approximation usually appears. The closeness of the exact and approximation of the
solution, and the quality of the difference scheme are evaluated based on the degree of
this parameter. With such an analysis, other parameters (the coefficients of the
differential equation) are not explicitly involved in the approximation error expres-
sion. Obtaining an explicit expression for the approximation error makes it possible to
analyze it.

Consider the simplest ordinary differential equation with boundary conditions

du

2 C, u(0)=0, u(1) =1 (101)

where C—const.
Create a uniform grid on segments [0,1] with step h. A uniform grid on a segment
x € [0, 1] with step h has the form:

@ = {xp = hk, k=0,1, ..,N,h-N =1}

Let us replace the second-order derivative with the difference relation:

Ui —2U;i + Uiy
hz

=C, 1<i<N-1,Uy=0, Uy=1 (102)

Difference scheme (102) traditionally has order O(h?). However, if we solve Sys-
tem (102) by the Tomas algorithm, we obtain a numerical solution that coincides with
the exact analytical solution for any grid steps h at the grid nodes. Those. scheme
(102) approximates (101) exactly.
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3.7.2 Methodology

Let us have a differential equation
Lu =f, (103)

where L is a differential operator, f'is a known function, and # is an unknown

function. (103) the equation is considered in some domain D with appropriate

boundary conditions. The differential Eq. (103) is replaced by the difference equation:

Lyup =f,, (104)

where L;, is the difference operator, uy, is the unknown grid function, and fj, is the

approximation of the function f at the grid nodes.

Usually, the approximation error is given as [2, 3]:
Q= Lafu], —f) (105)

where [u]}, is the exact solution of (103) at the grid nodes. Using the Taylor series,

from (105) one obtains that, Q, = O(h™), where h is the grid step and m is the degree
of approximation.

You can determine an explicit approximation error if you use the method of a

moving node, which allows you to extend the definition to the entire area D. This
allows you to introduce an approximation error like this:

Rh = Lh{u}h _fh‘ (106)

Here {u}}, is a predefined continuous function by means of a moveable node. The

approximate calculation of the approximation error of type (106) is demonstrated
using simple examples.

3.7.

300

3 Results and discussion

As an application of the above approach, consider examples.
1. Consider a simple boundary value problem:

2
T f0) u(0) =y (1) = 10
dx
Let us build a non-uniform grid on segments [0; 1]:

wy = {0 = X0, <X1< ... <XN_1<XN = 1,k =0,1, ,N}

In the non-uniform grid, we replace (107) with the difference problem:

2 (Uz'+1 Ui Ui-Ui4

=f(x;), i=1,2,..,N—1. (108)
Xit1 — X X — Xi—1 ) f( )

Xit1 — Xi-1

Here U; is the grid solution of the problem. From here
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Uita(xi —xi—1) + Uima(Xip1 —xi) 1 .
+1(x X, 1) + l(x +1 X ) _ }f(xi)(xi _xi—l)(xiJrl _xi)a i= 1’ 2) ,N —1.

(109)

U =

Xi+1 — Xi-1

We redefine the value of the function at non-nodal points as follows. To do this,
we consider in (109) x;,1,%;_1, U;_1, U1, to be fixed, and x; to be moved, and the
function f(x) to be smooth. Thus, we will complete the grid function on each segment
(%i—1,%i41). From (109) we get

U/ (xi) = — %f”(xi)(xiﬂ — ;) (o — xi—1) — f (o) (i1 +xi-1 — 2¢;) +f(x;)  (110)
Then the approximation error for the nodal points looks like this:
Ry (x;) = —;t"(xi)(xiﬂ — ;) (o — xi1) — f (o) (i1 + i1 — 2x;) (111)
If the grid is uniform for the approximation error, we obtain the expression
Ru(x;) = —%f"(xi)hz, i=12..,N—1 (112)

If on the segments (x;_1, ;1) the function constant approximation error is identi-
cally equal to zero and we get the exact solution.

Based on expression (110), the following conclusion can be drawn.

Given a two-point boundary value problem

—— =7 %), u(0) =ua, u(l) =u
and f* (x) can be represented as
fr) = - %f”(xi)(xm — i) (i — xi1) — 7 (62) (oien + Xia — 20) +f (%)

then the difference scheme

2 (Ui+1 -U; Ui-— Uil)

=f(x;), i=1,2,..,N—1,
Xit1 — X Xi —Xi-1 f( )

Xit1 — Xi-1

gives a grid solution coinciding with the exact solution at the nodal points.

If there is only one internal node point (the node being moved is one), then an
approximate analytical solution can be obtained. Indeed, if we rewrite scheme (108)
for one moving node, we have

) Ui— U,'_1_U(X) — Ua
1—x x

) =1f(%x:). (113)
From here we obtain an approximate analytical solution:
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_Ux+Us(1-x) 1

U(x) Ef(x,-)(l —x)x. (114)

Xit1 — Xi-1

In this case, (114) represents the exact solution to the problem (107).
if we put

£ ) =~ ") (1~ x)x — ()1~ 23) £ ().

The form of the approximation error (111) allows the construction of new schemes
of the collocation type. Indeed, if in problem (108) we replace the right side with the
expression

floei) + Al —xi-1) (i1 — Xi),

Here A is still an unknown constant. Parameter A is determined so that the
approximation error (111) for a uniform step at node x; is equal to zero, i.e. collocation
type scheme. Then we have

1 !
A= f (x:)

2. Consider a stationary equation in which only convection and diffusion are
present without a source.

e’ +v =0, (115)

with boundary conditions »(0) = 0,»(1) = 1.

There are various schemes for the difference solution (115). Based on the moving
node technique, it is possible to explicitly express local errors in the approximation of
differential equations. Using the moving node method, we will show the efficient
calculation of local approximation errors for the model problem (115).

Scheme with central-difference approximation of the convective term. Take a
segment (x;_1,x;+1) and any point x € (x;_1,%;11). Consider the different analog (115).

0 (116)

2e (ui+1 —u U — uil) I Sl
Xit1 —Xi-1 \Xit1 —X X —Xj1 Xit1 — Xi-1

At x = (x;_1 + xi41)/2, we have a central difference approximation. Here, u is the
approximate value of the solution at point x.
From (116) we find.

(¢ —xi-1) (26 + xi41 — X )1 + (X1 — %) (28 — x + x_1)ui1

117
2e(xiv1 — Xi—1) (17

u =

From here we get,

u - 26 +Xj11 +Xi-1 — 2% Ui — Ui (118)

b
2e Xip1 — Xi1
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R = ke (119)

€ Xip1 —Xi-1
If the difference solution at nodal points is known, then formula (117) makes it
possible to determine the unknown at points that are not nodal.

Using formulas (118) and (119), the derivatives are restored at any point of the
segment. Multiplying (119) by and adding with (118), we obtain.

e +u =Y, (120)
where

XX — 2% Ui — Ui

¥, .
2e Xit1 — Xi-1

Eq. (120) can be called a differential analog of the difference Eq. (16); difference

Eq. (116) is a collocation-type scheme.
Using (119), the approximation error can be written as.

_ Xip1 + X1 — qu//

¥, = >
Then Eq. (120) takes the form
, P
(e SEL e 2 >u” +u =0, (121)

Thus, difference Eq. (116) exactly approximates differential Eq. (121) on the
segment [x;_1,%;11].

Comparison of Egs. (115) and (121) shows that when Eq. (115) is approximated
by scheme (116), scheme diffusion appears with a variable coefficient
(xiy1 + i1 — 2x) /2.

Upwind Scheme. Let us consider the difference analog of Eq. (115), in which the
convective term is approximated by the one-sided difference relation.

2e (ui+1 —u u— ui—1) L Sl (122)

Xit1 —Xi—1 \Xi+1 —X X —Xi1q Xiy1 — X

From here we get

u— (o —xi-1)(2e +xi11 — Xi—1) Uip1 + 2e(Xi11 — X)uiq (123)
(xir1 —xi1)(2e +x —x; 1)

Determine the first and second derivatives:

oy 2e(2e 4+ X1 — Xi—1) Uiyl — Ui1 (124)
(2 4+x —xi1)* Xy —Xi1
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S — —4e(2e 4 Xip1 — Xi—1) Uip1 — Uioq (125)
(26 +x —x; 1)  Xip1 —Xia
Let us calculate the approximation error.
¥, = 2e(x — xi-1) (26 + Xiy1 — Xi—1) Uiy1 — Uiq
(26 +x — x;_1)° Xit1 — Xi-1
The differential analog of scheme (122) has the form.
(e n ’%) W'+ =0, (126)

those with a scheme against the flow, we have a scheme diffusion with a coeffi-
cient (x;11 — x)/2. Based on (123)—is a hyperbola, which is monotone on the
segment, i.e. scheme (122) is monotonic.

Based on the form of the differential analog (126), we can conclude that the
differential equation

(s +§)u” +u4 =0 (127)

is exactly approximated by the scheme

2e(ub*”+”*””>+”h*”:0 (128)
1—x X 1—x

Thus solving (128) with respect to u, we obtain the exact solution of differential
Eq. (127).

3.8 On convergence of MNM

Let us show the convergence of MNM on model problems.
1. Consider the Cauchy problem

du
o —u, u(0)=1 (129)

Let us replace the derivative with the forward difference,

dx ~ x—0 x ’

du - Ul(x)—Ul(O):Ul(x)—l (130)

In (130) Ui(x) the approximate value of the unknown function at the moving
point is if there is only one moving node.
Using (130) we write the difference Eq. (129)

Ul(x) -1

x = —Ul(x), (131)

Take, now, two moving x nodes and x /2. For these points, we write difference
equations of the type (131)
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Uz(x/Z) -1
x/2

Uz(x) — Uz(x/Z)

= ~Ua(x/2), x—x/2

= —Us(x), (132)

Eliminating these equations U,(x/2), we get

1

V) = e

For three moved nodes x/3, 2x/3 and x we get

1

V) = e

If the number of nodes 7, we get

1

U =

(133)

If we strive for the number of nodes to infinity, we get

. . 1
AU = R Gy =

Thus, we obtain the exact solution to problem (129).
2. Consider the problem

dd 1 d°®

g P0=0 01)=1 (134)

For this problem, the difference scheme with 2* —1 moving nodes has the form (29):

b ke k_ b k_
a7 Vo) = oVl 4G e (135)
where
G0 2y (1) | 2ipen) | 22 @1 _ ey G
E (1—x)(1—7£k) sAw x(l—rﬁk) x(l—rﬁk> s“4p w E .

7 =2%/(2"+0),7, = (2 +0)/2%, 0 =Pe(1—x).
If we find from (135) U (1) and pass to the limit at & — oo, we have

Pe x
(o ePex 1
%LTOU( )(x)zepe_l.

The obtained limit coincides with the exact solution.

4, Conclusions

Summary: Derivation of approximate analytical solutions of differential equations
by the moving nodes method
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The method of moving nodes allows one to obtain approximate analytical
solutions for boundary value problems of mathematical physics.

This is especially true in engineering applications, to obtain a rough
analytical representation of the solution. The analytical method has its
advantages over the numerical ones for its subsequent use and analysis of the
structure of the solution.

To refine the solution of differential equations, you can achieve this by adding
the number of nodes to be moved.

The examples given show the possibilities of applying and using the method of
moving nodes for applied problems.

Using the method of moving nodes based on the upwind scheme, compact
schemes with high resolution for convective-diffusion problems are constructed.

Summary: Application of the moving node method

Using the method of moving nodes based on the control volume method,
compact schemes with high resolution for convective-diffusion problems are
constructed.

Using a combination of moving node methods and Richardson’s extrapolation,
compact, high-resolution schemes for convective-diffusion problems are

constructed.

Choices of the influence of the profile on the faces of the control volume are
studied.

The possibilities of using movable nodes for the analysis of schemes are shown.

Based on the method of moving nodes, the possibilities of finding errors in the
approximation of differential equations are shown.

For simple problems, the convergence of the moving nodes method is given.
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Chapter 16

On the Analytical Properties of
Prime Numbers

Shazali Abdalla Fadul

Abstract

In this work we have studied the prime numbers in the model
P =am +1,m,a>1€N. and the number in the form g = ma™ + bm + 1 in particular,
we provided tests for hem. This is considered a generalization of the work José Maria
Grau and Antonio M. Oller-marcén prove that if C,,(a) = ma™ + 1 is a generalized
Cullen number then m*" = (—1)*(mod C,,(a)). In a second paper published in 2014,
they also presented a test for Broth’s numbers in Form kp” + 1 where k <p”. These
results are basically a generalization of the work of W. Bosma and H.C Williams who
studied the cases, especially when p = 2, 3, as well as a generalization of the primitive
MillerRabin test. In this study in particular, we presented a test for numbers in the
form ma™ + bm + 1 in the form of a polynomial that highlights the properties of these
numbers as well as a test for the Fermat and Mersinner numbers and
p=ab+1a,b>1€Nandp = qa + 1 where q is prime odd are special cases of the
number ma™ + bm + 1 when b takes a specific value. For example, we proved if
p = qa + 1 where q is odd prime and a > 1€ N where z; = % (Jq) then
Zj;fﬂj(fcm @) g —am) = X(m,q—am)(mod p ) Components of proof Binomial
theorem Fermat’s Litter Theorem Elementary algebra.

Keywords: broth numbers, Cullen number, polynomial, Fermat number, Mersinne
numbers

1. Introduction

No algorithm that produces prime numbers in explicit forms, or rather, this goal
was not reached, mathematicians resorted to an alternative method to discover prime
numbers, which are primitive tests since Fermat’s era or before, and this method proved
its effectiveness to the extent that many prime numbers were discovered The Great
Until. Euler studied Fermat’s prime numbers and discovered some of them. Cullen,
Broth and Mersinne also studied those numbers, as well as Pedro Berrizbeitia, Wieb
Bosma and A. Schonhage. The results that we reached in this study are in the same
way as those who followed the work of [1-3]. In a paper published on March 11, 2011
MO [3] prove the following result. C,,(a) is a prime where C,,(a) = ma™ + 1 then
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m

m»" = (—1)*(mod C,,(a)) And in a paper published on July 10, 4102 using the same
ideas found in MO [2], they proved [3] the following result. Let N = kp” + 1.
where is p is odd prime and k <p” Assume that a € Z is a p-th power non-residue

modulo N, then N is a prime if only if ¢, (al%) = O(mod N). The numbers in form

Cn(a) =ma™ + 1 are called Cullen numbers, first studied by Cullen in 1905. And the
numbers in the form of kp” + 1 are called the Broth numbers and we call the number
primes the form Mp = 2 — 1 mersenne number discovered in 2005 by Martin nowak
the largest prime number of Mersenne Mjsog4951 and 42 in the list. We know about
Mersenne’s number if M), it is not prime then there is a prime number g = 2pr +1
where M, /q example My, of a non-prime. Also there is a relationship between

Mersenne prime and the perfect numbers. And number in form F,, = 22' 4 1 are called
Fermat numbers were first studied by Pierre de Fermat, The importance of these
numbers lies in providing the large prime numbers of the known. All the large prime
numbers are in the form ma” + b or a” + b , for example, in 2021,

2525532.73%%532 1 1 was discovered the largest prime number defined by Tom Greer.
There is a program in the Internet called [Prime Grid] The goal of discovering this is a
kind of numbers See [https : primegrid.com | Researchers use several techniques in the
study such as preliminary tests and high-precision computers. Prove Broth if N =

k2" +1 where K is odd and k <2" if 4’2" = —1(mod N) same a € Z then N is a prime.
The next important step was made in 1914 by Pocklington his result is the first
generalization of Proth’s theorem suitable for numbers of the form prove

Pocklington if N = Kp” + 1 where K is odd and k <p" if for samea€Z a1 =

—1(mod N) and g.c.d (a% -1, p) then N is prime. There are many works that discuss

Broth’s theorem and numbers. Case p = 3 studied by W. Bosma [4] and A. Guthmann
[5] Also, for a discussion on the Broth numbers, see H.C Williams [6, 7] P. Berrizbeitia
[8,9].

The purpose of this work is to study the numbers in model ma™ + bm + 1and p =
ba +1 wherea,b>1€Zand p = aq + 1,a,q €N where q is an odd prime number, In
addition, tests for Fermat and Mersenne numbers are presented and the study of the
relationship between two prime numbers and a polynomial with finite properties.
From the results we obtained we proved, for example, if p and g are prime numbers,

p = qa +1where g,a >1€N and where C,,(a) = ma™ + 1 and 7; :%<q> then
J

q-2

D 7(=Cul(@)T7 (g — ") = Y g-am)(mod p) )
j=1

Our approach to the proof differs from the one in [2, 3]. We explicitly relied on the
binomial theorem, elementary algebra, and Fermat’s litter theorem. A deductive
method of analysis using basic operations in elementary algebra.

2. Proof of the theorem 1

In this section, we prove theorem 1. Components of the proof Elementary algebra
basic operations such as subtraction from both sides and extraction of the common
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factor with the binomial theorem form the foundations of the proof. Theorem 1 is
an expression of a polynomial that shows the properties of numbers in the form
p=ma™ +bm+1,

a,m,b>1€N, so it can be used as a test to reveal the prime number in the form
ma™ + bm + 1. In addition to that, it is used to prove the results in the next section
where it plays an essential role in the proofs.

THEOREM 1. if M is a prime where M =ma™ +bm + land a,m>1€N,b #
0€Z then

Ny = X(xy) (mod M) if M and Ais a prime where

()
N0y = X(xy) (mod M) if Mis a prime
Proof. let M = ma™ + 6 where m,a,n>1€Nand 6 = bm + 1whereb eZ
according to the binomial theorem, we find that
n—1 n ) )
T D o) G P
=0 \J
+(=6)" —m" (3)
Then
m" (@™ — 1) — ((=bm — 1)" —m")
n—1 n ) )
— Z( ‘ >M"1(—bm -1y (4)
=1 \J
Note that
n—1 )
Z( )M" F(—bm — 1) = 0(mod M) (5)
Jj=

Then from (4) and (5) we have that
a™ —1— ((=bm —1)" —m") = 0(mod M) (6)
Now we conclude that from Eq. (6)

a™ = 1(mod M) if and only if (—bm —1)" =m" (mod M) 7)

Suppose that n = #=1and M is a prime so

1 M=1

aM™1 = 1(mod M) if and only if (—bm — 1)M7 =m'n (mod M) (8)

From the assumption M is a prime from Fermat’ litter theorem see [Kenneth H.
Rosen 2 pp. 161] we have that if M is a prime then a1 = 1 (mod M ) where a > 1.
This means if M is a prime number, then from (8) we find that
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(=bm — 1) =m"n (mod M) (C)]

Then

-1 M-1

(bm +1)" = (—m) " (mod M) (10)

Let be A = % A =a™ + b then from binomial theorem we have that

(bm +1)" Z( )byt

j=0
= (bm)" '+ Z( ) +1 (1)

M =ma™ +bm + 1then A = =L = 4™ + h According to the binomial theorem,

A A
if A is a prime number, then ( ) ) = 0(mod M) means ( , ) is divisible by 4 for every
J J
A
2 <A<4—1.So suppose A is a prime number and 7; = ( ) ) follows from that
J

A
( . )(bm) = ;b(M — 1). so from (11) we have that
J

(bm +1)" — (—=m)* = (bm)" — (-m)* +1
i-1
+ Z ﬂjb’lfjml’j*l(M -1)
=
i-1 o
= (bm)/1 — (—m)ﬁ +1+ (Z njbﬂ_]mi—i—1> M
=1
i1 o
>z Imt I (12)
j
From Eq. (10) (bm 4 1)* = (—m)" (mod M). and Notice the Eq. (12) on the right-

hand side consisting of two terms the first multiplied by M and the second empty of
M. Then we have that

-2
(Z ,[jbﬂ—jmi—f—1> M = 0(mod M) (13)
=1
And
-2 o
(bm)* — (—=m) =" mp*Tm T — b +1 = 0(mod M) (14)
=1
Then
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N
N

zb* Im* I = (bm)* — (—m)" — b + 1(mod M) (15)

Il
N

j
= A p p
Let be 1 (x,y) = > T and y () = (bm)" — (-m)" —b +1So we
j=1
have that

This is the first case of proof when 4 is a prime. The proof of the second case is
similar to the case of the first and there is no fundamental difference, according to the
binomial theorem let be A >2 €N then from (12) we have

A((bm +1)" - (fm)i) = /1((hm)* — (—m)ﬂ) +A+ f <j )b”m“l(/\/l -1)

_ g((bm)‘ B (—m)’l) A+ (g (;)bﬂ—jmz—M)M
A

272 ) )
( , )b“m’l‘f‘l—ﬂb (17)
j

j=1

Note that

(AZf (%)bijm1j1> M = (mod M) "

=\

And from (10) we have that

A((bm T1) - (—m)ﬂ) = 0(mod M) (19)
Then
-2 l ) )
> (j >h“m’1‘]‘1 = A(bm)* — A(—m)" + A — bA(mod M) (20)
j=1

A S
Let be ;) (x,y) = Z]tf (] >x'1_fy’1_]_1 and y ;) = Abm)* — A(=m)* + 4 — b so

we have
Ny (%) E;((Mm(mod M) (21)
Then

0y (%,9) = X(yx) (mod M) if 2 and M is aprime
(22)
N0y (%,9) = Xy (mod M) if Mis a prime
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REMARK 1: We note that the proof has little complexity, as we explicitly relied on
the binomial theorem and elementary algebra to obtain Eq. (12). After that, Fermat’s
Litter Theorem was used, which is a theorem dating back to the year 1610.In 1610
Fermat wrote in a letter to Frenicle, that whenever p is prime p divides a? ! — 1 for all
integers a not divisible p, a result now known as Fremat's little theorem, As equivalent
formulation is the assertion that p divide a¥ — a for all integers a , whenever p is prime.
The question naturally arose as to whether the prime are the only integer exceeding that
satisfy this criterion, but Carmichael pointed out in 1910 that 561 = 11 x 17 x 3 divides a
a°®0 = 1(mod 561) now. A composite integer which satisfies a" ! = 1(mod n) for all
positive integers a4 with g.c.d(a, n) = 1is called a Carmichael number. For a related
discussion see Kenneth H. Rose page (55). This means that Theorem 1 is not a definitive
test, but it fails at the numbers Carmichael, but on the one hand we find that it is more
general than those [2, 10] because of the variables m, a, b in the number ma™ + bm + 1.
And we will explain this by proving results for Mersenne and Fermat numbers, which
are special cases when the variable b takes a certain value.

THEOREM 2. if A = a™ + (—1)” and ¢ = ma™ + (—1)°m + 1 where q is a prime
and a,m >1€N then

Wiy =4 — (=1)"A(mod q )
if o =1and a>1€Nand if ¢ = 2 then a is odd (23)
Wiy = 2m* + A — (—1)"A(mod q ) if o =2 and a is even

Proof. Let be b = (—1)° From theorem 1 we have

= o
> ( j ) ()7 T = M(~1)m)" = A(=m)* + A~ (~1) A(mod q)  (24)

=1
Let be
A=2 A i )
o =3 (]. ) (—1)°) i (25)
=1

From Eq. (24) we get the following

Wiy =4 — A(=1)"(mod q)
if o=1landa>1€Nand if 6 =2 aisodd (26)
Wim) = 20m* + 4 — A(—1)"(mod q)

if 6 =2and ais even

LEMMA 1. letbe p = 3" — 2 and M =m3"™ — 2m + 1 where p and M is a prime
number then

r2 . .
Zfzj(—Z)pﬁmp’]’l = (&) (—m)’ + 3(mod M) (27)
=1

Proof. Let be in theorem 1a = 3 and b = —2 where p is a prime then we get 1 =

3" —2and M =m3" —2m + 1 and we have
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p—2
irj(—2)p7jmp_j_1 = (&) (-m)’ + 3(mod M) (28)
=1
Then
M,-2 A
Z 7 (—1)M TpM T = 2(mod M) (29)
=

LEMMA 2. If F,, fermat number and p = 2"F,, + 1 where p is a prime then

o
|

n—2
z(2M) T = 22" (mod p) (30)

~.
I
NN

Proof. Let be in theorem 10 = 1and a =2 and m = 2" thenwe get A =a™ + b =
22 +1and M =ma™ +bm +1=2""" 42" +1=p where

o
|

w—2
7(2M) T = 22" (mod p) (31)

.
Il
N

REMARK 2: Fermat,s numbers F,, = 2% + 1 are named after pierre de farmat
because he was the first to stud these numbers guess that all fermat numbers are prime

3,5,17,57,65537, .... (32)

But this conjecture was denied by Euler’s proved the Fermat number Fs is not
prime

Fs =27 +1 = 4294967297 = 641 x 6700417 (33)

These numbers was named 2° — 1 Mersnne numbers, so in Ref. to Marin
Meresenne, who began studying them by 2020 he discovered fifty —one prime num-
bers. There is a program called (the big search for Mersenne prime on the internet).
Many prime numbers of Meresnne numbers have been discovered, we know about
M,, M3, M5, My, M17, Mg, M31, Ms1 ... , M1279, M110305, M132049, Masoe4951 all prime
numbers Mj; is not prime number and they give good results from fermat numbers
that only four digits of it have been discovered so far. We know about Fermat
numbers, if F, is not prime, then there is b = k2% + 1 where F, /b, and likewise
abuot Mersenne numbers, if M), is not prime, there is ¢ = 2pr + 1 where M, /q and q is
prime. From a computational point of view, we find that the results that we have
reached are more robust and generalizable those of the results mentioned. Firstly, this
is due to the existing ideas and properties is those results. This is represented in
highlighting an integral relationship between two prime numbers and more prime
numbers. We notice in the LEMMA 1 that the prime numbers and the p = 3" — 2 and
the number in form M = m3™ — 2m + 1 numbers in form combine in one result, and
also the properties of the Mersnne numbers. Such a correlation does not exist [5, 6] as
well as with the ratio of the Fermat numbers also meet with the numbers in LEMMA 2
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and this shows relationship between the Fermat numbers and those numbers. In
addition to that, the result are expressed a polynomial that highlights the properties of
those numbers, and it can also be used as a primitive test to discover those numbers .
For a discussion of such issues see [3, 8, 9, 11-14] on there are several numbers studied
A3" +1,k2" +1,2" £+ 1 and close to these formulas.

3. Prime numbers In form p = am + 1

In this section we study the prime numbers in form p = am + 1 where a,m >1€N
which is a special case of the prime numbers form 4™ + bm + 1, when substituting b a
certain value, we study the properties of numbers p =am + 1,a,m €N and
q = bp + 1where b,p >1€N, as well as relationship between polynomial. These poly-
nomial numbers show us special properties of this numbers am + 1 as well as the
numbers p = qa + 1where q is a prime number of the properties, polynomial can be
used as a primitive testing algorithm for those numbers. The proof depend mainly on
THEOREM 1. In this section, we explain and realize that there is more than one
variable in the theorem, for example, ma™ + bm + 1 variable
m,a>1€Nandb €Z,b # 0, because of this, have many distinctive properties. We
prove THEOREM 3 is this section and THEOREM 4 by directly changing the value of
that variable without any the complexity mentions in particular the basic operations
and the binomial theorem are the other extreme in the proofs.

THEOREM 3. if p = gm + 1 where p, qis a prime odd and a,m >1€N where

Cn(a) =ma™ +1land mj =1 (q> then
\Jj

q-2

Y 7(=Cul@)T7 g —a™) = Zng-an) (mod p) (34)
j=1

Proof. let be in theorem b = q — a™ where q > 2 is prime odd then M = ma™ +
(g —a™)ym +1=qm+1=p therefore also A = a™ + b = a™ + g — a™ = q so we have
that

q-2 ] ‘
Nay(m,q—a”) = zlqg—a™) Imi7 (35)
j=1
And
)((m,qfu’”) = (mq - mam)/l - (_WL)/1 -9 +a” +1 (36)

Note that m(q —a™) = mq — ma™ =p —ma™ — 1le be C,(a) = ma™ + 1 then we
have

g (m,q —a™) Zn]m )17 (g —a™) (37)

Note that from binomial theorem
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Let be

492, i1
Y

A e C N

k=1

Then from (37) and (38) and (39) we have
N (m>q —a™) th]l//m+zﬂj Cn(a))?7 (g —a™)

Note that y,, = 0(mod p) then also
q-2
>z, =0(modp)allj=1,2,3..q—
=1
And we know from Eq. (16)
ﬂ(q)(m: q-— am) = K (mg—am) (m"d]”)
Now we conclude that from Egs. (37), (39), and (41) we have
q-2 )
> 7(=Cn(@)"7 (g = ™) = X g-am) (mod p)

j=1

From (16) we knew b = q — a™ then note that

Kmg-amy = (mg —ma™)! — (—m)T +1—q +a”

319

=@+ (ma" -1) - (-m)! —q+a" +1
q-1
p‘“—ma — 1Y 4 (—ma™ — 1)1 — (—=m)! —q+a™ +1
j=0
Note that

qu(q.)pq-f(—ma” ~ 1 = Olmad )

=0 \J

If the terms multiplied by variable p are excluded, we get the following

(38)

(39)

(40)

(41)

(42)

(43)

(44)

(45)
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Xmg—am) = (_mam - 1)27 - (_m)q —q +a" +1 (46)
Therefore

q-2 )

> m(=Cn(@)77Hg = a™) = Y g—am) (mod p) (47)

=1

LEMMA 3. if p = 2q + 1 and q is a prime odd then

T
N

ﬂj(_mz . 1)q—j—1(q —a™) E)((Z’q_uz)(modp) (48)

\Hn,
-

Proof. Let be in theorem 3m =2
LEMMA 4. if p = qm + 1 and q is prime odd and m >1€ N then

q-2
D o ai(=m2" = 11T g = 27) = Yy (mod p) (49)

j=1

Proof. Le be in theorem 3a = 2

REMARK 3: if we make a comparison between the results found in [2, 3] about the
generalized Cullen numbers and the results that we reached here, in fact, we find that
these results are more generalized than those, and also rich in properties than those.
The first general and the Cullen numbers in particular, and this is considered one of
the properties of the prime numbers of the number in an adjective, as well as this
relationship in the form a polynomial that combines the Cullen numbers and the
prime number in general P = qa + 1 where q is prime odd note P€P — {2, 3,5}. Such
ideas do not exist in [5, 6,7, ....12 |. we also note that polynomials can be used as a
primitive test to discover prime numbers.

THEOREM 4. if g>2,m>1€Nand p = qm + 1 and p is prime then

q-2 q .
Z( . )<cm<a>>“1<q d") = Zgmgam(mod p) (50)

=1\

Proof. we will prove this theorem with the same ideas as in the proof THEOREM 3
now according THEOREM 1 we have that

1=2
Ny (bym) = Z( )bljmljl (51)
And
Xbm) = Mbm)* — A(=m)* + 4 —ba (52)

Thenletbeb =g —a” and m,a,q>1€eNwhere A=a" +b=a"+q—-a" =¢q
then we have that
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q-2 )
_ (q. )<p T (—Cul@))) T g — a™) (53)

Note that
-2 q q—j—2 q _]- -1 i i i
S (7 @)t - = omedp) 9
=1\ / =0 J
But from theorem 1 we kwon that
Nig)(q = a"sm) = X( 49-am m)(mod p) (56)

Then from (54)-(56) we get that

q-2 ]
Dy (q. ) (—Cn(@) g — ™) = 11 ygnm)(mod p) (57)
=1 \J
Note that
Xigg-anm) = 4(qm —ma™)! —q(-m)! +q — q* +qa” (58)

Now we have from binomial theorem

9-1 ,
qg(gm —ma™)! =¢q Z (j )pq_j(—ma’” —1Y +g(—ma™ —1)? (59)
=0
Note that
q-1 )
Z (Jq) 975 (—ma™ — 1) = 0(mod p) (60)
=0

Now we are going to eliminate all terms in congruence (60) because it is divisible
be p so after that we get the value of X m) @S follows So we from (56)—(60) we get

that

q-q—a"
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X(qq—amm) = q(—ma™ — 1)q - 9(*m)q +q— qz +qa™ (61)
Then

q-2 q )

3 (]. ) (—C(@)177(q — ™) = 1( g amom)(mod ) 62)

j:1

LEMMA 5. if p = 6ém +1and a >1€N then
4 6 s

(]. ) (~Cn(@) (6 — ") = 1 am(mod p) (63)
=1

J

Proof. Let be in theorem 4 g = 6

4. Conclusion

We notice theorem 1 that shows us the relationship between the numbers in the
form a™ + b and ma™ + bm + 1. This is represented by a polynomial that combines
these two numbers. One of the benefits of this relationship is that polynomial can be
used as a primitive test, as well as clarifying the properties that those numbers have.
But from an abstract arithmetic point of view, we find that theorem 3 is in fact more
general than the theorem 1, and this is due to theorem 3 combining all the prime
numbers. These results are in Cullen numbers and those in [5, 6] we note that these
results are more generalized and differ from those in the form of a gem, and this
appears and ideas used differ from those in [5, 6 7, .....12,13 ]. In general, we studied
all numbers in from p = ba + 1 where a,b >1€N, as well as Mersnne numbers and
Cullen numbers, Fermat numbers. We showed about these numbers that have prop-
erties and a relationship between them. We proved this relationship in the form of a
polynomial that combines two types of prime number or more. We note that only
prime numbers in form p = ba + 1 where a,b >1 €N have been studied no more
prime numbers in form p = ba + m where a,b,m >1€ N have not been studied.
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